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Abstract

Exciton-polaritons are the quasiparticles resulting from the strong coupling between photons and excitons. The strong nonlinearity due to their particle-particle interaction and the capability of accessing their spin from outside, are of great importance for fundamental physics research and possible future applications.

In this thesis we study the nonlinear propagation of polaritons in waveguides and microcavity wires. Both systems have inherent advantages that make them promising building blocks for future polariton circuits. Whilst waveguides are easier to fabricate and usually show longer propagation distances, microwires have a characteristic energy-momentum dispersion with finite energies at k=0 which, as I will show in this thesis, is required for the formation of Cherenkov radiation and bright conservative solitons. The study of polariton propagation in both systems is necessary as they could be used for different technological applications, such as amplifiers and optical processing and transmission.

Firstly, we experimentally demonstrate amplification and nonlinear modulation of pico-Joule pulses in a polariton waveguide. We achieved a maximum gain of 4.3 dB for a pump region 0.1 mm long. We explain the interplay of nonlinearity and gain as a result of stimulated scattering from a continuous-wave reservoir of excitons and polaritons generated by the pump, that amplifies the polariton field.

In the second part of the thesis, we study propagation of conservative bright solitons in microwires and its accompanying effects. We observed Cherenkov radiation travelling in the opposite direction to the solitons emitting it. We show that the formation and propagation direction of the Cherenkov radiation is determined by the microwire polariton dispersion.

Finally, we study the polarization of bright solitons propagating in microwires. We recorded polarization precession at low excitation powers and domain formation at higher powers. We explain the observed polarization domains as a result of spin-dependent polariton-polariton interactions and an imbalance of polariton spin populations.
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Chapter 1

Introduction

Over the years, exciton-polaritons have proved their importance in basic science as well as technological applications. Since their first observation in 1992 [1], fundamental research has been done in polaritonic systems such as superfluidity [2,3] and condensation [4] and their applications have started to emerge, polariton lasers [5], logical gates [6,7], spin switches [8] and many more devices have been proposed and developed.

One of the technological final goals of the exciton-polariton research is the development of a polaritonic optical circuit, and this dream seems to be getting closer to realization. In this context, the study of nonlinear propagation of polaritons is of vital importance.

This thesis is dedicated to the study of the nonlinear propagation of exciton-polaritons in waveguides and microwires.

On one hand, waveguides have shown important advantages over microcavities such as easier fabrication, stronger exciton-photon coupling and longer polariton propagation distances, making them suitable for applications in optical integrated circuits. The study of gain and nonlinear modulation presented in this thesis, opens the possibility of future all-optical information processors.

On the other hand, polariton microwires are also promising building blocks for future all-polariton information processing circuits, in comparison to waveguides, the shape of the energy-momentum dispersion allows the formation of conservative bright solitons and backwards Cherenkov radiation, which could be of use in information transmission. They could also be used for future polariton spinoptronic devices, and the observation of polarization domains occurring in
the propagating solitons, presented in this work, supports this possibility.

The thesis is organized as follows. Chapter 2 gives an introduction to the physics behind exciton polaritons. Special attention is given to the two systems used in this work: polariton waveguides and microcavity wires, a summary of their main properties and fabrication techniques is included. Topics related to this thesis and studied in polaritonic systems, such as superfluidity, Bose-Einstein condensation and parametric scattering are reviewed. The second part of the chapter, as the second part of the thesis, is dedicated to the study of solitons, this chapter includes an introduction to the different kinds of solitons studied in optical systems, condensates and polariton systems.

In Chapter 3 we present the two samples and the experimental setups used for all the experiments presented in this work. Chapter 4 is dedicated to the study of nonlinear propagation of picosecond pulses in polariton waveguides. We experimentally demonstrate polariton amplification and nonlinear modulation of pico-Joule pulses at sub-millimetre length scales.

In Chapter 5 and Chapter 6 we investigate the propagation of solitons and its accompanying effects in polariton microwires. The first observation of polariton bright conservative solitons and its associated Cherenkov radiation is presented in Chapter 5.

Chapter 6 focuses on the polarization of the formed bright solitons. We experimentally observed the creation of polarization domains. The relation between this effect and the spin-dependent polariton-polariton interactions is discussed.

Finally, chapter 7 gives the main conclusions and future perspectives of the presented work.
Chapter 2

Background

The main purpose of this chapter is to present the physical background behind exciton polaritons. Microcavities and waveguides are extensively discussed as they are used to study the propagation of polaritons in the following chapters: polariton waveguides were used for the study of optical amplification (Chapter 4) and 1D microwires for the study of conservative bright solitons and its accompanying effects (Chapter 5 and 6). An introduction to the most relevant phenomena previously observed in polariton systems related to the work presented in this thesis such as parametric scattering, polariton condensation, superfluidity and soliton formation is also included.

2.1 Introduction to Exciton-Polaritons

Exciton polaritons are the bosonic quasi-particles resulting of the strong coupling between light (photons) and matter (excitons). The first prediction of strong matter-light coupling was made by Pekar in 1957 [9], and one year later, the term polariton was used by Hopfield [10] for the theoretical prediction of strong coupling between electrical dipoles (excitons) and photons in a bulk semiconductor. Bulk polaritons were experimentally observed shortly after [11–13].

After polaritons were observed in bulk crystals the transition between 3D to 2D could not be achieved until 1992, when the fabrication techniques for vertical-cavity surface emitting lasers (VCSELs) have been developed. The necessity to create new structures, and change from bulk semiconductors to 2D microcavities emerged with the aim to increase the interaction between excitons and photons,
achieving the strong matter-light coupling. Strong coupling was more difficult to observe in bulk semiconductors because excitons and photons only couple when they have the equal wavevector and energy, whilst in a 2D structure, only the in-plane wave vector has to match, which together with a bigger oscillator strength for confined excitons facilitates the observation of polaritons. In 1992, Weisbuch and his team at The University of Tokyo [1] reported the first observation of strong coupling in a GaAs microcavity, marking the beginning of microcavity exciton polariton’s research.

Apart from microcavities, another kind of structure has also been used for polariton experiments, the waveguides. The polariton waveguide scheme have been investigated from the late 1980’s, when Ogawa et al. observed a reduction in the group velocity of an incident light pulse transmitted through the quantum well of the structure [14]. Even though the delay time measured by Ogawa’s group was the first experimental evidence of polaritons in waveguides, it was not enough to claim strong coupling behaviour. It wasn’t till 2013 that direct observation of the dispersion anti-crossing (which is the clearest signature of strong-coupling) was reported [15]. Inside waveguides, the strong coupling regime is achieved by the confinement of the photonic component due to total internal reflection. They present some advantages over microcavities and are extensively discussed in section 2.4.

On the 26 years from the first observation of microcavity exciton polaritons, 2D microcavities, have enabled the study of multiple phenomena such as super-fluidity [10], Bose-Einstein condensation [4], the optical spin Hall effect [17], parametric scattering [18], bright [19] and dark [20] solitons, quantized vortices [21], etc. In addition, microcavities have been modified creating new different structures to enhance certain properties of the polaritons. The fabrication of 2D microcavities, 1D microwires (and waveguides) and finally 0D micropillars, have given the opportunity to study topological effects [22] including the recent achievement of a topological insulator [23], phenomena related to polariton-polariton interactions such as polariton condensates [24] and solitons Walker2017 have also been observed in these structures and their possible applications in optical circuits make them especially interesting for future technology.

2.2 Excitons in Quantum Wells

Quantum Wells (QWs) are a fundamental part in exciton-polariton systems. They consist of thin layers (typically a few nanometers thick) of a semiconductor material with a band gap smaller than the energy band gap of the surrounding
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material (Figure 2.1). Usually GaAs QWs are sandwiched by $Al_xGa_{1-x}As$ and, $In_xGa_{1-x}As$ QWs are surrounded by pure GaAs or $Al_xGa_{1-x}As$ barriers.

![Diagram of the energy bands in a Quantum Well. The QW is formed by a heterostructure of GaAs/InGaAs/GaAs. The figure shows the electron and hole relaxation to their lowest energy bands and the recombination of the electron and heavy hole producing photon emission.](image)

Figure 2.1: Diagram of the energy bands in a Quantum Well. The QW is formed by a heterostructure of GaAs/InGaAs/GaAs. The figure shows the electron and hole relaxation to their lowest energy bands and the recombination of the electron and heavy hole producing photon emission.

When an electron is excited, it leaves a hole (with positive charge +e) in the Fermi sea of electrons of the valence band. Electrons and holes are confined in the quantum well plane (figure 2.1), and because they have opposite charges they experience Coulomb attraction and form a new bounded state known as exciton. It is called exciton because it is created by the smallest possible excitation of the system: the excitation of an electron from the valence band to the conduction band. The motion of an electron (or a hole) inside a crystal can be represented in a similar way to a free electron, but with an effective mass characteristic of the specific band. The effective mass is inversely proportional to the curvature of the band ($m^* = \hbar^2(d^2/dk^2E)^{-1}$). Exciton effective mass $M_X$ is the sum of the electron and hole effective mass.
An important advantage of GaAs, In$_x$Ga$_{1-x}$As and Al$_x$Ga$_{1-x}$As is that they have a direct band gap, (the conduction band minimum and the valence band maximum are at the same position in k-space) making the process of exciton creation and recombination by photon emission more probable than in indirect semiconductors.

Excitons have a resonance energy below the energy band gap ($E_g$) due to the Coulomb attraction. Their presence is confirmed by discrete absorption peaks/dips observed in luminescence, absorption and reflection spectra. Exciton energy dispersion in bulk semiconductors is described by:

$$E_X = E_{gap} + E_{XB,3D} + \frac{\hbar^2 K^2}{2M_X}$$  \hspace{1cm} (2.1)

Where $E_{gap}$ is the energy gap between the valence and conduction bands, $K$ is the center of mass wavevector and $E_{XB,3D}$ is the bulk exciton binding energy, which is given by the solutions of the particle with reduced mass $\mu = \frac{m_e m_h}{m_e + m_h}$ in a Coulomb potential (in a similar way to the hydrogen atom). The binding energy is then given by:

$$E_{XB,3D} = -\frac{R^*}{n^2} = \frac{\mu e^4}{2\hbar^2 \epsilon^2 n^2}$$

where n is the principal quantum number ($n=1$ corresponds to excitons ground state and $n=2,3,4...$ are the excited states), $R^*$ is the Rydberg constant and $\epsilon$ is the dielectric constant. Because of the large dielectric constant in semiconductors, the excitons binding energy is smaller than $E_{gap}$ and the Bohr radius ($a = \hbar c / e^2 \mu$) is bigger than the lattice constant. In bulk GaAs, the exciton binding energy is $\approx -4.8$ meV and $E_{gap} \approx 1.519 \ eV$, it has a lattice constant of $\approx 0.565 \ nm$ and Bohr radius of 11.6 nm. This long distance between the hole and the electron is what defines them as the so-called Wannier Mott excitons [25].

When using QWs whose thickness is smaller than the Bohr radius a strong confinement regime is achieved, meaning a modification in the exciton energy, quantization in the z-direction, an increment in the binding energy and a reduction in the Bohr radius. The exciton energy in a quantum well is given by:

$$E_X = E_{gap} + E_Q + E_{XB,2D} + \frac{\hbar^2 (K_X^2 + K_Z^2)}{2M}$$  \hspace{1cm} (2.2)

where $E_Q$ is a quantization energy for electrons and holes due to confinement. For a quantum well the energy is given by the text book solution of a particle in
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a 1D potential well with finite barriers. The exciton binding energy \( E_{XB,2D} = R^*/(n - 1/2)^2 \) is 4 times the bulk value in the fundamental state and the Bohr radius is reduced by half.

Additionally, the probability of recombination in quantum wells is bigger than in bulk semiconductors. Because of the confinement, the oscillator strength is bigger in QWs and since excitons only couple with photons with the same momentum, in the case of quantum wells excitons can couple with a continuum of states because only the momentum in the QW plane has to match, facilitating radiative recombination. And, because the energy depends on the thickness and composition of the QW, it can be designed to bring the exciton energy in resonance with the cavity mode for polaritons formation.

Due to the large mass of the excitons compared to the cavity photons \( m_{ex} \approx 10^4 - 5 m_{ph} \), exciton dispersion can be considered constant (Fig. 2.6) for the range of k-vectors of optically active excitons [26–28].

Radiative recombination of excitons only occurs under specific conditions. The first one is related to the wavefunction symmetry and restrict the radiative excitons to the ones with the quantum number \( l = 0 \). The ground state excitons satisfy this rule [29].

The second condition is related to the spin. The total spin projection of an exciton is either \( J = \pm 2, \pm 1 \) or 0, while the spin of a photon is \( \pm 1 \). Excitons with \( J = \pm 2, 0 \) can only couple to light after a spin flip process, making it less probable. Excitons with \( J = \pm 1 \) can directly couple to photons, allowing a radiative recombination.

Excitons that satisfy both conditions mentioned above can interact with light, and are known as “bright excitons”.

For a deeper analysis of excitons physics, and the complete deduction of Equations 2.1 and 2.2 the reader is referred to: [26,30,31].

2.3 Semiconductors Microcavities

A Quantum Microcavity is a planar Fabry-Perot cavity formed by 2 high reflectivity mirrors separated by a layer called the cavity spacer, with some quantum wells sandwiched inside.

The optical length of the cavity used in this thesis is a half integer multiple
of the wavelength ($\lambda$) of the QW excitons and the mirrors are Distributed Bragg Reflectors (DBRs) that alternate $\lambda/4$ layers of low and high refractive index.

Depending on the number of layers, DBRs can reach a reflection of around 99.9% of light for a given range of wavelengths, which is needed to enhance the life time of the photon inside the cavity. In transmission, light reflected from each interface destructively interferes, giving rise to a photonic band gap. The peak value of the DBRs reflectivity depends on the number of layers and the disparity of the refractive index between layers [32]. If the separation between the DBRs is a multiple of $\lambda/2$, stationary waves are created inside the cavity, then quantum wells are placed at the antinodes of the wave, so that photons confined in the cavity can couple with the excitons trapped in the wells. Figure 2.2 shows an example of a microcavity structure consisting of a $\lambda/2$ cavity between 2 $\lambda/4$ DBRs and its expected reflectivity, the cavity resonance is located at $\lambda = 774nm$ in the centre of the DBR’s stop-band reflectivity.

As mentioned before, the first measurement of strong light-matter coupling, made in 1992, was done using a microcavity. It was made of an $L = \lambda$ GaAlAs layer with GaAs Quantum Wells (QWs) between 2 Distributed Bragg Reflectors (DBRs) made of 24 and 33 GaAlAs/GaAs layers each one. Using this kind of structure, Weisbuch et al. reported for the first time the observation of microcavity polaritons and Rabi splitting in microcavities of 2 to 5 Quantum Wells [1], beginning a new era for exciton-polariton research.

### 2.3.1 Microcavity Photons

Photons that travel in free space have a linear dispersion: $\hbar c|k|$, where $k$ is the wave vector and $c$ is the velocity of light in vacuum. When photons move in a material of a refractive index $n$ the dispersion modifies as:

$$E_{ph}(k) = \frac{\hbar c}{n} \sqrt{k_x^2 + k_y^2 + k_z^2}$$  \hspace{1cm} (2.3)

Inside a cavity, the light is reflected by the DBRs allowing only particular optical modes to resonate due to interference. The thickness of the spacer layer ($L_c$) determines the wavelength of the cavity modes:

$$\lambda_c = \frac{2n_{sl}L_c}{m}$$
Figure 2.2: (a) Scheme of a microcavity structure consisting of a $\lambda/2$ cavity (with 3 GaAs QWs) in between 2 DBRs with 20 and 25 pairs of $\lambda/4$ $Al_{0.15}Ga_{0.85}As/Al_{0.8}Ga_{0.2}As$. (b) Simulated reflectivity spectrum of the microcavity structure. The two coupled-mode polariton dips appear in the centre of the DBR’s stopband, around the cavity resonance of 774 nm.
Where \( m \) is the integer mode number and \( n_{sl} \) is the refractive index of the spacer layer.

The cavity mode is confined along the growth direction \( z \), so photons can move freely in the \( x-y \) plane while in the \( z \) direction the wave vector is quantized \((k_z = m\pi/L_c)\). We can define the complete \( k \) vector as \( \vec{k} = k_x \vec{x} + k_y \vec{y} + k_z \vec{z} \) and from equation \((2.3)\) the dispersion becomes:

\[
E_{ph}(k) = \frac{\hbar c}{n_{GaAs}} \sqrt{\left( \frac{m\pi}{L_c} \right)^2 + k_{||}^2}
\]

Where \( k_{||} = k_x \vec{x} + k_y \vec{y} \) is the in-plane wave vector and \( n_{GaAs} \) is the refractive index of the spacer layer, made of GaAs for the microcavity used in this thesis \((3.1.2)\). For small wavevectors the dispersion curve is parabolic (Figure \(2.6\)), and can be rewritten using Taylor expansion, for the case where \( m=2 \):

\[
E_{ph}(k_{||}) \approx E_c0 + \frac{\hbar c L_c k_{||}^2}{4 \pi n_{GaAs}}
\]

Where \( E_c0 = \frac{2\hbar \pi c}{L_c n_{GaAs}} \) is the photon energy at \( k_{||} = 0 \). The effective mass of the photon, deducted from the curvature of the parabolic dispersion is given by:

\[
m_{ph} = \frac{\hbar c}{L_c} = \frac{n_{GaAs}^2}{\lambda_c}
\]

of the order of \( 10^{-4} \) times the free electron mass.

The emission angle of the cavity photons is directly related to the inplane wavevector as:

\[
k_{||} = \frac{2\pi \sin\theta}{\lambda}
\]

which allows to access the wavevectors by simply measuring the emission angle \((\theta = (\theta_x, \theta_y))\) from normal incidence and the wavelength (as done for sample characterisation in the following chapters). Figure \(2.3\) shows an example of a microcavity dispersion where the \( x \) axis is the \( k \) vector \((k_{||})\) equivalent to the emission angle \((\theta)\).
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Figure 2.3: Example of a microcavity energy-momentum dispersion. Pink and yellow dotted lines correspond to the uncoupled exciton and cavity photon energy, respectively. The lower and upper polariton branches are shown in blue and red respectively. The x axis shows the correspondence between the emission angle (\(\theta\)) and the in-plane wavevector (\(k_x\)).

2.3.2 Quality Factor and Finesse

An optical resonator, as a microcavity, is characterized by two values: the quality factor \(Q\) and the finesse. They are related to the time during which the energy is stored compared with the loss rate \([33]\), in a microcavity the \(Q\) factor will describe the rate of optical energy loss per round trip \([26]\).

The quality factor is defined as: \([34]\)

\[
Q = \frac{2\pi (\text{stored energy})}{\text{energy loss per cycle}} = \frac{v_0}{\delta v}
\]

where \(v_0\) is the cavity resonance and \(\delta v\) is its spectral linewidth.

The finesse \(F\) is defined as a function of the free spectral range \(v_f\) as:

\[
F = \frac{v_f}{v_0} Q
\]
As a high Q factor indicates lower rates at which the energy stored in the microcavity dissipates, high quality factors are desirable and the evolution on microcavity fabrication techniques has showed an increment in the Q factors achieved, while in 1992 a high quality factor in semiconductor microcavities was considered to be between 100-300 \[1\], nowadays a high Q is considered \(> 1000 \) \[19\] even reaching factors of 1000000 \[35\].

2.3.3 Fabrication

The fabrication of high quality microcavities became popular after 1979 when the first VCSEL was produced \[36\]. Nowadays two main techniques are used in the fabrication of semiconductor microcavities: Molecular Beam Epitaxy and Metal Organic Chemical Vapor Deposition.

Molecular Beam Epitaxy (MBE)

The Molecular Beam Epitaxy technique was developed in the 60s by John Arthur and Alfred Cho, who started with the homoepitaxial growth of GaAs and then migrated to heterojunctions of III-V Semiconductors \[37\]. The MBE technique consists in deposition of atomic layers on a heated substrate that is in an ultra-high vacuum (at a base pressure of less than \(1 \times 10^{-10} \) mbar). To make this process possible the constituent materials (Al, Ga, As, In etc.) are inside different effusion cells and in gaseous state. The cells are directed towards the substrate but blocked by shutters. When the shutters open, the materials, in form of molecular beams, flow to the substrate and are deposited at rates of the order of 1 monolayer per second.

Under normal growth conditions of III-V semiconductors, the composition and the epitaxial growth rate are proportional to the flux of the III components, which are controlled through the temperature of their source effusion cells \[38\]. The growth of a microcavity usually takes more than 24 hours, and continuous monitoring of the growth rates for each layer in the DBRs is required in order to achieve the right reflectivity (refractive index of each layer, thickness and composition need to be controlled). To measure the growth rates in real time for these specific structures some techniques have been developed as in-situ reflectivity measurements \[39, 41\] and substrate temperature oscillations observed by infrared pyrometry \[42\].
2.4. Polariton Waveguides

2.4.1 Basic principles behind optical waveguides

Since the invention of the laser in 1960, there has been a lot of interest in the development of technology for telecommunications and networking. Optical fibres are the most popular example of waveguides because they have played a central role on the revolution of optical communications. For polaritons, the interest of using waveguides arises from the possibility of creating complex optical circuits that could combine the advantages of photonics with the nonlinear effects present in polaritonic systems.

The simplest waveguide is formed by 2 different materials: the core and the cladding. The core is the central part of the waveguide and has a refractive index $n_2$ bigger than the refractive index of the cladding $n_1$ (Fig. 2.4). Light is guided by the phenomenon of Total Internal Reflection (TIR) which is understood by the Snell Law, which describes the refraction angle of a light ray that goes from...
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Figure 2.4: Simple waveguide structure, consisting of a core with refractive index \( n_2 \) and a cladding \( n_1 \), where \( n_2 > n_1 \). The scheme also shows the orthogonal components (\( h \) and \( \beta \)) of the ray travelling inside the waveguide.

one material to another of different refraction index:

\[
n_1 \sin(\phi_1) = n_2 \sin(\phi_2) \quad (2.9)
\]

The critical incidence angle needed to achieve total internal reflection in a material, can be obtained from Snell law by assuming \( \theta_1 = 90^\circ \), which means that the light on the material with a refractive index \( n_2 \) is completely reflected.

\[
\phi_c = \sin^{-1}(n_1/n_2) \quad (2.10)
\]

By definition, the wavevector \( \vec{k} \) describes the direction of propagation of a ray of light, and in a medium with a refractive index \( n \), it has a magnitude of \( kn \). If we decompose the ray travelling inside the waveguide into its orthogonal components (\( h \) and \( \beta \) as showed in figure 2.4), and focus on the component parallel to the axis of the waveguide (\( \beta \)), we find that \( \beta \) must be bigger than \( kn_1 \):

\[
\sin(\phi) = \frac{\beta}{kn_2} \quad (2.11)
\]

\( \phi \) varies between \( \phi_c \) and \( \pi/2 \), which means:

\[
kn_2 \sin(\phi_c) < \beta < kn_2 \sin(\pi/2) \quad (2.12)
\]

\[
kn_1 < \beta < kn_2 \quad (2.13)
\]
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\( \beta \) is known as the propagation constant, and is the equivalent, inside the waveguide, to the wavenumber \( k \) in free space. Equation 2.12 shows that the propagation constant inside the waveguide always has a value between the wavenumbers of the core and the cladding [44]. This range also defines the light cone that contains all the rays that escape the waveguide. In addition, because the phase of any round trip of light on the waveguide must be a multiple of \( 2\pi \), \( \beta \) can only take up discrete values, corresponding to different propagating modes [45].

2.4.2 Waveguide Photon Dispersion

In contrast with the microcavities where the photonic dispersion is parabolic, the fundamental photonic modes for a waveguide are approximately linear and parallel for the range of energies used in this work (between 1 and 2 meV, see figure 2.6 discussed in section 2.5), and have the form:

\[
E_{\text{ph}}^{\text{TE}}(\beta) = \hbar v_g^c \beta + E_0
\]
\[
E_{\text{ph}}^{\text{TM}}(\beta) = \hbar v_g^c \beta + E_0 + \Delta_{\text{TE-TM}}
\]

For the Transverse-Electric (TE) and the Transverse-Magnetic (TM) modes. \( E_0 \) is the energy intersection with \( \beta = 0 \) (for the sample used in chapter 4 can be considered \( E_0 = 0 \), however instead of using absolute energies we considered the intersection of the photonic and the excitonic mode as the point of \( E=0 \)), \( v_g^c \) is the group velocity of the light inside the system and \( \Delta_{\text{TE-TM}} \) is the TE-TM separation [45].

2.4.3 Optical Losses

There are 3 fundamental causes of transmission losses in a waveguide: scattering, absorption and radiation. The total losses in a waveguide are defined as:

\[
\text{Loss} = \log \left| \frac{I_{\text{out}}}{I_{\text{in}}} \right| = \alpha
\]

(2.16)

Where \( \alpha \) is known as the loss coefficient, and as showed in Eq. 2.16 is a
direct comparison between the initial intensity entering the waveguide \(I_{in}\) and the one going out \(I_{out}\). As the losses increase with the waveguide length, the loss coefficient is usually expressed in decibels per unit length \((dB/cm)\).

The most important losses in polariton waveguides are due to absorption. Scattering losses are neglected because their main cause are defects in the crystal, which are strongly reduced by growing the polariton waveguide by MBE. Radiative losses mean dissipation of energy into the cladding or the substrate, and they are small for well confined modes.

Absorption losses can occur by intra- or inter- band transitions. The absorption generated by intra-band transitions are negligible in this work, since all the experiments were carried out at low temperatures (4-12 K). Absorption due to inter-band transitions can be controlled by the operating wavelength. To reduce the losses the photon energy must be well below the absorption in the waveguide material (for GaAs, 1.519 eV at 4K) \(^{45}\).

### 2.4.4 Polariton Waveguide Structures

In a polariton waveguide the photonic component is confined by total internal reflection (TIR). The waveguide structure is similar to the one described in section 2.4.3. Polariton waveguides are formed by a core and a cladding, of different refractive index to allow TIR. The core contains excitonic material in form of quantum wells. In our case, we used a polariton waveguide with 3 InGaAs QWs sandwiched by an AlGaAs cladding (see full description of the sample in section 3.1.1). Gratings were etched on the surface to couple the light in and out of the sample.

There are two ways of coupling light in a waveguide. The first one is to directly couple light into the core of the guide by using a laser or an optical fiber directed to the cleaved edge of the sample. However, because the experiments are carried out at low temperatures, the waveguide must be kept inside a cryostat, which makes this approach too complicated.

The second option is surface coupling through diffraction gratings. The gratings work by perturbing the photonic mode in its vicinity. It creates spatial harmonics at multiples of \(\pm 2\pi/\triangle\), where \(\triangle\) is the grating period. Light is coupled to the guide when one of these harmonics lies within the light cone, which can be adjusted by choosing the right grating period.

Waveguide structures present some advantages over microcavities. The most
relevant may be that they can afford, in principle, smaller losses than microcavities. Because waveguides operate at bigger wavenumbers polaritons can propagate longer distances, making them a good candidate for polariton optical circuits.

### 2.4.5 Fabrication

Just as microcavities (2.3.3), a waveguide core and cladding can be fabricated by MBE or MOCVD. The grating couplers are etched over the cladding by Electron Beam Lithography (EBL).

![Figure 2.5: Outline of the EBL process using a positive-tone resist](image)

EBL is a nanofabrication technique that allows the creation of 2 dimensional patterns with nanoscale resolution [46]. An arbitrary pattern can be created without a mask, with a focused electron beam that modifies the solubility of a resist material during a subsequent development step [2.5]. It is also used for fabrication of complex microcavity structures as the microwire used in chapters 5 and 6.

Fabrication is usually easier than for microcavities. Because microcavities need the epitaxial growth of many layers, accumulated strain energy is a key factor to take in consideration, as it can generate dislocations that strongly modify the potential landscape. In addition, for waveguides, the photonic mode will be in resonance with the exciton at some wavenumber independently of the epitaxial growth, while for microcavities this is fixed by the structure. Finally, to control the photonic mode, in microcavities the fabrication of structures like microwires (2.5.4) require etching through, at least, the top DBR which is some micrometers thick, while in waveguides it is enough to etch a few nanometers into the core and cladding.
2.5 Strong Coupling

If we consider a quantum well embedded in a waveguide or in a microcavity, a photon moving inside the system close to resonance to the exciton transition could be absorbed to form an exciton and then re-emitted with the same momentum. If the coupling between the photon and the exciton is strong enough, the system gets new eigenmodes called polaritons.

Polaritons are the real propagation modes of the electromagnetic field inside a dielectric crystal or a semiconductor. However, one of the reasons why they are so difficult to detect in bulk semiconductors, is that in order for polaritons to be detected from outside, photons that are coupled to free space excitons need to reach the surface of the crystal (to be de-coupled and emitted), and since they are subject to scattering by defects, impurities and other excitons, the radiative rate becomes small [47]. In addition, the lower polariton branch (LPB) does not directly couple to light (because it is outside the optical cone) and phonon scattering is usually required [30]. To enhance the radiative recombination rate, the symmetry of the system needs to be broken, for example in the 2D confinement of a QW, the momentum conservation only apply in the QW plane and excitons can couple to a continuum of states. If the quantum well is embedded in a microcavity or a waveguide, and the photon and exciton are in resonance, strong coupling may be observed.

The coupling between the photon and the exciton modes can be understood in analogy to two coupled springs, each mode corresponds to a spring with an independent frequency $w_1$ and $w_2$, when the coupling is strong enough both oscillate at a modified frequency $w_3$. A polariton system can then be described as two damped coupled oscillators with the Hamiltonian:

$$
\begin{bmatrix}
E_x(k) + i\gamma_x & g \\
g & E_{ph}(k) + i\gamma_{ph}
\end{bmatrix}
$$

(2.17)

Where instead of using $w_1$ and $w_2$ as it would be in the springs system, $E_x$ and $E_{ph}$ are used to describe the energies of the uncoupled excitonic and photonic mode, $\gamma_x$ and $\gamma_{ph}$ are their linewidths and $g$ is the coupling strength [48]. The polariton dispersion relations are given by the eigenvalues of Eq. 2.17 known as the Lower Polariton Branch (LPB) and the Upper Polariton Branch (UPB).

$$(E_{LPB,UPB}(k) - E_x(k) + i\gamma_x)(E_{LPB,UPB}(k) - E_{ph}(k) + i\gamma_{ph}) = g^2$$

(2.18)
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\[ E_{LPB,UPB}(k) = \frac{E_x(k) + E_{ph}(k) - i(\gamma_x + \gamma_{ph})}{2} \]

\[ \pm \sqrt{(E_x(k) - E_{ph}(k) - i(\gamma_x - \gamma_{ph}))^2 + 4g^2} \]  

\[ (2.19) \]

An example of polariton dispersion for a microcavity and a waveguide system are shown in Figure 2.6. Note that the change in the shape of the dispersion for each system comes directly from the different photonic dispersion, which is parabolic for a microcavity and linear for a waveguide (see section 2.3.1 and 2.4.2 for details).

Figure 2.6: (a) Polariton dispersion in a microcavity (b) Polariton dispersion in a waveguide. Uncoupled exciton \( (E_x) \) and photon \( (E_{ph}) \) dispersions are plotted with dashed lines. Lower and Upper polariton branches \( (E_{UPB} \text{ and } E_{LPB}) \) are showed with solid lines.

At zero detuning \( (E_x = E_{ph} = E) \) we get:

\[ E_{LPB} = E - \frac{i(\gamma_x + \gamma_{ph})}{2} - \frac{\sqrt{4g^2 - (\gamma_x - \gamma_{ph})^2}}{2} \]  

\[ (2.20) \]

\[ E_{UPB} = E - \frac{i(\gamma_x + \gamma_{ph})}{2} + \frac{\sqrt{4g^2 - (\gamma_x - \gamma_{ph})^2}}{2} \]  

\[ (2.21) \]

The energy difference between the two polariton modes \( (E_{UPB} - E_{LPB}) \) at resonance is known as the vacuum Rabi splitting:

\[ \hbar \Omega = \sqrt{4g^2 - (\gamma_x - \gamma_{ph})^2} \]  

\[ (2.22) \]
Which gives the condition for strong coupling: \(2g > |\gamma_x - \gamma_{ph}|\), because the Rabi splitting must be real to observe anti-crossing. It means that the exciton and the photon decay rates have to be low enough that the energy can be exchanged between the two modes more than once before decaying. If the Rabi splitting is imaginary (i.e. weak coupling), the coupling modifies the polariton linewidth but there is not an energy splitting and the system is described in terms of weakly interacting photons and excitons.

The Hopfield coefficients describe the contribution of the bare exciton and photon to the new coupled modes and satisfy \(|C_x(k)|^2 + |C_{ph}(k)|^2 = 1: \)

\[|C_x(k)|^2 = \frac{1}{2} \left(1 + \frac{\Delta}{\sqrt{\Delta^2 + 4g^2}} \right) \] (2.23)

\[|C_{ph}(k)|^2 = 1 - |C_x(k)|^2 = \frac{1}{2} \left(1 - \frac{\Delta}{\sqrt{\Delta^2 + 4g^2}} \right) \] (2.24)

Polariton characteristics vary depending on the detuning \((\Delta = E_{ph} - E_x)\). For negative detuning, \(C_{ph} > C_x\), the photonic component of polaritons is bigger and their group velocity too. On the other hand, for positive detuning \(C_{ph} < C_x\), polaritons are excitonic-like, meaning smaller velocities but stronger inter-particle interactions.

### 2.5.1 The spin of polaritons

Polaritons are composed by photons and excitons, both bosons, and as their components, they also have an integer spin. However, excitons are composed by fermions and can be considered composite bosons only in a low-density regime.

At high density, excitons start to behave as fermions because of two effects consequence of the Pauli exclusion principle: the phase space filling effect and exchange effects. The phase space filling refers to the fact that at high density there is a limit where no more excitons can be created because electron and hole states are filled. Energy exchange effects refers to the usual fermion phenomena where carriers with the same spin gain energy by avoiding each other. The limiting density for excitons to be considered bosons is called the saturation density, and is given by: \(n_{sat} = \frac{0.147}{\pi a_B^2}\) where \(a_B\) is the Bohr radius. Higher exciton densities also mean loss of strong coupling.

Polaritons spin structure is determined by the excitons. The spin of excitons
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is the sum of its fermionic components, the hole and the electron. Because the
lowest conduction band in a zinc-blende crystal, such as GaAs, is of s-symmetry,
the electron has a total angular momentum of $\pm 1/2$. Holes are localized in a
p-type valence band and can have a total angular momentum of $\pm 1/2$ or $\pm 3/2$,
they are called light and heavy holes respectively. The confinement in a quantum
well structure moves the energy levels of the light and heavy holes, making the
heavy holes level the closest to the bottom of the well (figure 2.1). Consequently,
heavy holes and electrons form the ground state exciton and give it a total spin of
0, $\pm 1$ or $\pm 2$. As mentioned in 2.2, bright excitons have a spin of $\pm 1$, and because
they can interact with light, they are the excitonic component of polaritons. As
an exciton can only couple with a photon of the same spin, the resulting polariton
is a two-level spin system, like the electron but with integer spins, hence the term
pseudospin $[50]$. In the pseudospin formalism, the state $|\pm 1\rangle$ corresponds to spin
down $|\downarrow\rangle$ and $|+1\rangle$ to spin up $|\uparrow\rangle$.

As mentioned before, only photons and excitons with the same spin can couple,
because of angular momentum conservation. In microcavities, at $k = 0$ the
system is symmetric about the growth axis so the photons of an incident circularly
polarized beam $\sigma + (\sigma -)$ have an angular momentum of +1(-1). Photons and
excitons with the same spin will couple, creating $|\uparrow\rangle (|\downarrow\rangle)$ polaritons. When light
goes out of the cavity, from the destroyed polariton, the photons preserve its
circular polarization. Linear polarized light excites a linear combination of +1
and -1 exciton states, so that the total spin projection in the growth direction is
zero in this case. This means that the spin orientation of a polariton population
can be controlled by using a polarized optical excitation.

2.5.2 TE-TM Splitting

Microcavity exciton polaritons exhibit a longitudinal-transverse energy split-
tting (TE-TM splitting), between polaritons with dipole moments perpendicular
and parallel to the in-plane wave-vector $[51]$.

Whilst, in waveguides the TM mode can be neglected because only the transver-
sal electric (TE) modes strongly couple to the QWs excitons and the TE-TM
detuning is large enough $[45]$. For microcavities, the TE-TM splitting plays an
important role in polaritons spin dynamics $[6]$.

The main spin relaxation mechanism for quantum-well excitons involves the
spin-flip exchange interaction of electrons and holes $[52]$. An energy splitting
between excitons with a dipole moment perpendicular (TE) and parallel (TM)
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to the wave-vector results from the long-range electron-hole interactions. For polaritons, this mechanism of spin relaxation is intensified by an additional TE-TM splitting coming from the photonic modes in the cavity. The TE-TM splitting, for the bare excitonic and photonic modes in a microcavity, grows quadratically with \( k \) and is zero at \( k=0 \). The TE-TM splitting in the LPB is showed in figure 2.7.

![Figure 2.7: Microcavity lower TE branch (blue line) and the lower TM branch (red line).](image)

A fundamental consequence of the TE-TM splitting is the appearance of a momentum dependent effective magnetic field in the plane of the QWs that produces rotation of the polariton polarization. The global expression for the strength of the TE-TM effective magnetic field is given by:

\[
H_{TE-TM}(k) = \left( \frac{E^{TE}_{LPB}(k) - E^{TM}_{LPB}(k)}{\mu_B g_s} \right) \begin{bmatrix} \cos(2\phi) \\ \sin(2\phi) \end{bmatrix}
\]

(2.25)

Where \( \phi \) is the polar angle in the reciprocal space (figure 2.8), \( \mu_B \) is the Bohr magneton and \( g_s \) is the effective polariton g factor \[17\][50]. Spin polarized vortices \[53\] and solitons \[54\] are some consequences of this effective magnetic field. The influence of the TE-TM effective magnetic field in the polariton polarization will be discussed in detail in Chapter 6.
2.5. STRONG COUPLING

Figure 2.8: The red arrows show the distribution on an elastic circle in k-space of the effective magnetic field induced by TE-TM splitting.

Figure 2.9: Scheme of a microwire showing x and y directions for reference

**Microwires polarization splitting**

Microcavity wires or microwires (MCW), are the 1D adaptation of a microcavity\[2.5.4\]. To achieve the characteristic vertical confinement of a MCW, first a regular planar microcavity is grown by MBE or MOCVD and then the top DBR is partially etched using electron-beam lithography (fig 2.9).

In microwires, a polarization splitting occurs between the modes polarized along and across the wire. It was observed that this splitting increases as the width of the wire is reduced \[55\]. The modes can be separated into TE and TM modes. The TE modes have an electric field in the x direction and a magnetic field in the y direction and vice versa for the TM modes (fig 2.9).
Because of the boundary conditions in the microwire, TE modes, whose electric field is perpendicular to the interface, penetrate less into the vacuum region, are less confined than the TM modes. This confinement results in an energy TE-TM splitting, where the TM modes have the higher energy.

### 2.5.3 Group Velocity Dispersion

The effective mass and propagation velocity of a group of particles can be extracted from the energy-momentum dispersion. For polaritons it will depend on the system used, as the photon dispersion is different in microcavities and waveguides. In general, the velocity is proportional to the first derivative of the dispersion, and is expressed as a function of $k_x$ for the microcavities and of $\beta$ for waveguides:

\[
v(k_x) = \frac{1}{\hbar} \frac{dE}{dk_x}
\]

\[
v_g(\beta) = \frac{1}{\hbar} \frac{dE}{d\beta}
\]

From equation 2.20 we obtain a velocity for the polaritons in the LPB given by:

\[
\frac{|C_{ph}|^2}{\hbar} \frac{dE_{ph}}{dk_x}
\]

Where $k_x$ is substituted for $\beta$ in waveguides systems (as defined before in section 2.4.1) and $C_{ph}$ is the photonic Hopfield coefficient. For waveguides the resulting group velocity dispersion (GVD) is obtained by the derivative of equation 2.13:

\[
v_g(\beta) = |C_{ph}|^2 v_g^f
\]

The velocity in microcavities is obtained from equation 2.5:

\[
v(k||) = |C_{ph}|^2 \frac{cL_c k||}{2\pi n_{GaAs}}
\]
2.5. STRONG COUPLING

As it was shown before in section 2.3.1 and 2.2 for photons and excitons respectively, the effective mass of a particle is given by the curvature of the dispersion by:

\[ m^* = \frac{\hbar^2}{\frac{d^2E(k_x)}{dk_x^2}} \]  

(2.31)

Which is also applicable for polaritons in any structure. Figure 2.10 shows how the sign of the effective mass changes for different wavevectors in microcavities, which is a crucial factor for solitons formation and Cherenkov radiation, as it will be explained in section 2.11 and chapter 5.

In a similar way, the variation of group velocity with frequency is quantified in optical systems, such as waveguides, by the group velocity dispersion (GVD) parameter. For polaritons in the LPB the GVD parameter is:

\[ \beta_2 = \frac{d^2 \beta}{d\omega^2} = \frac{d}{d\omega} \frac{1}{v_g(\beta)} = -\frac{\hbar^3 \Omega^2}{2v_g^3 \delta^3} \]  

(2.32)

Where \( \delta \) is the difference between the LPB and the exciton energy, \( \delta = E_x - E_{LPB} \). The variation of group velocity in waveguides and optical fibers is relevant when considering the output pulse chirp, as spectral components of the transmitted pulse move with different group velocities they will arrive at different times to the output, producing a chirp in the pulse. By convention, regions where the GVD parameter is positive are referred as with normal dispersion, in this regime high frequency components of an optical pulse travel slower than the lower frequency components. The opposite occurs in the anomalous dispersion regions, where the GVD parameter is negative [56].

In microcavities, in accordance with the waveguide nomenclature, normal dispersion corresponds to the regions with a negative effective mass while anomalous dispersion is referred to a positive effective mass. The boundary between the two regions, known as the zero GVD point, corresponds to the inflection point in a microcavity dispersion relation.
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Figure 2.10: Microcavities (a) LPB dispersion ($E(k_x)$) (b) Polariton velocity ($\frac{1}{\hbar}(dE/dk_x)$) and (c) Polariton effective mass ($\frac{1}{\hbar^2}(d^2E/dk_x^2)$). Waveguides (d) LPB dispersion (e) Group velocity dispersion ($\frac{1}{\hbar}(dE/d\beta)$) and (f) Group velocity dispersion parameter ($d^2\beta/d\omega^2$).
2.5.4 Multi-mode Microwires

The sample used for the experiments in Chapters 5 and 6 is a microwire, which can be described as a modified microcavity to allow 1D confinement. Polariton confinement can be obtained by etching a 2D planar microcavity. Etching through the quantum wells [55, 57] confines both the photonic and excitonic modes, but it has been proved that for polariton confinement, it is enough to confine the photonic modes by etching the top DBR of the microcavity [58].

Energy dispersion is modified by quantization, resulting in multiple polariton modes as shown in fig 2.11. One of the main consequences of this configuration is the creation of more scattering paths for the optical parametric oscillator, as there are new modes of the lower polariton branch and scattering can happen between those modes (see 2.8).

![Figure 2.11: Energy-momentum dispersion of a microwire, showing several polariton modes (solid lines) resulting from quantization. The black dashed line shows the uncoupled exciton dispersion. The red, blue and green dashed lines show the uncoupled cavity modes](image)
2.6 Exciton-Polaritons Research Trends

Since the discovery of microcavity exciton-polaritons in 1992 [1], there has been a giant amount of significant research in the field. A quick search with Scopus shows that around 1500 journal articles have been published in the last 26 years and that the top 3 countries where this research has been carried out, are Russia, UK and USA.

Chronologically, the first years after Weisbuch paper were dedicated to the theoretical understanding of microcavity polaritons and their intrinsic properties such as the vacuum-Rabi splitting [59, 60], followed by the realization of the bottleneck effect [61] and in 2000 the observation of polariton parametric amplification [18].

After the realization of polariton parametric scattering, the exciton-polariton research has been focused on non-linear optical phenomena [60]. Because of its relation with the results presented in this thesis, the following sections are dedicated to review many of these non-linear phenomena, including superfluidity (2.10), condensation (2.9) and soliton formation (2.11).

2.7 Polariton-Polariton interaction

One of the most important characteristics of polaritons is their strong interaction. Interaction between particles results in non linear behaviour. In the case of polaritons, its nonlinear properties come from its excitonic component, as photons do not interact.

Exciton-exciton scattering occurs due to Coulomb interactions. Excitons with the same spin repel each other, while interaction of opposite spins is considered to be much smaller, making the dominant exciton interaction repulsive [62]. Polaritonic interactions behave in a similar way. Polaritons with the same spin strongly repel and polaritons with opposite spin can weakly attract each other [63, 64], meaning a dominant repulsive inter-particle interaction.

Nonlinear effects arising from the excitonic Coulomb interactions in polariton systems include: parametric luminescence [65], parametric oscillations (2.8), a broadening of the excitons linewidth and of the polaritons linewidth, and a blueshift of the excitons resonance yielding to a polaritons resonance blueshift [65, 66].
Additionally, because of their bosonic nature (2.5.1), polaritons can experience bosonic stimulation, which means that the transition to a final state is stimulated if it is already occupied by other bosons \[67,68\]. Bosonic stimulation is the underlying process of gain in lasers, where the macroscopic occupation of photons in the lasing mode stimulates the emission of more photons into it. The first experimental demonstration of bosonic stimulation with polaritons was the optical parametric amplifier discussed in the following section 2.8.

Apart from the polariton-polariton interactions, polaritons can also interact with the excitonic reservoir \[64,69\]. Condensation through relaxation from the excitonic reservoir to the polariton ground state through phonon emission has been achieved in CdTe, GaAs, ZnO and GaN microcavities \[67,70–72\]. Other indirect polariton interactions are: the Van-der Waals interaction, interaction via dark excitons and via biexciton state. The main consequence of the indirect interactions, as in any second order perturbation process, is the redshift of the polariton ground state \[63,64\].

### 2.8 Polariton Parametric Scattering

A parametric process is defined as one where there is not transfer of energy and momentum between light and matter, so that the final and initial quantum states of the matter are identical, meaning that there is a conservation of energy and momentum inside the physical system \[73\].

Polarization as a response of an applied electric field \(E\) can be described by a Taylor series expansion as:

\[
P(E) = \epsilon_0(\chi^{(1)}E + \chi^{(2)}E^2 + \chi^{(3)}E^3 + )
\]  

(2.33)

where

\[
E = E_1e^{-i\omega_1t} + E_2e^{-i\omega_2t} + E_3e^{-i\omega_3t} + \cdots
\]  

(2.34)

And \(\chi^{(n)}\) is the nth order susceptibility, \(\epsilon_0\) is the permittivity of free-space. The term nonlinear optics comes from this nonlinear response of the polarization of certain media to the electric field of light. Polariton parametric scattering is a four-photon process, described in the lowest order by \(\chi^{(3)}\). When two pump photons convert into a signal and an idler with conservation of momentum and energy through \(2k_p \rightarrow k_s + k_i\) and \(2E_p \rightarrow E_s + E_i\), parametric scattering occurs.

The discovery of microcavity polaritons parametric scattering was a major
advance in polariton physics because of its relation with several nonlinear phenomena such as condensation, solitons formation and coherent control of polaritons.

A polariton optical parametric oscillator (OPO) is possible, thanks to the shape of the LPB in a microcavity, when exciting resonantly with a CW laser at momentum $k_p$. If the pump intensity is high enough, polaritons strongly interact with each other, and the repulsive interactions make polaritons scatter. In this process two identical pump polaritons will scatter into the idler and the signal. The signal state will correspond to the bottom of the LPB ($k_s = 0$), then the idler will have twice the momentum of the pump ($2k_p = k_i$) (see Fig 2.12). Contrary to what we may expect, stimulation occurs at a wide range of pump angles from $10^\circ$ to $24^\circ$. As shown in [79], the occurrence of $k_s = 0$ for different excitation energies and angles can be explained by a nonlinear treatment of the system, and energy-momentum conservation is observed when the signal and idler are renormalized with respect to the LPB.

OPO in microcavity systems was experimentally demonstrated by Stevenson et al. [74], Tartakovskii et al. [80] and Baumberg et al. [81]. In addition, a second laser (the probe) can be used to stimulate the population of a selected signal state, in a configuration known as optical parametric amplification (OPA), which was experimentally achieved in 2000 by Savvidis et al. [18].

The work of Savvidis was the first experimental demonstration of the bosonic nature of polaritons interactions. It uses the effect of bosonic stimulation to show significant gain in a parametric scattering process. In the experiment, a probe laser at $k=0$ triggers scattering processes of the pump polaritons to the bottom of the LPB, with a gain of two orders of magnitude in the emission of the $k = 0$ state. Savvidis experimental results were theoretically modelled shortly after, using a quantum treatment of polariton-polariton interaction [82].

Additionally, the OPA experiment showed that a relatively large number of polaritons can be present at the bottom of the polariton LPB despite their short lifetime, giving a possibility for polariton condensates.
Figure 2.12: Schematic diagram of a microcavity OPO. The LPB is excited resonantly with a pump beam at \((k_p)\) producing a high density of polariton population, polaritons then scatter off each other to the idler \((k_i = 2k_p)\) and the signal \((k_s = 0)\) states. OPA configuration is the same as in the picture but with a second laser (probe) at the same place as the signal, stimulating the population at the bottom of the LPB. Source: [83]

2.9 Polariton Condensate

The idea of achieving a Bose-Einstein condensate (BEC) made of exciton-polaritons appeared very attractive to the scientific community after 1996 when the first proposal of BECs made of exciton polaritons at high temperatures was published [84] and the applications related to polariton lasers were pointed out.

The Bose-Einstein condensation is the phase transition where excited states are saturated and the ground state becomes macroscopically occupied [85]. An
ideal Bose gas will obey a Bose-Einstein distribution:

\[ n_i = \frac{1}{\exp\left(\frac{E_i - \mu}{k_B T}\right) - 1} \]  

(2.35)

Where \( \mu \) is the chemical potential, \( T \) is the temperature, and \( N = \sum_i n_i \) is the total number of particles. When \( \mu \to 0 \), the ground state occupancy becomes large without limit, so if \( N \) is bigger than \( N_{cr} \) defined as the total number of particles in the excited states; \( N_{cr} = N_E(T, \mu = 0) \), then the additional bosons will massively occupy the ground state, as proposed by Einstein [86]. Additionally, as it was shown in 1995, it is necessary to take into account interactions between particles and the energy cost of exchange terms to demonstrate that condensation will occur in only one single ground state [87].

The modern definition of BEC was given at the beginning of this millennium [88, 89] and it is related to the appearance of long-range phase coherence in the condensate [90]. That means that there would be a phase relation at points separated by distances much larger than the thermal de Broglie wavelength \( \lambda_B = \sqrt{\frac{2\pi \hbar^2}{mk_B T}} \). Experimentally, macroscopic length coherence means a high spatial correlation over distances longer than de Broglie wavelength and comparable to the sample size.

Furthermore, Bose-Einstein distribution can only be used when the distance between particles is \( \approx \lambda_B \) so the gas becomes degenerate and this would happen easier for lower mass and temperature.

The first unambiguous proof of a BEC was made with an atomic vapour of rubidium in 1995 [91], a year and a half later the long range coherence of this system was demonstrated [92]. At first sight, atomic condensation may look like a simple task: reduce the temperature of an atomic cloud until reaching the degeneracy condition. However, the main problem is that a transition into a solid state could occur before BEC. This is the main reason why Rubidium, an alkali atom was used: it would allow an evaporative cooling [93].

Proposals of BEC in solid state systems [94, 95] were made long before the atomic BEC in 1995. The idea of condensation in a solid can be explained through the Bloch theory [96], that says that a free carrier moving through a crystal lattice can be considered as a plane wave modulated by a periodic function whose period is given by the lattice. The fact that the wavevector is preserved over time means that carriers move in the medium without scattering, forming a quantum gas. Nonetheless, this picture is destroyed by any perturbation in the periodicity as it can make carriers to scatter. The periodicity of the crystals is what leads
to the band structures previously introduced in section 2.2. Some attempts of producing a Bose-Einstein condensate in solids using excitons were made at the end of the 60s [97]. However, reaching BEC with excitons has 2 main difficulties: the saturation density which sets a limit for excitons population to be considered bosons (section 2.5.1) and exciton-exciton interactions (section 2.7), which are not allowed in an ideal Bose gas. After years of research without reaching an excitonic BEC fully accepted, it resulted easier to change into the search of an exciton-polariton Bose Einstein Condensate.

Because of the bosonic nature of polaritons (2.5.1), in principle they are a good candidate for BEC. The key parameter compared with excitons is their low mass (4 or 5 orders of magnitude smaller) which is a big advantage for BECs, and makes possible to have a condensate at higher temperatures than for atomic systems. On the other hand, their main disadvantage is their very short lifetime (several picoseconds), fortunately, as showed in the previous section (2.8), polariton scattering rates can be fast enough to bring polaritons into their ground state.

Polariton condensation in microcavities can be achieved in the two following ways: by non-resonant pumping at the reflection minimum of the stop band at k=0 [4, 98] or by quasi-resonant excitation at a large angle [75, 99] (Fig 2.13 a). Both methods will introduce a polariton population losing the original coherence of the laser, as the objective is to measure the spontaneous coherence of polaritons [100].

The first Bose-Einstein condensate in a semiconductor system fully evidenced (with spontaneous symmetry breaking and long-range order) was done in 2006, within a microcavity of CdTe/CdMgTe. Here the control parameter used was the excitation power and thus the injected polariton density. Direct measurements of the occupancy of polaritons according to their energy were made, showing that at very low excitation power, occupancy is not thermalized. Near threshold, the occupancy shows a Maxwell-Boltzmann distribution indicating a polariton gas and above threshold, saturation of the excited states and condensation into the ground state is observed. Moreover, the most important feature for a BEC demonstration was provided: direct evidence of coherence across the entire condensate [4].

It is important to remark that polariton condensates are 2 dimensional. In a 2D system BEC is not possible because conventional long range order can not be established unless there is weak spatial confinement. In an ideal 2D system only Berezinskii-Kosterlitz- Thouless (BKT) phase transition with finite coherence length can be obtained (see [101] and [100] for a detailed explanation about these possibilities and its relation with polariton systems).
Figure 2.13: Exciton-polariton condensation. (a) Schematic diagram of the polariton dispersion and the condensation process. The resonant pumping scheme (large blue arrow) and the non-resonant pumping scheme (large red arrow, pumped at a higher energy) are shown. The pump laser initially excites high-energy excitons, which then cool via phonon emission towards the bottleneck region (black clouds). Excitons in the bottleneck region then scatter into the condensate (orange cloud) via stimulated cooling (Source: [100]). (b) Experimental dispersion images of polariton condensate formation. Below the threshold, polaritons are broadly distributed in momentum and energy. Above threshold, the polaritons condense in the k=0 lowest energy state. [4]

Despite the fact that polariton condensates can achieve long range spatial coherence (off-diagonal long-range order), the non-equilibrium nature of the system has raised the discussion of whether it should be called Bose-Einstein condensation at all. The non-equilibrium character of polariton BECs is manifested by the observation of multimode emission from polariton condensates in the case of single mode laser pumping, meaning that condensation occurs into several polariton levels. The losses are balanced by the gain for many modes with different energies, which results in simultaneous condensation [102].

Although, the system presents narrowing of the linewidth, threshold behaviour and macroscopic occupancy of the ground state, these characteristics are shared with a polariton laser. The polariton laser is a type of laser where population inversion is not necessary to form a coherent polariton population [84,103]. The difference between a Bose-Einstein condensate and a polariton laser would be that in the laser the polariton population is not thermalized. A new term: Polariton Condensate is used to encompass both, the polariton laser and the BEC [100].
2.10 Superfluidity

One of the most significant phenomena linked to Bose-Einstein condensation is superfluidity. The first observation of superfluidity was made in liquid He-4 in 1938 by Kapitza in Moscow and Allen and Misener in Cambridge \[104\] \[105\]. They observed how the liquid Helium below 2.17 K can flow without apparent friction, one of the most distinguished manifestations of superfluidity. As pointed out by Fritz London \[106\], this phenomenon is deeply related to Bose-Einstein condensation. London noted that a non-interacting gas with the mass and density of He-4 should experience Bose-Einstein condensation at 3.3 K and suggested that this was what was observed in He-4 at 2.17 K. Based on London idea, Laszlo Tisza suggested that Helium superfluidity could be understood in terms of a two fluid model \[107\], in which one fluid is the condensate (those atoms that occupy the same one-particle state) that flows without friction and the other is the normal liquid \[108\].

In 1941 Lev Landau published the quantitative description of superfluidity. In his work, Landau introduced for the first time, the concept of quasiparticle as an excitation of the system from the ground state with an energy and momentum such that (at least at low temperature) the total energy, momentum, etc., of the system can be regarded as the sum of that carried by the quasi-particles. Landau identified 2 types of quasiparticles of a Bose fluid: phonons and rotons, the first ones have an energy of \( \epsilon = cp \) where \( p \) is the momentum and \( c \) the speed of sound, and the second ones correspond to quantized rotational motion with an energy spectrum of \( \epsilon(p) = \frac{(p-p_0)^2}{2m} \) (this second energy was given by Feynman and Cohen in 1956 \[109\], and it is slightly different from original Landau’s equation \[110\]).

Nowadays, superfluidity is understood in terms of macroscopic occupancy of a single-particle state, or a generalized BEC, which means that a superfluid phase is achieved when from a complete orthonormal basis of single-particle states, one and only one of these states is macroscopically occupied, while the other states can only have 1 or less particles. Then, if the macroscopically occupied state is defined as \( \chi_0(r,t) = |\chi_0(r,t)|e^{i\phi(r,t)} \), the superfluid velocity is given by:

\[
\vec{\gamma}_m \nabla \phi(r,t).
\]

From this velocity expression it is easy to note two of the main characteristics of the superfluid component of a Bose liquid: it has zero entropy and flows irrotationally.

After the observation of Bose-Einstein condensation in polariton systems, it was natural to expect superfluid behaviour and Amo et al. observed it experimentally in 2009 \[3\]. The experiment (previously proposed by Carusotto and Ciuti \[111\]) was focused on observing how when superfluidity is achieved the
fluid flows without friction so that the usual scattering on defects disappears.

As showed in figure 2.14 a laser with a well-defined energy and momentum excites polaritons in a point of the dispersion curve (near the bottom of the LPB). Then the dispersion blue shifts because of polariton-polariton repulsive interactions (see Section 2.7). Polaritons injected can elastically scatter to states with the same energy, but when the superfluid is achieved there are not any other states of the same energy available for scattering (Fig. 2.14) and the fluid is able to flow unperturbed [3,16,111]. In other words, the key condition for superfluidity to appear is that the dispersion of the excitation becomes linear in some k vector range (fig 2.14), meaning that a sound velocity can be calculated for the polariton fluid:

\[
c_s = \sqrt{\frac{\hbar g |\psi|^2}{m}} \tag{2.36}
\]

Where \(|\psi|^2\) is the polariton density and m is the polariton effective mass. If this sound velocity is greater than the flow velocity of the polariton fluid the Landau criterion for superfluidity is satisfied [2].

Further observations were made in a later paper [112], where condensate wavepackets moving at high velocities (\(\sim 10^6 \text{m/s}\)) collided with a variety of defects. Polaritons were injected by a continuous wave pump at \(k \sim 1 \mu \text{m}^{-1}\) while parametric scattering was stimulated by a pulsed laser at a higher k vector. The main results of this configuration combined with nonlinear interactions are a linear polariton dispersion accompanied by diffusionless motion and splitting into two fluids when the obstacle is comparable to the size of the wavepacket.

As mentioned before, a superfluid is irrotational, so if a portion of a superfluid is given some angular momentum, this cannot be sustained over the whole superfluid region and instead remains localised as a singularity. In a 3D geometry these singularities can form lines, if they terminate at the boundaries of the liquid they are called vortex lines if they close upon themselves then they are vortex rings. A vortex only disappears by reaching the boundary or by annihilating with an antivortex of opposite circulation [113]. Quantized vortices in polariton condensates were observed in 2008 by Laugoudakis et al [114], the polariton condensate was pumped non-resonantly with a CW laser and cross-correlation techniques [4,115] were used to probe the presence of vortices and the characteristic \(2\pi\) phase rotation. Three years later, Roumpos et al. showed experimentally that pairs of vortices and anti-vortices can be created in an exciton polariton condensate by generating a minimum density at the centre of a pumping spot [21].
2.11. SOLITONS

Figure 2.14: Theoretical polariton dispersion curve when superfluidity regime is achieved. Green dotted line: spectrum of excitations under low power non-resonant pumping for $k_p = 0.3 \mu m^{-1}$ (point A). $E_p$ is the energy of the pump beam. Solid line: spectrum of excitations under strong pumping for the same $k_p$, superfluidity is achieved as now there is not any state with the same energy as the pump for scattering, and the dispersion becomes linear (red line) for a range of $k$ vectors. Source [16]

2.11 Solitons

Solitons are localised temporal or spatial wavepackets that maintain their shape over propagation, usually stabilised by a non-linear process. Opposite to Bose-Einstein condensates (discussed in section 2.9), soliton’s profiles are localised in real space and broad in k-space.

The study of solitons started in 1844 with the work of John Scott Russell [116]. He described the observation of water waves produced by a ship in the Union Canal in Scotland. Scott Russell noted the formation of a well-defined heap of water that he described as a solitary elevation that travelled with constant velocity along the channel for 2-3 km preserving its shape. Since his discovery, solitons have been observed in many different systems such as proteins [117,118], DNA [119], oceanic rogue waves [120], interstellar molecular clouds [121] and even some clouds that are formed in Northern Australia (fig 2.15). All of them fulfilling the 3 characteristics of a soliton defined by Drazin and Johnson in 1989 [122]: shape-maintaining, self-localization and that when colliding with other solitons the only change they suffer is a phase shift.
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In optics, the development of lasers made possible to study solitons in different systems such as waveguides \[123,124\] and optical fibres \[125,127\]. The creation of a soliton laser was achieved in 1984 by Mollenauer et al. \[128\] and more recently, in 2006, the observation of the supercontinuum spectra in photonic crystal fiber \[129\] was directly linked to solitons formation \[130\].

Figure 2.15: Different examples of solitons. a) Recreation of Russells first observation of solitons made for the ceremony of naming the Russell Scott Aqueduct in 1995 \[131\]. b) Photograph of a Morning Glory Cloud formed in Australia, the cloud can by described as a soliton \[132\]. c) Bright Soliton observed in a BEC \[133\].

In general, solitons can be classified into two categories: temporal solitons and spatial solitons. Temporal solitons occur when the electromagnetic field is already confined and pulses preserve their shape because nonlinear effects balance the dispersive spreading. For spatial solitons, self-focusing due to a nonlinear refractive index compensates diffraction \[134,135\].

There has been a growing interest in the study of optical solitons because of their vast possible applications. In optical fibres, they have been used to transmit data over long distances without degradation \[126,136\]. They have also been proposed for on-chip applications in the micro and nanoscale \[124,137\]. This requires the competing nonlinearities and the dispersive or diffractive effects to be short in time and length, which happens in polariton systems.

As an introduction for polariton solitons, the following sections describe the major observations of optical solitons in nonlinear media, semiconductor waveguides, optical fibres and BECs.
Table 2.1: Table of key conditions for soliton formation in different systems. For soliton formation in polariton waveguides conditions are the same as for nonlinear media.

<table>
<thead>
<tr>
<th>Nonlinear media</th>
<th>Bright Solitons</th>
<th>Dark Solitons</th>
</tr>
</thead>
<tbody>
<tr>
<td>self (de)focussing media</td>
<td>$n_2 &lt; 0$: self defocussing media (e.g. liquid crystals)</td>
<td>$n_2 &lt; 0$</td>
</tr>
<tr>
<td>balances dispersion</td>
<td>$\beta_2 &gt; 0$: normal dispersion</td>
<td>$\beta_2 &lt; 0$</td>
</tr>
<tr>
<td></td>
<td>$n_2 &gt; 0$: self focussing media (e.g. glass waveguides)</td>
<td>$n_2 &gt; 0$</td>
</tr>
<tr>
<td></td>
<td>$\beta_2 &lt; 0$: anomalous dispersion</td>
<td>$\beta_2 &gt; 0$</td>
</tr>
<tr>
<td>Fiber Optics</td>
<td>$\gamma &gt; 0$: positive nonlinearity for SPM</td>
<td>$\gamma &gt; 0$</td>
</tr>
<tr>
<td>SPM balances dispersion</td>
<td>$\beta_2 &lt; 0$: anomalous dispersion</td>
<td>$\beta &gt; 0$</td>
</tr>
<tr>
<td>Bose Einstein Condensates</td>
<td>$m^* &gt; 0$: positive effective mass (e.g. atoms)</td>
<td>$m^* &gt; 0$</td>
</tr>
<tr>
<td>Particle interactions</td>
<td>$g &lt; 0$: attractive interactions</td>
<td>$g &gt; 0$</td>
</tr>
<tr>
<td>balances dispersion</td>
<td>$m^* &lt; 0$: negative effective mass (e.g. BECs in optical lattices)</td>
<td>$m^* &lt; 0$</td>
</tr>
<tr>
<td></td>
<td>$g &gt; 0$: repulsive interactions</td>
<td>$g &lt; 0$</td>
</tr>
<tr>
<td>Polariton system</td>
<td>$m^* &lt; 0$: negative effective mass</td>
<td>$m^* &gt; 0$</td>
</tr>
<tr>
<td>Repulsive polariton-polariton interaction balances dispersion</td>
<td>$g &gt; 0$: repulsive interactions</td>
<td>$g &gt; 0$</td>
</tr>
</tbody>
</table>

Depending on whether the soliton consists of a local maximum over a homogeneous background or the opposite, they are classified as bright or dark respectively. A brief summary of the main conditions for soliton formation, depending on the nonlinearity sign and system is given in table 2.11 and each case will be discussed in detail in the rest of this chapter. The parameters showed in the table are: nonlinear refractive index ($n_2$), GVD parameter ($\beta_2$), nonlinear parameter ($\gamma$), coupling constant ($g$) and effective mass ($m^*$).

### 2.11.1 Optical Solitons

In optics, solitons are formed when a balance between the dispersion or diffraction and nonlinear effects is reached. Mathematically, the term soliton refers to solutions of nonlinear partial differential equations, Maxwells equations in the case of light, which show the 3 properties described before: shape maintaining, self-localization and only a change of phase after collisions.
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Wavepackets travelling along the z-direction, with an electric field defined by the mode in the x-direction can be described by the following Nonlinear Schrödinger Equation (NLSE) [45]:

\[
\frac{i}{\partial Z} \partial U + \frac{1}{2} \frac{\partial^2 U}{\partial x^2} \pm |U|^2 U = 0 \tag{2.37}
\]

Where the following substitutions where made in order to get a dimensionless equation,

\[
X = \frac{x}{\omega_0}, \quad Z = \frac{z}{L_{DF}}, \quad U = A \sqrt{k|n^2|L_{DF}} \tag{2.38}
\]

where \(A(x,z)\) describes the envelope of the beam (meaning that the optical intensity that can be recorded experimentally is proportional to \(|A|^2\)), \(\omega_0\) is related to the beam waist of the input beam and \(L_{DF}\) is the diffraction length, or Rayleigh length, defined as the distance along the propagation direction from the waist of the beam to the place where its cross section doubles. Equation 2.37 has dark and bright solitonic solutions, depending of the nonlinearity sign, and it can be rewritten to describe temporal solitons (2.11.3).

2.11.2 Spatial Optical Solitons in Nonlinear Media

Nonlinear media, also known as Kerr media, is characterized for having a non-negligible \(\chi^{(3)}\) [2.33], which means a dependence of their refractive index on the light intensity \(n = n^{(0)} + n^{(2)}|E(t)|^2\).

The NLSE can be integrated for a Kerr medium generating a bright soliton solution of the form [138]:

\[
U(X, Z) = U_0 \text{sech}(U_0 X)e^{jU_0^2 z/2} \tag{2.39}
\]

Where \(U_0\) is the peak amplitude of the soliton in dimensionless units. This solution refers to a bright soliton because it consists of a local maximum over the homogenous dark background. The size of the soliton depends on the amplitude of the optical intensity, the nonlinearity strength and the dispersion length, defined as the distance after which the pulse broadens by a factor of \(\sqrt{2}\).

Spatial solitons due to the Kerr nonlinearity have been observed in a planar
glass waveguide [123]. In this case, solitons exist due to the balance between self-focusing and diffraction.

Self-focusing is a process that happens in nonlinear media whose diffractive index increases with the electric field intensity. Media with a positive $n^{(2)}$ acts as a focusing lens for a Gaussian beam while media with a negative index broads the beam in a process known as self-defocussing. Bright spatial solitons arising from a saturable self-focussing linear medium have also been studied [139].

Solitons can be present in self-defocussing media too, but there they consist on a dip in intensity compared to the homogenous bright background, which is why they are referred as Dark Solitons. This solitonic solution is given by [138]:

$$U(X, Z) = U_0(\cos \phi \tanh(U_0 \cos \phi(X - vZ)) + i\sin\phi)e^{U_0^2 z}$$ (2.40)

Where $v$ is the transverse velocity and $U_0$ is the peak amplitude of the soliton, both in normalized units [140], and $\pi - 2\phi$ is the total phase shift across the dark notch. An ideal dark soliton will have a total phase-shift of $\pi$, if it is less than $\phi$ then the minimum intensity of the notch is bigger than zero and it is known as a grey soliton.

The first observation of dark solitons was done in bulk nonlinear media [141, 142], followed by many different systems [143–145] including polaritons as it will be discussed in section 2.12.

2.11.3 Temporal Solitons in Optical Fibers

The NLSE described in the previous section (Eq 2.37) can be rewritten for temporal coordinates, becoming:

$$i\frac{\partial U}{\partial Z} + \frac{1}{2} \frac{\partial^2 U}{\partial \tau^2} \pm |U|^2 U = 0$$ (2.41)

Here (in a way similar to [2.37]) the following substitutions have been made for the resulting dimensionless NLSE:

$$Z = \frac{z}{L_D}, \tau = t - \frac{Z}{v_g}, U = A\sqrt{L_D|\gamma|}$$ (2.42)
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Where $L_D$ is the dispersion length defined as the propagation distance for a pulse before broadening in duration by a factor of $\sqrt{2}$ due to the group velocity dispersion (see 2.5.3). In terms of the GVD parameter $\beta_2$, the dispersion length is given by: $L_D = \frac{T_0^2}{|\beta_2|}$, where $T_0$ is the input pulse width.

The temporal-NLSE (Eq 2.41) has a solitonic solution given by:

$$U(0, \tau) = N \text{sech}(\tau) \quad (2.43)$$

Which is a bright temporal soliton travelling in the $z$-direction. $N$ gives the solitons order, and when $N=1$ it is referred as a fundamental soliton, where a pulse with an envelope $\text{sech}^2$ propagates preserving its shape.

Temporal solitons are the result of a balance between the dispersion and some nonlinearities. In the case of $N=1$, the dispersion length equals the nonlinear length, which is the distance needed to get a phase change of $2\pi$.

Temporal solitons can also be understood as the result of the effects of self-phase modulation (SPM) due to the nonlinearity being cancelled out by a negative group velocity dispersion (GVD) (see section 2.5.3). SPM is produced in a medium where the refractive index varies with the intensity, giving a nonlinear component to the phase of a photonic wave propagating in it: $\phi_{NL}(t) \alpha n(2)|E(t)|^2$, meaning that the phase varies over the duration of the pulse. At a point in time $t$, the change in the nonlinear phase determines the change in frequency in the pulse profile. This will lower the frequencies at the leading half of the pulse and raise them at the end.

As explained by Mollenauer et al. [125], the interplay between a negative GVD and SPM is required to observe temporal solitons in an optical fibre. In an optical fibre with anomalous dispersion, the GVD increases with frequency so that light at the trailing half of the pulse that has been blueshifted by the SPM starts to catch up with the redshifted light from the beginning of the pulse. As blue light starts to approach the leading half, it is slowed down by the group velocity dispersion and redshifted by the SPM. In other words, high frequencies will be faster than low frequencies, so that SPM results in pulse compression reducing the broadening effect of the GVD [127]. In contrast, for a medium with a positive GVD high frequencies are slower than low frequencies, meaning that SPM would only increase the GVD broadening effect.

The main application of temporal bright solitons has been telecommunications, as they can travel long distances maintaining their shape and amplitude [126]. Other applications include a soliton laser [128] and supercontinuum generation [146,147].
Equation 2.41 also admits dark soliton solutions of the form: \( U(0, \tau) = N \tanh(\tau) \). They can be created in a regime with a positive GVD and positive nonlinearity (determined by the nonlinear parameter \( \gamma \) which is proportional to \( n^{(2)} \), positive, and responsible for the SPM [148]). Dark solitons were observed in optical fibers a few years after bright solitons [149,150]. Even though the use of bright solitons for communications is more extended, dark temporal solitons have been used for communication security [151] and for the creation of dark soliton lasers [152].

### 2.11.4 Matter-Wave Solitons in atomic BECs

Condensates used as a macroscopic matter-wave can also form stable solitons; in this case, the wavepacket dispersion is compensated with the nonlinearity due to atomic interactions. The behaviour of a Bose-Einstein condensate (BEC) can be described by the Gross-Pitaevskii equation:

\[
\left( -\frac{\hbar^2\nabla^2}{2m} + V_{\text{ext}} + g|\psi|^2 \right)\psi = E\psi
\]  

Where \( m \) is the (positive) mass of the atomic boson, \( V_{\text{ext}} \) is the external potential, \( g \) is the coupling constant describing the strength of the particle interactions and \( \psi \) is the wavefunction describing the condensate.

The Gross-Pitaevskii equation (GPE) is similar to the NLSE (Eq. 2.37), with the difference that the origin of the nonlinearity in the GPE is the interaction between particles. In the same way, the GPE has solitonic solutions depending of the interactions sign; if the interactions are attractive, \( g < 0 \) and bright solitons arise:

\[
\psi(x) = \psi_0 \frac{1}{\cosh(x/\xi\sqrt{2})}
\]  

Where \( \xi = \hbar/\sqrt{2mg|\psi_0|^2} \) is the healing length of the fluid and determines the size of the solitons.

Bright matter-wave solitons were first observed in an ultracold lithium-7 gas by Khaykovich et al. [133,153]. As the natural inter-atom interactions are repulsive, to get bright solitons, interactions are continuously tuned to attractive to balance the dispersive spreading due to kinetic energy. In Khaykovich experiment,
BEC atomic interactions were tuned into attractive and then the condensate was released in a one-dimensional waveguide, obtaining a soliton that propagates without dispersion over a 1.1 mm distance [153]. Solitons trains were also observed with this configuration, showing repulsive interactions between them (Fig 2.15 c.).

Another solitonic solution of the Gross-Pitaevskii equation corresponds to the formation of Dark Solitons obtained when considering repulsive interactions \( g > 0 \) [45]:

\[
\psi(x,t) = \psi_0(cosh(tanh(cos\phi x - vt) + isin\phi))
\]  

(2.46)

Because the natural inter-atom interaction in a condensate is repulsive, dark solitons were observed before bright solitons. Although both kinds of polaritons are unstable, dark solitons were stabilised by the application of an external potential, elongating the condensate for a quasi-1D situation [154] or by imprinting a phase step in the BEC wavefunction [155].

Notice that we have discussed the formation of solitons for an atomic system with a positive effective mass. However, for the case of BECs loaded into optical lattices, the effective mass can also be negative [156]. Solitons have been observed in BECs in a periodic potential [157], where conditions for soliton formation change as showed in 2.11, according to the sign of the effective mass and the inter-atomic interactions.

### 2.11.5 Vector Solitons

A vector soliton is a solitary wave that propagates maintaining its shape just like a scalar soliton. The difference between a vector and a scalar soliton is that the first one has multiple polarization components while the scalar has effectively only one.

In the same way than scalar optical solitons, vector solitons are called temporal or spatial depending on whether they are localized in the time or spatial domain. Vector solitons are formed by two orthogonally polarized components of a single optical field or two fields of different frequencies but the same polarization. There are vector bright, dark and dark-bright solitons. Vector bright and dark solitons are characterized by a peak or depletion, respectively in both polarization components, whilst vector dark-bright solitons are formed by a dark soliton in one component and a bright soliton in the other.
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Vector solitons were first theoretically predicted in 1988 for a birefringent dispersive medium \[158\]. Since then, vector solitons have been observed in multiple systems such as photorefractive media \[159\], VCSELs \[160\] and optical fibres \[161\]. The spatio-temporal polarization of conservative solitons in polariton microwires will be extensively discussed in Chapter 6.

2.11.6 Dissipative Solitons

The solitons discussed in the previous sections are called Conservative solitons, because they are formed in low losses systems (BECs, optical fibres, waveguides), meaning that the number of particles in the wavepacket remains constant. Conservative solitons have a well-defined width because it depends on the amount of particles in the wavepacket.

Contrary to conservative solitons, dissipative solitons appear in systems with high losses. In these systems the number of particles decrease so quickly that the only way of observing solitons is by using an external pump to replenish the particles population, compensating the losses.

Dissipative spatial solitons were observed in weak coupled microcavities and are often referred to as cavity solitons. In microcavities, the refractive index increases with light intensity, which means that depending on the optical excitation power the system can be turned into resonance with the cavity photon resulting in a bistable system. Bistability can be observed in weak and strong-coupled cavities \[162\]. In the strong coupling regime an s-shape curve is obtained when plotting the polariton population against the excitation power (figure 2.16).

Bistability allows the formation of solitons in the following way. Initially a large area is pumped in a low density state, then utilising a writing pulse, it is excited into a high density state. Once the writing pulse is switched off the region remains in the high density state maintaining the soliton size over time. Dissipative solitons were observed in semiconductor resonators in 2001 \[163\], and 10 years later in polariton systems \[19\]. Polariton solitons, including dissipative bright solitons are discussed in detail in the following section.
Figure 2.16: Example of the bistability curve in a polariton system. Intensity of the polariton field (the mean number of polaritons) vs the input power is plotted. The dotted line is the unstable branch in the bistable regime. The arrows indicate the hysteresis cycle obtained by scanning the input power in both directions. Source: [162]

2.12 Solitons in polariton systems

As showed in the previous section 2.11 there is a huge range of different kinds of solitons, and many of them have been observed in exciton polariton systems. In a similar way to BECs (2.11.4), polariton de-focussing nonlinearity arise from the repulsive polariton-polariton interactions. To form a soliton, this nonlinearity must be compensated by the kinetic energy. In this section, I will review the main realizations of polariton solitons in microcavities and waveguides related to the work presented in this thesis.

Before proceeding into the particular observations of polariton solitons, it is worthwhile to mention that the polariton nonlinearity is much higher than the ones measured for the different systems mentioned in the previous sections. The polariton Kerr nonlinearity is 3-4 orders of magnitude larger than that in weakly coupled photonic systems. The nonlinear refractive index measured for polariton waveguides in [164] is $-1.6 \times 10^{-14} m^2/W$, which corresponds to a nonlinear parameter $\gamma = -18000W^{-1}m^{-1}$, for comparison, in optical fibers $\gamma = 0.0011W^{-1}m^{-1}$ and in GaInP photonic crystal waveguides $\gamma = 920W^{-1}m^{-1}$ [45]. This extremely
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high nonlinearity allows the formation of solitons at lower excitation energies, for instance $1.3 - 1.4$ orders of magnitude less than the $12\text{pJ}$ pulse energy at which solitons are formed in InGaP [124].

2.12.1 Oblique dark solitons in polariton superfluids

The first observation of dark solitons in a polariton fluid was made in 2011 by Amo et. al. [165]. These solitons appear by putting a defect in a superfluid. As explained in 2.10 superfluidity is characterized by a flux without friction, therefore when the fluid hits a static object at speed below some critical velocity it passes unperturbed. For faster velocities, small objects induce dissipation via the emission of sound waves [166]. Objects bigger than the healing length (the distance induced by particle interactions for changes in the condensates density) produce density modulations that can create topological excitations such as solitons [165,167].

Amo’s group experimentally observed the formation of pairs of highly stable oblique dark solitons [165]. Following the theoretical proposition published one year before [167], they introduced a defect in the polariton fluid and increased the flow velocity until soliton nucleation was achieved. Polariton feeding was done by pumping the system quasi-resonantly with a continuous-wave laser creating a
polariton fluid with a well-defined in-plane wave vector \( \mathbf{k} \). Polaritons then propagate, past the defect (which is a natural photonic defect in the microcavity) and extend downstream of it. The solitons appear due to the gradient of low speeds occurring around the defect, which results in density variations. The repulsive polariton-polariton interactions stabilize the solitons shape as it propagates. Additionally, they measured the characteristic phase jump of up to \( \pi \) across the soliton.

Because dark solitons develop in the unpumped region where polaritons propagate out of the excitation spot, the condensate phase is left free to evolve and the system can be described by the Gross-Pitaevskii equation with losses but without gain \[167\], making them Conservative dark solitons.

Amo’s observation of polariton dark solitons is considered controversial, because, as discussed in \[168\], some of the signatures used to claim dark soliton formation such as the abrupt jump in the phase across the soliton, can also occur in the linear regime. A more recent observation of polariton dark solitons was done by Paul Walker et al. in a polariton waveguide (see 2.12.4), where a successful measurement of the soliton width and its dependence with density shows an irrefutable proof of dark solitons formation \[169\].

### 2.12.2 Dissipative bright solitons in microcavities

Dissipative solitons were the first type of bright solitons observed in planar microcavities. As mentioned in section 2.11.6 they can be generated in strong coupled microcavities in a similar way to VCSELs, using a continuous external pump to compensate the losses associated with the short polariton lifetime, which is usually on the order of 10 ps \[19\][100] and around 100 ps in high Q microcavities \[170\].

Solitons are formed from the balance between the dispersion due to polariton-polariton interactions and the kinetic energy. Repulsive polariton-polariton interactions \[2.7\] produce a potential with energy \( U=Ng \), where \( N \) is the number of particles and \( g \) is the polariton-polariton interaction coefficient, promoting the broadening of the wavepacket. This spreading must be compensated by a negative kinetic energy, in order to create a soliton. The kinetic energy is given by

\[
K = \frac{\hbar^2}{2m_\xi^2}
\]

where \( \xi \) is the healing length of the polariton fluid, and half of the width of the propagating wavepacket. As the LPB of the microcavity dispersion has a region where the effective mass becomes negative (above the inflection point, Fig. 2.10), it means that the kinetic energy is also negative for this area.
Polariton dissipative bright solitons were theoretically predicted by Egorov et al. in 2009 [171] and experimentally observed 3 years later by Sich et al [19]. A linearly polarized CW laser was used to pump polaritons in the inflection point of the LPB, to ensure the negative effective mass. In addition, the pump laser was also in the bistable regime (just before the threshold) then with a second (pulsed) laser, a high density wavepacket was triggered, using the associated parametric instability of the bistable regime to enable scattering from the pump to the continuum of momenta forming the soliton (Fig. 2.18).

It is worthwhile to remark that the inflection of the dispersion curve provides only localization in one dimension, as the effective mass in the direction perpendicular to the propagation is always positive ($k_y = 0$). Perpendicular localization is achieved thanks to the pump beam, which can act as a barrier for soliton spreading. Localization can be explained by a mechanism involving parametric scattering from the pump ($k_x = k_p, k_y = 0$) to a signal ($k_x = 0, k_y = 0$) and an idler ($k_x = 2k_p, k_y = 0$) states (see 2.8). Above some threshold the scattering is triggered, depleting the pump population. The reduction of the pump population changes the effective potential of the system limiting the spread of the wavepacket [76, 172].

Figure 2.18: (a) Schematic diagram of the experiment carried out by Sich et al. [19]. The CW pump is focused quasi-resonantly into a big spot in the sample. A picosecond writing beam is focused into a smaller spot and triggers soliton formation. (b) Dispersion diagram of the lower polariton branch. The location of the pump and writing beam (WP) in energy-momentum space are shown. Taken from: [173]
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2.12.3 Solitons in microwires

The practicality of using microwires for circuit applications [6, 174] has encouraged the research of microcavity polariton systems in one dimension. Additionally, optical solitons have been used for communications since the last century [125] because of their property of preserving shape over propagation. Soliton propagation in polariton microwires seems like the ideal combination for an optical signal processing device [7].

Tanese et al. made the first observation of solitons in a polaritonic wire system in 2013 [175]. Tanese’s group fabricated wires with a periodically modulated width by etching a high-Q planar microcavity. The modulated width creates a periodic potential, which results in the creation of polariton mini-bands separated by mini-gaps in the dispersion. They observed the formation of gap solitons. They are a special kind of soliton where the group velocity dispersion (which is balanced by the nonlinear polariton interactions) results from the periodic variation in the energy potential. The wavefunction of the soliton has maxima at the edges of the mini-Brillouin zones where the effective mass is negative, and extends over many periods of the real space lattice.

Fabrication of microwires used in chapters 5 and 6 is simpler than for the ones used by Tanese’s group, as we used rectangular wires [3.1.2]. The modulated width is not needed because the solitons that we will study arise from the same mechanism that for dissipative solitons [2.12.2]: the balance between the negative polariton mass and the nonlinear interactions. Localization in the direction perpendicular to the pulse propagation arises from the vertical confinement of the structure, meaning that the CW pump laser used in the dissipative configuration [2.12.2] is unnecessary. Wavepackets propagation in polariton microwires and their behaviour was initially discussed in Chana doctoral thesis [176]. She excited the polariton microwires with a writing beam (and without the pump beam used in the 2D microcavity case [19]) and observed a solitonic-like self-focussing. She excited the three modes of the LPB at the same time allowing intermodal polariton-polariton scattering and observed the emergence of a single dominant mode, where it is not possible to resolve the individual energy modes in momentum space. The presence of this dominant mode coincides with a narrowing of the pulse and the appearance of the soliton [177].

In the work presented in this thesis, we excited the ground mode of the LPB and observed the formation of Bright Conservative Solitons in microwires. The formation of these solitons and of the accompanying Cherenkov radiation will be discussed in detail in chapter 5 whilst polarization properties of the solitons are presented in 6.
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2.12.4 Solitons in polariton waveguides

As discussed in section 2.4, polariton effective mass on the LPB is negative at any momentum in waveguides (Fig. 2.10), so soliton formation is expected from the balance between the kinetic energy and the repulsive polariton interactions.

Conservative dark and bright solitons have been observed in polariton waveguides [164, 169]. Walker et al. reported temporal bright solitons formation in 2015 [164]. Temporal bright solitons result from the compensation of self-phase modulation (SPM) due to the nonlinearity by a negative group velocity dispersion (section 2.11.3). As discussed in 2.5.3, polariton waveguides have a range of negative GVD, and with their fast polariton velocity (30−50 \( \mu \text{m/ps} \)) and giant nonlinearity, they are a particularly convenient system for soliton formation.

Walker et al. [164] used the same sample described in (3.1.1), which is a planar AlGaAs/GaAs waveguide. The sample was excited resonantly with a sub-picosecond pulse at different powers and the output was detected after the pulse propagated 600 \( \mu \text{m} \). At low power, significant temporal spreading was observed. As the pulse energy was increased above threshold, the pulse became shorter, when the energy was about 0.5 pJ the duration of the pulse narrowed below the 2 ps resolution. Such temporal compression occurring at a critical energy is characteristic of the soliton formation. In addition, Walker et al. showed that all the spectral components of the soliton travel at the same velocity.

Also in [164], Walker et al. reported the observation of 2D dark-bright spatio-temporal solitons. These wavepackets simultaneously show bright soliton behaviour in the temporal dimension and dark soliton behaviour in the transverse spatial dimension. For this observation, Walker et al. sent a wavepacket into the input grating with an intensity distribution along x of two lobes (each one \( \sim 10 \mu \text{m} \) long) separated by a dark notch at x=0, where the field undergoes the characteristic \( \pi \) phase jump of dark solitons. The phase shift is achieved by passing the laser beam through a phase plate consisting in a thin glass microscopy cover-slip. They observed, as in the bright temporal case, that at low power, the bright polariton field spreads in time and at high power the spread is cancelled and the dark notch is narrowed. At the same time, the temporal duration of the pulse decreases from 4.7 ps to 3.6 ps.

The observation of dark solitons in a waveguide polariton fluid was reported last year [169]. For these experiments, Walker et al. used the same planar waveguide (3.1.1) to study dark soliton formation in the high-momentum regime. As in the oblique dark solitons experiments previously described (2.12.1), dark solitons form from the balance of the kinetic energy related to the size of a defect in
the fluid, and the nonlinear potential energy, which depends on the density of the background. To prove the formation of solitons, Walker et al. measured the width of the wavepacket and demonstrated that it depends on the density. They sent an input profile with either a $2\pi$ phase jump or an intensity dip near the centre and observed the evolution of the polariton fluid over a 600 $\mu$m propagation. When the initial condition was a phase jump, they observed the formation of a single dark soliton, and when the condition was the intensity dip, dark soliton pairs formed. In both cases, the dark notches widths decreased with increasing density, satisfying the width-density criterion for dark solitons.

As mentioned in 2.12.1, the main difference between Amo’s observation of oblique dark solitons [165] and Walker’s [169], is that the second successfully shows the relation between the soliton’s width and the fluid density, which is possible thanks to the use of waveguides. The fluid velocity in the waveguide used by Walker is 24 $\mu$m/ps, ten times larger than in microcavities, which allows them to work in the supersonic regime where dark solitons widths can be measured over a wide range of background densities (by varying the excitation power). On the other hand, microcavities as the one used by Amo et al. do not allow such a wide range of densities to study the solitons because when increasing the fluid density there is a transition from supersonic to subsonic regime (due to the shape of the LPB), preventing the nucleation of solitons before a strong change of the soliton width could appear.
Chapter 3

Experimental Methods

In this chapter I describe the samples and experimental methods used for the work presented in chapters 4, 5 and 6. Both samples used for this thesis are GaAs-based, thereby they have to be kept at low temperature (4 to 12 K) during the experiments. Samples are described in section 3.1, the cooling method is briefly described in section 3.2 with the optical setups used for reflection and transmission measurements and the different configurations for pulsed and continuous excitation. Finally, details about the use of the streak camera for time resolved measurements are included in section 3.3.

3.1 Samples

The description of the 2 samples used for experiments is presented in this section. Both samples used were grown by Molecular Beam Epitaxy (MBE) and etched by Electron Beam Lithography (EBL) after. The waveguide sample was grown at the University of Cambridge and the gratings were etched at Sheffield, the microwire was both grown and etched at the University of Sheffield.

3.1.1 Polariton Waveguide

The polariton waveguide used for optical amplification experiments (Chapter 4) was grown over a GaAs substrate and it consists of a cladding layer of $Al_{0.9}Ga_{0.1}As$ followed by a 45 nm GaAs layer, 3 $In_{0.04}Ga_{0.96}As$ QWs (10 nm each
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one, separated by 10 nm GaAs barriers) and 57 nm of GaAs. Finally a 3 nm $\text{Al}_{0.9}\text{Ga}_{0.1}\text{As}$ etch stop layer and 20 nm of GaAs were grown (Fig. 3.1). After the growth, to couple light in and out of the sample (see 2.4.4), 100x100 $\mu\text{m}^2$ grating couplers (250 nm grating period), were etched on a $\text{SiN}_x$ layer by EBL and reactive ion etching [45].

This sample was previously characterized by L. Tinkler and P. Walker [15,45,164]. They reported a 9 meV Rabi splitting and a polariton life time of $\sim$10 ps.

3.1.2 Polariton Microwire

All the experiments that show bright conservative soliton propagation and its accompanying effects such as Cherenkov radiation and polarization domains (Chapters 5 and 6) were performed on the microwire described in this section. The necessity of using a polariton microcavity wire instead of a waveguide for those studies arises from the different polariton energy-momentum dispersions of each system (see 2.5.3). As it will be fully explained in the following chapters, these effects are possible thanks to the particular shape of the microwire lower polariton branch (LPB), where the polariton effective mass changes its sign depending on the energy and k-vector, allowing the formation of bright solitons when exciting in the negative effective mass regime.

The microcavity consists in a $3\lambda/2$ cavity with 3 $\text{In}_{0.04}\text{Ga}_{0.96}\text{As}$ QWs. The top and bottom DBRs are formed by 23 and 26 repeats of $\text{Al}_{0.85}\text{Ga}_{0.15}\text{As}/\text{GaAs}$ respectively. The microcavity was grown by MBE on a GaAs(100) substrate, maintaining the growth temperature at 590 °C for the DBRs and 500 °C for the

Figure 3.1: Waveguide sample: A GaAs waveguide with 3 InGaAs quantum wells embedded in the core.
3 QWs and the subsequent GaAs layers, achieving a Q-factor of over 15000 [178].

Figure 3.2: (a) Scheme of the microcavity wire: The top DBR of a microcavity is partially etched forming a mesa that confines the photonic mode and therefore the excited polaritons. (b) SEM image of the sample showing some wires with different widths, the wire used for all the experiments is highlighted. The scale bar is 20 µm.

To fabricate the microwire, the top DBR was partially etched by reactive ion etching, allowing confinement of the photonic mode without damaging the quantum wells. The microwire used was 5 µm wide and 1 mm long (Fig. 3.2). As mentioned before [2.5.4], wires are 1D multi-mode structures. The width of the wire determines the mode spacing. To increase the spacing between the modes and therefore reduce the amount of occupied modes, the width of the wire could be decreased. However, with narrower wires the surface roughness would be more significant, increasing the losses from the side walls making the polariton lifetime to drop and the emission dim [176]. The chosen width was small enough to observe well defined modes (see section 5.2) and a polariton lifetime of ∼30 ps. The polariton Rabi splitting for this sample is ∼4.5 meV.

### 3.2 Experimental Setups

The optical setups used in this thesis are described in this section. For all the experiments, the sample was kept at temperatures between 4 and 12 K inside a continuous flow helium cryostat. This cooling system works by a continuous pumping of liquid helium, which vaporises in the cryostat, cooling the finger and the sample. The cryostat has windows large enough to allow optical access to the sample from the back and the front. Transmission and reflection configurations used to excite each sample are described below, along with the different setups used for imaging and polarization measurements.
3.2.1 Real space and k space imaging setup

Real space (near-field) and k space (far-field) images were collected by a streak camera or by a CCD, for time resolved or time integrated measurements respectively (3.3).

Near field imaging can be used to record spectra as shown in chapter 4 or as a microscope when the grating inside the spectrometer is set to zero order and the entrance slit is fully opened (up to 7 mm). For time resolved measurements, near field imaging was used to observe the surface of the sample and the propagation of the solitons and Cherenkov radiation in Chapters 5 and 6, for those measurements the image was recorded by the streak camera (see 3.3).

![Figure 3.3: (a) Basic setup for near field imaging (b) Setup used for spatial filtered near field imaging](image)

The near field image of the sample can be obtained by using the setup in figure 3.3. An objective is used to collect the PL emission from the sample and then a second lens is used to focus it on the entrance of the spectromter. The final zoom of the image is given by the ratio of the focal length of the imaging lens over the one of the objective. To calculate the scale on the real space images
we simply take into account the zoom and the size of a pixel on the CCD, which is 13 \( \mu m \).

To collect the light coming just from one part on the sample (as the images of light coming from the output grating in Chapter 4), an additional telescope is added to the setup as showed in Fig. 3.3 b), the slit put in between the lenses can be partially closed and moved to select a part of the image to be projected on the spectrometer. The new zoom of the image focused on the CCD is given by \( \frac{f_{\text{imaging}} f_{L1}}{f_{\text{Objective}} f_{L2}} \).

Far field imaging is used for angle-resolved (k-space) measurements (Chapters 5 and 6). Spectrally resolved measurements were taken with the setup showed in Fig. 3.4. It projects the Fourier transform of the sample emission on the spectrometer entrance slit, which means that rays emitted by the sample at the same angle are focused at one point in the spectrometer. This image is then diffracted by the grating inside the spectrometer and directed towards the CCD (or the streak camera) to record dispersion curves: emission as a function of energy and momentum.

![Figure 3.4: Setup for far field imaging](image)

3.2.2 Optical Setup for characterization

Dispersion curves of the microwire sample (3.1.2) were taken for characterization. To measure the energy-momentum curves showed in chapter 5, the sample was excited off-resonantly (at 633 nm) with a HeNe laser using the reflection configuration of Fig 3.5. The laser reflection is filtered out with a long-pass filter placed before the imaging lens.
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Figure 3.5: Setup used for sample characterisation. K-space lens is put in a flip mount to change between real and k space imaging.

To measure dispersion along and across the wire, a dove prism in a rotational mount is used. It can be rotated 90° to align the wire parallel or perpendicular to the entrance slit of the spectrometer.

A polarimeter formed by one λ/4 waveplate, one λ/2 waveplate and a linear polarizer was used to measure the TE-TM splitting of the microwire. The quarter waveplate and the half waveplate are mounted in rotational stages to allow the selection of the polarization to measure, and then a vertical polarizer filters the light sent to the spectrometer. For linear polarization (V, H, D and A), the QWP fast axes is parallel to the polarization that we want to measure and then the HWP is rotated to change the polarization to vertical so that it will pass the polarizer. For circular polarization, it is transformed to vertical by the rotation of the QWP to 45°(σ+) or -45°(σ−).

3.2.3 Pulsed excitation

A Ti:Sapphire tuneable laser (Tsunami Spectra Physics) was used for the amplification experiments in the polariton waveguide (Chapter 4) and to trigger the formation of solitons in Chapters 5 and 6. For all the measurements, the laser was set to emit pulses with duration of ~3 ps (the pulse shaper described in the following paragraphs was used to maintain this pulse duration independently of any fluctuation of the laser) or ~5 ps, for the experiment described in section 5.4 of Chapter 5.

A process of characterisation of the laser pulses was carried out for all the
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experiments. A fraction of the laser emission was sent to a spectrum analyser to verify the central wavelength of the pulse, at the same time, another part was sent to an autocorrelator to measure pulse duration, a third portion was used to trigger the streak camera (used in Chapters 5, 6). The rest of the laser beam was sent through a pulse shaper and then to the sample.

A pulse shaper was used to control the central wavelength and width of the pulses. The pulse shaper is formed by two diffraction gratings, two lenses and one slit arranged as showed in Fig. 3.6.

![Figure 3.6: Pulse shaper used to control the central wavelength and duration of the pulses coming from the Ti:Sapphire laser. The colours in the image are used to explain the filtering of wavelengths, however, we worked only with infrared light.](image)

The first grating disperses the spectral components of the pulse, which are then focused in the Fourier plane by a lens. Then the second lens and grating recombine all the frequencies into one collimated beam. A slit is collocated on the Fourier plane between the two lenses, if the slit is completely opened the output pulse is identical to the input.

By closing the slit we can select a region of energies out of the laser pulse while moving the slit changes the pulse central wavelength. The duration of the pulse is controlled by the slit aperture. Because time and energy are conjugated variables, a decrease in energy means an increase in the pulse duration. The slit aperture was set to get a final pulse of 3 ps for all the experiments involving pulsed excitation.
Figure 3.7: Optical setup used for experiments with microwires. The sample is excited from the back and the emission is collected by the front. The double arrow symbol, next to one mirror and next to the imaging lens, means that these two elements were mounted in a translational stage.
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3.2.4 Transmission configuration for experiments with microwires

All the experimental results presented in Chapters 5 and 6 used the microwire sample described in 3.1.2. The experiments were carried out using the setup showed in Fig. 3.7. The sample was excited through the substrate and emission coming from the top DBR was collected on the other side. This transmission configuration requires the sample to be polished on the excitation side and the emission (and the excitation) to be at a longer wavelength than the bandgap of the substrate which in our samples is GaAs (∼ 1.52 eV, ∼ 818 nm, at 4 K), otherwise the emission would be absorbed by the substrate.

As showed in Fig. 3.7 the sample was excited by a Ti:Sapphire pulsed laser (3.2.3), a telescope was used to control the beam spot size, and a combination of linear polarizer and half-waveplate was used to rotate the laser polarization. The excitation angle could be adjusted by a mirror on a stage just before the last lens on the excitation path. On the other side of the sample the collection path is the same as used for sample characterization (Fig. 3.5), a mirror inside the spectrometer can be rotated to send the emission to the streak camera for time resolved measurements or to a CCD for time integrated images.

3.2.5 Reflection configuration for waveguide experiments

For the experiments carried out in the polariton waveguide (Chapter 4), two lasers were focused on the sample, a pulsed laser, which is focused in the input grating of the waveguide, and a continuous-wave (CW) laser, which is focused in between the input and output grating.

The pulse from the Ti:Sapphire tunable laser passes through a pulse shaper and a characterization process, as explained in 3.2.3. Then a telescope is used to control the size of the beam and a beam splitter (BS1 on Fig. 3.8) mounted in a rotational stage allows us to adjust the incidence angle of the pulse.

A second Ti:Sapphire tunable laser (MBR-110 Coherent) operating in continuous wave was used to pump the exciton reservoir. For the CW excitation, a telescope formed by cylindrical lenses modifies the shape of the spot, elongating it horizontally. A mirror was used to adjust the position and angle of the elliptical spot on the sample (Fig. 3.8). The excitation power was controlled by the combination of a half-waveplate and a linear polarizer. The half-waveplate
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Figure 3.8: Optical setup used for experiments in a polariton waveguide. The sample is excited in a reflection configuration by combining a pulsed laser and a CW laser.

was mounted in a rotational stage wired to a Thorlabs motor, allowing us to automatically take hundreds of measurements by setting the power steps with a Python script on the computer.

3.3 Time resolved measurements

Time resolved measurements in real and k-space were taken to study the propagation of solitons and Cherenkov radiation in chapters 6 and 5.

All the time resolved measurements shown in this thesis were performed with the optical setup of Fig. 3.7 and the detector used was a Hamamatsu streak camera.
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3.3.1 Streak camera

A streak camera is a device that uses the photoelectrical effect to measure ultra-fast light phenomena. It records intensity vs time vs position (or energy, depending on the optics used) with a 2 ps resolution for a time window of 120 ps.

Fig. 3.9 illustrates the operation principle of this device. The image shows 4 input pulses going through the entrance slit of the camera. After they have passed the slit, they are imaged on the photocathode, which is formed by a surface layered with different types of metallic film. Each pulse arriving to the photocathode, it is converted into a number of electrons proportional to the intensity of the incoming light. Then the electrons are accelerated and sent through a pair of sweep electrodes. The electrodes are swept by applying a high voltage time-synchronized with the incident light (the Ti:Sapphire pulsed laser), so that electrons that arrive at a different time are deflected in different angles in the vertical direction. Finally, the electrons impact a phosphor screen after they have been multiplied thousands of times by a micro-channel plate (MCP).

![Figure 3.9: Principle of operation of the streak camera. Source: Hamamatsu Guide to Streak Cameras.](image)

The final image on the phosphor screen is recorded with the CCD, its vertical axis corresponds to the time and the horizontal axis shows the horizontal position of the incident light. The brightness of the image is proportional to the intensity of the incident pulse.

The imaging lens in the optical setup (Fig. 3.7) can be used in order to get spatially long pictures, as required for the solitons observed in Chapter 6, which propagate for $\sim 500 \mu m$. Although, an area of only $\sim 60 \mu m$ can be imaged by widening the spectrometer slit, the imaging lens, (which is positioned on a translational stage) can be moved sending different portions of the emission to the entrance of the streak camera at a time, so that the whole propagation path
can be reconstructed.

### 3.3.2 Time resolved k-space and dispersion measurements

The streak camera was also used to measure time resolved k-space and energy-momentum dispersion. As a streak camera picture shows intensity versus time, it was possible to record k-space images as a function of time, just by adding the k-space lens in the setup of Fig. 3.7.

However, plots of dispersion must be reconstructed from the raw, intensity vs time, streak camera pictures. In order to measure energy-momentum dispersion the vertical entrance slit of the spectrometer is set to 0.1 mm wide, so that a small range of $k_x$ is selected. Then the emission is diffracted from the grating resulting in an image whose horizontal axis corresponds to energy and the vertical to $k_y$. If this is sent to the CCD a time integrated dispersion is recorded. But if it is send to the streak camera for time resolved measurements, then because of the horizontal entrance slit of the camera, only a small range of $k_y$ is selected, resulting in a picture of energy vs time, as shown in Fig. 3.10.

The imaging lens was mounted on a translational stage, wired to a Thorlabs motor. The lens could be moved to direct different $k_x$ sections to the streak camera slit. Automatic scans were done by controlling the movement of the lens with a Python program, generating an array of energy vs time images for different $k_x$. From the array of streak camera pictures, it was possible to reconstruct time resolved energy vs $k_x$ dispersions using Matlab. The k-space lens was set to measure at $k_y = 0$ for all the results showed in this thesis.
Figure 3.10: (a) Scheme showing the position of the spectrometer vertical entrance slit and the horizontal slit of the streak camera with respect to the optical axis. (b) An image of a dispersion measured after the slit of the spectrometer ($k_y$ vs energy, integrated time). It has a rectangle illustrating the section going to the streak camera slit for time resolved measurements. (c) Measurement taken with the streak camera, showing time vs energy for a given $k_x$. 
Chapter 4

Amplification of Nonlinear Polariton Pulses in Waveguides

In this Chapter I will present our results on the amplification of picosecond pulses propagating in a polariton waveguide. A summary of the results (including figures) presented here was already published in [170]. It is the result of an international collaborative effort. As mentioned in 3.1.1, the sample was grown by D. A Ritchie at the University of Cambridge and the waveguides were etched by B. Royall and I. Farrer from the University of Sheffield. All the experimental measurements and part of the theory presented in this chapter were carried out by me, under the supervision of P.M Walker, D.N. Krizhanovskii and M. S. Skolnick. Theory and simulations were developed by H. Sigurdsson, A. Yulin and I. A. Shelykh from the University of Iceland and ITMO University.

4.1 Introduction

As discussed in 2.8, polaritons have previously been used for optical amplification. Both, polariton lasers and final state stimulation have been demonstrated in microcavity systems [5, 74, 81]. Polariton waveguides have also been proposed for optical amplification [180] and an experimental demonstration using ZnO waveguides in the quasi CW regime was given in [181].

The use of polariton waveguides over microcavities is of particular interest for optical circuits. Several advantages can be pointed out, for instance, fabrication benefits from the fact that waveguide structures are simpler than microcavities,
making them easier to grow \((2.4.5)\) and easier to pattern into photonic circuits. Secondly, waveguides also present some improvements regarding polariton properties, such as higher polariton propagation distances, higher velocities and higher nonlinearity. Additionally, in the context of amplification, an important advantage is that in waveguides direct optical pumping of the exciton states is possible because it is not spectrally blocked by DBRs.

Previously, solitons have been studied in waveguides (see \(2.12.4\)), however measured losses were always high (loss length \(\approx 400 \text{ -- } 800 \mu m\)). The main aim of this chapter is to understand the introduction of gain into the system.

In this chapter, the amplification process in a polariton waveguide is discussed in detail and the first experimental observation of amplification of picosecond pulses in a polariton waveguide is presented.

Optical amplifiers were introduced in the 1990s and quickly attracted the attention of the scientific community because of their possible uses in optical communication systems \([182]\). Since then, optical amplifiers have been mainly used as optical repeaters in long distance fibre optical systems. They are devices that amplify an optical signal without having to convert it to an electrical signal first. There are many kinds of optical amplifiers, including Raman amplifiers, doped fibre amplifiers and semiconductor optical amplifiers (SOAs). In SOAs a semiconductor provides the gain medium. SOAs use stimulated emission to amplify the light. The working principle is the same as a semiconductor laser but without the feedback. Light travels through the active medium and makes the electrically excited electrons to relax in the form of photons. These stimulated photons have some same properties than the original input light (such as same wavelength, polarization and \(k\) vector), meaning an amplification of the signal.

There are some key advantages of using a polariton system over a regular SOA. When compared with traditional semiconductor optical amplifiers (SOAs), polariton devices may operate at lower electron-hole densities since polaritons only exist at lower densities than the Mott density (see \(2.5.1\)). In contrast, SOAs amplify the light through stimulated emission, meaning that they need a high-density inverted carrier population to provide gain. Self-phase modulation (SPM) has been observed in SOAs, and in \([183]\) it was identified as the main reason of pulse distortion and spectral broadening in semiconductor laser amplifiers. SOAs can provide high gain but the nonlinear response, producing the SPM, is a result of gain saturation \([183]\).

The speed of the nonlinear response is faster for polariton systems. In SOAs the speed is usually more than 10 ps, because it depends of the gain-recovery time (linked to carrier lifetime) \([183]\). On the other hand, the polariton nonlinearity
operates on a picosecond timescale, an order of magnitude faster \[164\].

Another reason for the growing interest in the use of polariton waveguides comes from the possibility of applications exploiting non-hermitian (or broken parity-time symmetry) photonics \[184,185\]. It is believed that the study of Parity-Time (PT) symmetric photonic systems would be of use to develop all-optical devices with increased energy efficiency and speed on an optical chip.

In general, a Hamiltonian is PT symmetric \((PT\hat{H} = \hat{H}PT)\) if it has the same eigenfunctions as the PT operator. Opposite to that, in a broken PT symmetry, \(\hat{H}\) and PT would have different eigenvectors, even though \(PT\hat{H} = \hat{H}PT\) would still be valid \[186\]. In optics, the propagation of light can be described by an effective Hamiltonian and the variation of the medium refractive index by the potential \(U(x)\). When the optical energy is conserved and \(U(x)\) is real, the Hamiltonian is Hermitian. In contrast, losses or gain in optical structures correspond to complex \(U(x)\) and non-conservative non-Hermitian operators. When this operator possesses PT-symmetry and has a real spectrum, the amplitudes of optical modes are conserved, corresponding to a compensation between gain and loss. This means that in PT systems losses become as important as gain, and when nonlinearity is involved effects such as the nonlinearly-induced PT-symmetry breaking, and all-optical switching are observed \[184\].

Achieving a balance between gain and losses in polariton waveguides would allow creation of complex spatially modulated gain-loss profiles opening the possibility to study phenomena such as broken Parity-Time symmetry and potentially lead to devices such as low power all-optical switches, unidirectional optical valves, lossless soliton propagation \[184\] and enhanced sensors \[187\].

In the following sections, our results of pulse amplification in polariton waveguides are presented. They show how polariton waveguides can provide gain and strong nonlinear response at the same time and at submillimetre length scales, which makes them a convenient system for integration of devices on a chip.

### 4.2 Description of the experiment

We utilised the GaAs waveguide described in section \[3.1.1\] and worked with two grating couplers separated by 400 \(\mu m\). Using the reflection configuration shown in \[3.2.5\] 2 ps laser pulses (probe pulses), with a repetition rate of 80 MHz, were focused onto the input coupler. Light was collected after it had propagated into the output grating coupler (Figure \[4.1\]).
The size of the pulsed laser spot at the input was 4.3 \( \mu m \) in the x direction. After propagation, the measured width (at the output coupler) increased to 11.2 \( \mu m \) due to diffraction occurring in the waveguide.

A second laser was used to feed polaritons by pumping from the exciton reservoir. Therefore, the pump was a CW laser at the exciton wavelength (837 nm) normally incident on the region of the sample between the two couplers (figure 4.1). The spatial size of the pump laser was 30 \( \mu m \) in the x direction, around 7 times wider than the probe pulse. In the propagation direction the pump spot was elongated to 100 \( \mu m \) and had its peak 120 \( \mu m \) away from the input grating coupler. The CW laser directly pumps only the exciton states close to zero in-plane momentum and not the high momentum polariton modes (fig 4.2) because it is focused on a region of the sample without a grating coupler.

Only the emission from the output grating was collected (with the use of a spatial filter implemented as explained in section 3.2.5). Finally, the light was recorded with a CCD camera in the spectrometer and resolved in real space and wavelength.

![Figure 4.1: Scheme of the amplification experiment. Top-down schematic of the sample surface showing the input and output grating in blue. A pulsed probe laser is focused on the input coupler and propagates 400 \( \mu m \) to the output. Measurements were taken at the output coupler with and without a CW pump laser (with a spot 100 \( \mu m \) long) going in between the gratings.](image)

Measurements were taken for 3 different pulse powers (average pump power incident on the sample): 5.77 \( \mu W \), 57.7 \( \mu W \) and 0.577 mW, and 3 detunings from the exciton: -6.3, -5.6 and -4.5 meV for a range of pump powers from 0 to 50 mW. Considering the repetition rate of the pulses (80 MHz), the pulse energies used correspond to: 72 fJ, 720 fJ and 7.2 pJ.

In order to measure the gain (optical amplification) produced by the use of...
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4.3.1 Experimental Results

Measurements with the aim to investigate the produced gain due to pumping of the exciton reservoir were made. To obtain the spectrum of the amplified pulse ($S_A$), produced by effects of the pump, we subtract the CW spectrum ($S_{CW}$) from the one of the transmitted pulses ($S_{tot}$). The gain is given by the integrated intensity of $S_A$ normalised to that of the unamplified pulse $S_p$. 

Figure 4.2: Lower polariton dispersion relation measured by Walker et al. on the GaAs planar waveguide, source: [169]
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Figure 4.3: Measurement done with average pulse power of 5.77 µW, a probe detuning of -4.5 meV and pump power of 29 mW. Images taken at the output grating coupler (right) with the respective integrated spectra (left). For the following cases: (a,d) with the probe pulse laser switched on and the pump laser off, (b,e) pump laser on and probe pulse off and (c,f) both pump and probe on.

The figure 4.4 shows the case for the maximum CW pump power (50 mW) and minimum probe pulse power (5.77 µW) used for a probe detuning of -4.5 meV, and hence represents the lowest signal to background ratio in our experiments. The
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Figure 4.4: Collected spectra the maximum pump (50 mW) and minimum probe (5.77 µW) powers. $S_p$, $S_{CW}$ and $S_{tot}$ are the spectra obtained when, respectively, the probe pulse is switched on, the CW pump is switched on and when both are switched on. $S_A$ results of the subtraction $S_{tot} - S_{CW}$. Probe detuning of -4.5 meV [179].

fluctuation in the CW signal (the difference between $S_{CW}$ and $S_{tot}$ at wavelengths away from the pulse) is invisible and the pulse is still 33% of the background, meaning that we can count on the accuracy of the subtraction.

The measured gain for the three different pulse energies and detunings is shown in figure 4.5. The error bars were calculated using the measured shot-to-shot fluctuations in the pump ($S_{CW}$) and the probe pulse ($S_p$) spectra. The gain expressed in dB showed in the table 4.1 is given by multiplying the logarithm of the intensity of $S_A/S_p$ (fig 4.5) by 10. As shown in the figure, gain increases as the pump power increases and as the probe pulse power decreases. The maximum gain is then obtained for the minimum probe pulse energy (72 fJ) and the maximum pump power (50 mW), see table 4.1. This behaviour is explained by partial depletion of the reservoir, causing saturation of the gain ([18][188]). This was confirmed by the simulations showed in the subsections below, where the reservoir density $n$ is depleted as the probe pulse passes through.

In addition, table 4.1 shows the linear loss corresponding to 100 µm, which is the pump spot length in the propagation direction [169]. The highest linear loss corresponds to 0.97 dB for the smallest detuning (-4.5meV), it means that in the zero-pump case the pulses are expected to decay at worst to a level of $1/10^{0.97} = 0.8$ of their initial value over the length of the pump spot. For 72 fJ and 720 fJ probe pulses, the gain is big enough to compensate this loss. For
Figure 4.5: The measured gain experienced by the probe pulses with different pulse energies and detunings as a function of the pump power. Experimental data are shown as points and results of numerical simulation are shown as solid lines. For clarity only the error bars for every fifth point are plotted. Panels (a), (b) and (c) show data for probe pulse energies of 72 fJ, 720 fJ and 7.2 pJ respectively [179].
the highest probe pulse energy (7.2 pJ) the gain is still present but is not large enough to compensate all the losses. For this high power an additional nonlinear loss appears, as it will be discussed in 4.3.4 due to nonlinear processes scattering polaritons into a high absorption spectral region close to the exciton line.

Table 4.1: Gain at the maximum pump power for different probe parameters \[179\].

<table>
<thead>
<tr>
<th>Probe detuning</th>
<th>-4.5meV</th>
<th>-5.6meV</th>
<th>-6.3meV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. Gain (dB) (72 fJ)</td>
<td>4.3</td>
<td>2.7</td>
<td>-</td>
</tr>
<tr>
<td>Max. Gain (dB) (720 fJ)</td>
<td>1.96</td>
<td>1.37</td>
<td>0.93</td>
</tr>
<tr>
<td>Max. Gain (dB) (7.2 pJ)</td>
<td>0.57</td>
<td>0.45</td>
<td>0.37</td>
</tr>
<tr>
<td>Loss over 100 µm (dB)</td>
<td>0.97</td>
<td>0.90</td>
<td>0.86</td>
</tr>
</tbody>
</table>

*Due to some technical difficulties (laser instability) we were not able to obtain measurements with a probe pulse of 72 fJ and a detuning of -6.3 meV.

4.3.2 Theoretical Model

The gain showed in Figure 4.5 and summarized in table 4.1 is provided by stimulated scattering from the reservoir \[18,189\] where two near-zero momentum excitons scatter into high momentum polaritons; one in the lower and one in the upper polariton branch. Polaritons in the upper branch have very large propagation losses, mainly due to the exciton absorption \[15, 45\] and so cannot be observed.

The model developed by Helgi Sigurdsson, Alexey V. Yulin and Ivan A. Sheplykh to explain this amplification process used a generalised Gross-Pitaevskii (or Nonlinear Schrödinger) equation of motion, describing the coherent field of the lower-branch polaritons (\(\psi\)) and a rate equation for the reservoir (\(n\)):

\[
\begin{align*}
  i\dot{\psi} &= [\varepsilon - i\frac{\gamma}{2} + (g + i\frac{R}{2})n + \alpha|\psi|^2]\psi + F \\
  \dot{n} &= -(\Gamma + R|\psi|^2)n + P
\end{align*}
\]

Where \(\varepsilon\) is the dispersion of the LPB, \(\gamma\) and \(\Gamma\) are the polariton and reservoir inverse lifetimes, \(\alpha\) is the polariton-polariton interaction strength, \(R\) is the reservoir gain, \(g\) is the polariton-reservoir interaction strength, \(F\) is the coherent probe pulse and \(P\) is the non-resonant pump.
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The polariton energy-momentum dispersion was calculated from the strongly coupled exciton resonance ($\varepsilon_X$) and the waveguide photon dispersion ($\varepsilon_P$), see 2.5:

$$\hat{\varepsilon} = \frac{\varepsilon_X + \varepsilon_P}{2} - \frac{\sqrt{(\varepsilon_P - \varepsilon_X)^2 + \Omega^2}}{2}$$

(4.3)

Here, the caret (\(\hat{\cdot}\)) is used for reciprocal space operators and $\Omega$ is the Rabi frequency. The exciton-photon resonance defines the zero energy and zero wavevector position, and the heavy mass of the excitons allows us to write $\varepsilon_X \approx 0$.

Considering the photon field envelope $A = \exp(iq_p z - \varepsilon_P t)$ varying slowly compared to the exciton frequency $\omega_e$ [169] (here $\varepsilon_p$ is the photon frequency and $q_p$ is the photon wavenumber). We applied the slowly-varying-envelope approximation to the waveguide photon mode which results in the following approximation of the wave equation:

$$q_p \frac{\partial A}{\partial z} + \frac{\varepsilon_p}{v_g^2} \frac{\partial A}{\partial t} = 0$$

(4.4)

Giving us the photon dispersion relation: $\varepsilon_P = -iv_g \partial_z$, where $v_g$ is the group velocity of the light. The pulse and the pump are described by:

$$F = F_0 e^{-i(\omega_p t - k_p z) - t^2/2\sigma_t^2 - z^2/2\sigma_z^2}$$

(4.5)

$$P = P_0 e^{-(z-z_0)^6/2\sigma_{CW}^6}$$

(4.6)

Where $z_0 = 120 \mu m$ is the distance from the input grating to the peak intensity of the pump. The 2 ps duration of the pulse determines a $\sigma_t = 0.85 ps$ as $FWHM = 2ps = 2\sigma\sqrt{2\ln 2}$. In the same way $\sigma_z = 1.8 \mu m$ was calculated from the measured size of the pulse beam which was $4.3 \pm 0.01 \mu m$ (measured at the input grating). For the pump $\sigma_{CW} = 47 \mu m$ so that the FWHM is the measured $100 \mu m$.

Parameters of Eq 4.1 and 4.2 depend on the photon and exciton fraction of the polariton, which is determined by the pulse detuning creating polaritons at a certain energy. The three pulse detunings $\hbar \omega_p = \delta_0 = -4.5, -5.6, -6.3$ meV correspond to $\Delta = E_{ph} - E_x = 0, -1.99, -3.12$ which were used to calculate
the Hopfield coefficients (see section 2.5). Therefore, the Hopfield exciton fraction used was: $|C_x|^2 = 0.500, 0.392, 0.336$ for each detuning, each one having its corresponding photon fraction of $C_{ph} = 1 - |C_x|^2$.

The effective parameter values used [190] were: the effective polariton lifetime defined as $\gamma = \gamma_e|C_x|^2 + \gamma_p|C_p|^2$ where $\gamma_e$ and $\gamma_p$ are the exciton and photon lifetimes respectively; the polariton-polariton interaction strength: $\alpha = \alpha_0|X|^4$; the polariton-reservoir interaction strength: $g = 4\alpha_0|X|^2$ and the reservoir gain: $R = R_0|X|^2$. Fixed parameters of the model were taken from [169]: $\hbar \Omega = 9 \text{meV}$, $v_g = 58 \mu \text{mps}^{-1}$, $\gamma_p = 0.1 \text{ps}^{-1}$, $\gamma_e = 0.04 \text{ps}^{-1}$ and $\alpha_0 = 3 \mu \text{eV} \mu \text{m}^2$. Values: $\Gamma = 0.1 \text{ps}^{-1}$, and $R_0 = 8 \mu \text{eV} \mu \text{m}^2$ were chosen to fit the experiment.

We applied damped boundary conditions both in real space and in reciprocal space. In real space we used: $z < -50 \mu \text{m}$ and $z > 400 \mu \text{m}$ to simulate the polaritons exiting the waveguide after traveling from the input grating. In reciprocal space limits were chosen: $|k| > 1 \mu \text{m}^{-1}$ to reproduce the higher losses for momenta far from resonance.

The results of numerically integrating equations 4.1 and 4.2 are shown as solid lines in fig. 4.5. The simulations semi-quantitatively reproduce the main features of our experimental results, they show a gain that increases close to linearly with pump power and that decreases as the pulse detuning from the exciton, $\delta_0$, increases.

Individual features of the simulated spectra of the coherent polariton field are examined directly in 4.3.4.

### 4.3.3 Discussion on the integrated gain

As shown in figure 4.5, the gain increases close to linearly with pump power for probe pulses with detuning $\delta_0$ of -5.6 meV and -6.3 meV. One might expect the gain to increase super-linearly with pump since the pulse grows exponentially with the stimulated scattering rate [18, 189]. However, the depletion of the reservoir causes the pulse at the output to grow more slowly with density, explaining the linear growth observed.

Notably, the simulation significantly underestimates the dependence on $\delta_0$ even though all parameters were adjusted to account for the varying Hopfield coefficients. This suggests that there is an additional dependence of the gain on the pulse detuning. In addition, the exciton broadening occurring at high pump power is another factor affecting the considered detuning.
For pulses detuned closer to the exciton at $\delta_0 = -4.5\,\text{meV}$, the effect of the exciton broadening should be more significant. It can be seen that for this detuning, the output vs input is sub-linear. This sub-linearity is more pronounced for the strong pulses of 720 fJ in panel (b) and of 7.2 pJ in panel (c) than for the weaker pulse in panel (a) (figure 4.5). Remarkably, the simulations did not show this sub-linearity. We note that in these samples there is a band of strong linear absorption related to the inhomogeneously broadened exciton line which begins above -3.8 meV [169]. The exciton broadening at high pump powers would increase optical absorption in the pump spatial region. It may also reduce the exciton density available in the spectral region close to the pulse and so enhance the depletion effect. This can explain why the sub-linearity is not present for the pulse detuned further from the exciton and why it is more pronounced for the higher power probe pulse, for which depletion has a bigger effect. The exciton broadening, probably together with some density-dependent or thermal effect produces a similar effect when measuring the spectra of the CW pump alone ($S_{CW}$), in Fig 4.6 we observe how the overall intensity becomes sublinear at powers $\sim 25\,\text{mW}$.

Figure 4.6: (a) CW spectra at different powers (from 0 to 50 mW) and (b) evolution of their peak intensity

### 4.3.4 Effect of the gain on the nonlinear processes

In this section we will discuss the effect of the gain on the nonlinear processes in the waveguide. The most remarkable nonlinear effect observed happens on the high energy propagated pulses (7.2 pJ) and it is self-phase-modulation (SPM). SPM occurs both in the temporal and the spatial (transversal) coordinates.
Figure 4.7: Output spectrum $I_0$ at zero pump for pulse of $\delta_0 = -5.6 \text{ meV}$ and incident average beam power of 0.57 mW (energy of 7.2 pJ). The solid black curve indicates the half-maximum contour of the input pulse spectrum (before propagation). [179]

The output spectrum $I_0(x, \lambda)$ of a 7.2 pJ pulse with a detuning of $\delta_0 = -5.6 \text{ meV}$ (and zero pump) is shown in figure 4.7. The black line in the figure indicates the half maximum contour of the pulse at the input, the spectrum at the output (after the propagation inside the waveguide) is shown in colour and is significantly broader. At this power, an intensity-dependent phase is accumulated as the pulse propagates which, through the intensity profile of the pulse, is a function of the transverse spatial coordinate x and of time (see 2.11.3). This varying phase leads to the complicated space-time spectral broadening observed in the figure 4.7.

The effect of the gain in the pulse spectrum is shown in figure 4.8. The figure shows the difference between the spectrum of a 7.2 pJ pulse with the highest amplification (maximum pump power applied: 50 mW) and the spectrum of the pulse without gain (at zero pump). The shape of the spectrum is notably changed by the presence of the gain. Some spectral components are strongly amplified (red) by up to 50% of the peak of $I_0$ while others are strongly de-amplified (blue) and some points where there is no intensity in the initial spectrum $I_0$ became populated with polaritons. This transformation of the pulse spectrum results from the combined effects of the gain and the SPM. The gain modifies the intensity profile of the pulse leading to a different nonlinear-optical phase whilst the SPM gives an intensity dependent spectrum.
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Figure 4.8: Difference between amplified spectrum $I_A$ (with a pump power of 50 mW) and the spectrum with zero gain $I_0$ of a probe pulse with detuning $\delta_0 = -5.6 \, meV$ and average pulse power of 0.57 mW (energy 7.2 pJ) \[179\].

The spectrum of the amplified pulse for each of the 3 measured detunings and highest pump power is showed in figure 4.9 panels (a), (b) and (c). The results are similar in all the cases, with some spectral components amplified and some de-amplified modifying the final spectrum of the pulse ($S_A$) when compared with the case of zero gain ($S_p$).

Even though the effect of the gain on the nonlinear response is most dramatic for the highest energy probe pulses due to the strongest self-phase modulation, it is also present in lower energy pulses.

Figure 4.10 shows the effect of the gain in the pulses with medium energy (720 fJ) and detuning $\delta_0 = -4.5, -5.6$ and -6.3 meV. The combination of gain and nonlinear effects is still observable. In a similar way that in SOAs, where pulses with a pulsewidth shorter than the carrier lifetimes exhibit a redshift [183], here the amplified pulse also undergoes an increase in wavelength. A fitting of the lines with a sech$^2$ lineshape (see [211,3]) exhibited spectral shifts of: $160 \pm 20 \mu eV$ for a detuning $\delta_0 = -4.5 meV$, $150 \pm 20 \mu eV$ for $\delta_0 = -5.6 meV$ and $80 \pm 20 \mu eV$ for $\delta_0 = -6.3 meV$.

In both figures [4.9 and 4.10] panel (d) shows the simulated spectra corresponding to the experimental case showed in panel (b) with a pulse detuning of -5.6 meV and highest gain. The simulated spectra were obtained by numerically integrating Eq. 4.1 and Eq. 4.2 discussed in 4.3.2.
4.3. RESULTS

The simulation of the spectra for the medium energy pulses (4.10 panel d) reproduced quantitively the results obtained experimentally. However, the simulation of the spectra for the high energy pulses (4.9) reproduced the broadening of the initially narrow pulse $S_p$ but with significant differences in the total spectral shape. These differences between experiment and theory may arise from the one-dimensional nature of the simulations.

Simulations were performed in one dimension (z), meaning that they neglected that the pulse envelope in the x direction is free to evolve. This simplification works well for the cases of low pulse energy (72 fJ and 720 fJ) because the nonlinear defocussing is weak, giving us a good agreement between the experimental and simulated spectra (fig 4.10). The one dimension simplification breaks down for highest probe pulse energies (7.2 pJ), where the nonlinear defocussing is expected to be bigger. This may be the reason why the simulation does not reproduce the exact shape of the experimental spectrum in 4.9 even though the overall spectral broadening is accurate.
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Figure 4.10: Nonlinear response combined with gain for 720 fJ probe pulses. (a-c) Integrals over the x direction of the amplified pulses spectra $S_A$ (at the highest pump power) and spectra of the pulses with zero gain $S_p$ for three different initial pulse detunings $\delta_0$. (d) Simulation of panel (b). All curves are normalized to the peak of the zero-pump spectrum $S_p$. (b and f published in [179]).

4.4 Conclusions

We have shown amplification of high velocity propagating picosecond polariton pulses with enough gain to overcome losses. We have investigated the effect of probe pulse detuning and power and find a saturation of the gain for higher initial pulse powers. With these results and the corresponding theoretical simulation, we were able to show that the gain is mainly limited by depletion of the reservoir.

Semi-quantitative agreement between the experimental results and simulations was achieved. From the simulations presented in 4.10 and 4.9 we have proved that the spectral broadening present in high energy propagated pulses results from the polariton interactions. In addition, the change in spectrum with gain observed experimentally was successfully reproduced by the numerical model, showing that its main source was the interplay of the gain and the interactions.

We experimentally got a maximum gain of $4.3 \text{ dB}$ for the pulse with minimum energy ($72 \text{ fJ}$) and minimum detuning ($\delta_0 = -4.5 \text{ meV}$). More than 4 times
greater than the linear loss over the pump spot length (0.97 dB). The system could be improved (for greater amplification) by increasing the overlap of the pulses with the gain. One way to do it would be using a $\approx 4 \, \mu m$ ridge waveguide to confine the propagating polariton and the pump region in the transversal direction.

We observed combined gain and nonlinear modulation of the pulse spectra in the same device at the same time, with the spectrum depending on the level of CW pumping. These findings open up the possibility of new classes of nonlinear sub-millimetre waveguide devices exploiting non-hermitian propagation of pico-Joule pulses.
Chapter 5

Cherenkov radiation in microwires

The study of the propagation of picosecond pulses in microwires is reported in the following two chapters. In this chapter I present the first observation of Cherenkov radiation in polariton microwires as a result of the propagation of bright polariton solitons.

Understanding of the effects accompanying guiding of polaritons in microcavity wires (MCWs) is important for the current work pursuing development of polaritonic chip scale devices for classical and quantum information manipulation. Here I show a model of microwire polariton solitons and of their inherent Cherenkov radiation followed by a collection of experimental results where we measured polariton-soliton pulse compression, pulse breaking and emission of the backward Cherenkov radiation.

The interest in using microcavity wires in this and the following chapter comes from the practicality of the system for future applications in polaritonic circuits and, as it will be explained in sections 5.1 and 5.3, particular properties such as a long polariton lifetime and the shape of the LPB, which has finite energy at k=0, are essential for the formation of Cherenkov radiation and conservative solitons.

A summary of the results (including some of the figures) presented here was already published in [191]. The sample used is described in 3.1.2. It was designed by P. M. Walker, grown by E. Clarke and then etched by B. Royall from the University of Sheffield. All the experimental results and part of the theory presented in this chapter were carried out by me and J. K. Chana, under the supervision of M. Sich, D.N. Krizhanovskii and M. S. Skolnick. Theory and simulations were
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developed by D.V. Skryabin, Y.V. Kartashov and O.A. Egorov from University of Bath and ITMO University (see [191] for the full list of academic affiliations).

5.1 Introduction to Cherenkov Radiation

Cherenkov radiation was observed for the first time in 1934, when Pavel Cherenkov under the supervision of Sergey Vavilov noticed a blue light around a radioactive preparation under water. This phenomenon is also known as Vavilov-Cherenkov radiation. In 1937, Igor Tamm and Ilya Frank developed the complete theory behind it. The Physics Nobel Prize was awarded to P. Cherenkov, I. Tamm and I. Frank in 1958.

Cherenkov radiation occurs when charged particles travel through a medium at a speed higher than the speed of light in that medium, producing a shock wave in the electromagnetic field. The most popular form of Cherenkov radiation is the blueish light around nuclear reactors (Fig 5.1) which is produced by the beta particles (fast electrons) emitted by nuclear fission. The charged particles excite the electrons of the water molecules, which then emit photons as they return to equilibrium, because the charged particles travel faster than light in the medium, the shock wave produces constructive interference that forms the blue glow. The amount of energy radiated in this process is given by the Frank-Tamm formula [192].

Forward Cherenkov radiation has had multiple applications in high energy physics, optics, cosmic rays and atmospheric sciences and it is used in particle detectors and accelerators [192].

Backward (reversed) Cherenkov radiation refers to the radiation emitted in the direction opposite to the one of the moving particles radiating it. In 1964 Veselago theoretically predicted that materials with a negative refractive index should present a backward Cherenkov radiation [194]. Recently, it was observed experimentally in a left handed (negative index) all-metal metamaterial [195].

In photonics, the Cherenkov radiation is emitted by a quasi-soliton pulse, instead of a charged particle like an electron. The equivalence comes from the fact that the radiation source is a wave packet (the soliton) with a phase velocity faster than the linear phase velocity of the medium [196].

Cherenkov radiation has been observed as an accompanying effect of solitons in optical fibers for more than 30 years [197]. In 1995, it was theoretically shown
that the Cherenkov concept could be used for all processes in which solitons transfer power to linear waves [196]. More recently, Cherenkov radiation emitted by multiple solitons played an outstanding role in the generation of the supercontinuum in optical fibres [129][130][146]. Supercontinuum generation refers to the process where a narrow-band pulse experiences a several spectral broadening due to a collection of nonlinear effects. It has been shown that the effect of higher-order dispersion on the propagating solitons is necessary for the supercontinuum generation and that it is only when the initial emitted radiation has the chance to interact with the solitons (becoming the photonic Cherenkov radiation) that supercontinuum is achieved [129]. With the aim of understanding the details behind supercontinuum generation, in 2005, Efimov et al. studied the interaction between solitons and continuous waves; Figure 5.2 shows their observation of Cherenkov radiation in fiber optics.

Another important application occurs in microring resonators, where the formation of frequency combs is achieved by using the Cherenkov radiation emitted by solitons [199].

In this chapter, I present the first observation of backward Cherenkov radiation emitted by solitons. As it will be discussed in the following sections, the key
Figure 5.2: Cherenkov radiation observed in optical fibers as a result of the interaction between a soliton and a continuous wave. First row (a),(b),(c) numerical modeling, and second row (d),(e),(f) experimental measurements, showing XFROG diagrams resulting from the interaction between the continuous wave and the soliton. CW power is 100 mW and the propagation length is 0.90 m. Soliton peak power of (a,d) 1.7 kW, (b,e) 4.4 kW and (c,f) 7 kW. Taken from [198].

feature allowing the backward Cherenkov radiation was the form of the dispersion in a microcavity polariton system.

Bright and dark solitons have been observed in polariton systems [19, 20, 54, 164, 169, 173], however Cherenkov radiation was never reported. One of the main issues obstructing the observation of Cherenkov radiation is that it requires polariton lifetimes long enough to allow propagation of polaritons over long distances and therefore of solitons without the pumping beam. Although bright dissipative polariton solitons have been studied in microcavities [19], the short polariton lifetimes make the use of a CW pump holding beam an essential requirement for losses compensation. However, the CW pump beam cannot support propagation of Cherenkov radiation since it only provides gain to soliton harmonics.

Here we decided to use a polariton microcavity wire (MCW) for observation of solitonic effects mainly because the vertical confinement [24, 26, 200, 201] reduces the power degradation due to defocusing in the transverse direction. In addition, a long 30 ps polariton lifetime was obtained thanks to the high quality DBRs in our sample. Because of these two reasons, our microwire proved to be a good sample to observe bright solitons without the use of the holding beam.
5.2 EXPERIMENTAL LAYOUT AND SAMPLE CHARACTERIZATION

In addition, the strong nonlinearity characteristic of polariton systems \[24, 164\] represents an important advantage enhancing the intensity of the measured Cherenkov radiation.

5.2 Experimental Layout and sample characterization

We worked with the sample described in \[3.1.2\] which is a 1 mm long and 5 \(\mu\)m wide microwire. The characterization of the microwire was carried out using the setup described in \[3.2.2\]. The obtained energy-momentum dispersions are showed in figure \[5.3\]. We measured an exciton-photon detuning of \(\simeq -2\) meV, a polariton lifetime of \(\simeq 30\) ps and a polariton Rabi splitting \(\hbar \Omega_R \simeq 4.5\) meV.

![Figure 5.3: (a) Experimentally measured energy-momentum dispersion in the microwire. The brightest line corresponds to the ground state and the next line up to the first excited state. (b) Numerical simulation of the dispersion accounting for the 30 ps polariton lifetime. Continuous spectrum is located between the white lines [191].](image)

The TE-TM splitting was also measured. As shown in figure \[5.4\], the TE-TM splitting changes with momentum \(k_x\), at \(k_x = 0\) (panel a \[5.4\]) it is close to 0
and at 2 µm$^{-1}$ (panel c 5.4) it is about 20 - 30 µeV, which is in the limit of the spectrometer resolution of $\sim 2 \, \text{Å}$.

![Figure 5.4: Microwire characterization: TE-TM energy splitting. (a-c) Measured dispersions at different polarization (linear, diagonal and circular). (d-f) TE and TM polarizations intensity vs energy at $k_y \simeq 0$ and for different values of $k_x$: (d) $k_x \simeq 0$, (e) $k_x \simeq 1 \, \mu\text{m}^{-1}$, and (f) $k_x \simeq 2 \, \mu\text{m}^{-1}$. (d-f) Published in [191].](image)

In order to observe soliton formation, we worked in a transmission configuration with the setup described in 3.2.3, 3.2.4, and sent a TE-linearly polarized pulse beam quasi-resonantly to the microwire as showed in figure 5.5.

On the experiment we were able to vary the central wavelength, power and angle (along the x-axis) of the excitation beam, which is equivalent to the momentum $k_x$ (in the following section 5.3, the parameter k is used instead of $k_x$, where $k = k_x L$). As I will show in the following sections, to achieve soliton formation we need to excite at high energy and momentum and these 2 parameters along with the excitation power determine the intensity, velocity and direction of the produced Cherenkov radiation.
5.3 Theoretical model of polariton Cherenkov radiation

As mentioned above, the theory and modelling of Cherenkov radiation in microwires were developed by D. V. Skryabin, Y. V. Kartashov and O. A. Egorov. This section summarizes their theory published in [191]. We present it before the experimental results with the aim to help the reader to understand the origin of the Cherenkov effect observed in the polariton system.

5.3.1 Model equations

The following dimensionless equations were developed to model the backward polariton Cherenkov radiation in microwires:
Here $A_{\pm}$ are the amplitudes of the $\sigma_+$ and $\sigma_-$ polarized photonic modes coupled to the positive and negative spin-one coherent excitons $\psi_{\pm}$ in a microcavity \[201\]. The exciton-exciton interaction and the spin-orbit coupling effects between the photonic components (from the TE-TM photon energy splitting) were considered in the model. The photon $\gamma_c$ and the exciton $\gamma_e$ linewidth and detuning parameters $\delta_c$ and $\delta$ are normalised to the Rabi splitting of $\bar{\hbar}\Omega_R = 4.5$ meV. For the polariton linewidth 0.1 meV, $\gamma_{c,e} = 0.02$. The parameters $\delta_c = -0.4$ and $\delta$ are dimensionless detunings of the cavity resonant frequency and of the pulse carrier frequency from the exciton resonance chosen by us as a reference.

Lateral confinement in the microwire is described by $U(y) = e^{-2y/w^2} - 1$ where $w = 7$ is the dimensionless wire width \[201\]. Spatial coordinates are normalised to the distance $L = \sqrt{\hbar/(2m_e\Omega_R)}$, where $m_e = 10^{-36}$ kg is the effective mass of the cavity photons.

The parameter $g$ refers to the cross-spin exciton-exciton interaction which is weakly attractive, $g=-0.05$ \[63\].

$c$ characterises the spin-orbit coupling strength (the symbol $c$ is used instead of the $\beta$ in \[191\] to avoid confusion with the propagation constant of waveguides used in the previous chapter). We measured a TE-TM energy splitting of 20-30 $\mu$eV (fig 5.4) which is well approximated by $c = 0.02$. For the simulation of the energy vs momentum dispersion (Fig 5.3) of the MCW we set $A_\pm(x,y) = a_\pm(y,k)e^{ikx}$, $\psi_\pm(x,y) = \psi'_\pm(y,k)e^{ikx}$ where $k$ is the momentum along the propagation direction. Then the resulting linear eigenvalue problem for $a_\pm(y,k)e^{ikx}$, $\psi'_\pm(y,k)e^{ikx}$ was solved numerically.

The energy spectrum of the lower polariton branch has a discrete part consisting of the two pairs of nearly degenerate TE and TM modes and a continuous part, which is located between the white lines in the figure 5.3. A pair of discrete energies corresponds to the even ground state and a second pair to the odd excited state. $c$ is the parameter responsible of the lifting of the degeneracy between the TE and TM modes within the pairs on the dispersion.

In the same way as that in a planar microcavity \(2.5.3\), the shape of the po-
lariton dispersion shows that the effective polariton mass \( m_{\text{eff}} = \frac{\hbar}{\Omega R L^2 \partial^2 \varepsilon} \) changes its sign at some critical momentum. It means that the group velocity dispersion also changes its sign, from anomalous to normal, as discussed in 2.5.3, and hence a nonlinear self-focusing of polaritons can result from the repulsive exciton-exciton interaction.

5.3.2 Soliton solutions

To form a soliton from a polariton pulse, a balance between the pulse chirp induced by kinetic spreading and the chirp induced by polariton-polariton repulsion must be achieved (see 2.12.2). In order to do this, the polariton pulse prepared in the ground state (figure 5.6) needs to have a momentum high enough so that a large part of the pulse spectrum belongs to the negative mass range.

Our polariton model (Eqs 5.1-5.4), as many mathematical models, idealises the dispersion laws needed for soliton formation and disregards the dissipation always present in nature. For better understanding of the physics in our system, an approximated model with exact soliton solutions had to be developed. Several approximations were made to find the exact soliton solutions. We considered only one dimension: \( \partial_y = 0 \), and disregard \( \partial^2_x B_{\pm} \) and \( \varsigma \partial_x B_{\pm} \) by assuming a narrow spectra of the pulses. We proceed by substituting

\[
A_{\pm} = B_{\pm}(t, x)e^{ik_s x}, \psi_{\pm} = \phi_{\pm}(t, x)e^{ik_s x} \tag{5.5}
\]

Where \( k_s \) is the soliton momentum, into Eqs 5.1 to 5.4 Resulting in:

\[
\begin{align*}
\partial_t B_+ + i2k_s \partial_x B_+ + (\delta_c + \delta - k_s^2)B_+ &= -\phi_+ - \varsigma k_s^2 B_- \\
\partial_t B_- + i2k_s \partial_x B_- + (\delta_c + \delta - k_s^2)B_- &= -\phi_- - \varsigma k_s^2 B_+ \\
i\partial_t \phi_+ + (\delta - |\phi_+|^2 - g|\phi_-|^2)\phi_+ &= -B_+ \\
i\partial_t \phi_- + (\delta - |\phi_-|^2 - g|\phi_+|^2)\phi_- &= -B_-
\end{align*}
\tag{5.6-5.9}
\]

Fig 5.6 shows (with dotted lines) the simulated dispersion of the ground state polariton modes using these equations.
Figure 5.6: The lowest energy modes dispersion is shown with solid red (TE mode) and black (TM mode) lines: \( \varepsilon = h \omega_R \delta \) vs. polariton momentum \( k L^{-1} \). The approximate dispersion giving the exact solitons is shown with the dotted lines. The TE-TM splitting is very small at the scale of the plot (\( \approx 30 \mu eV \), so that the red and black lines are very close. The grey shaded area represents continuous spectrum. Exact solitons dispersions are shown with straight lines and Cherenkov resonances with open circles. Blue line for a soliton centered at \( \simeq 2 \mu m^{-1} \) with \( \delta = -0.35, \ k_s = 1.2, \ v = 0.366 \) gives a Cherenkov resonance at zero and, green line for a soliton centered at \( \simeq 2.4 \mu m^{-1} \) and \( \delta = -0.24, \ k_s = 1.5, \ v = 0.150 \) results in a backwards Cherenkov radiation with resonance at \( \simeq -0.9 \mu m^{-1} \). The positions of the open circles representing Cherenkov resonances are given by the solutions of Eq. 5.14 [191].

The exact soliton solutions of the system are given by:

\[
B_\pm(t, x) = b_\pm(\xi), \phi_\pm(t, x) = \phi_\pm(\xi), \xi = x - vt
\]  

(5.10)

Where \( v \) is the group velocity. After solving numerically we got two families of linearly polarised solitons, TM-solitons when \( b_+ = b_- \) and TE-solitons for \( b_+ = -b_- \). To analyze the stability of the soliton families, equations 5.6-5.9 were linearised assuming that the solitons are perturbed by small-amplitude localised perturbations evolving in time as \( e^{\lambda t} \), and solved the eigenvalue problem for the perturbations numerically. We found instability growth rates \( \Omega_R \) of \( \approx 1 ps^{-1} \) for both families, however TM solitons are unstable in their entire existence domain.
5.3. THEORETICAL MODEL OF POLARITON CHERENKOV RADIATION

and can transform into a pair of quasi-solitons, while TE solitons are stable in the region before the $\sigma_{\pm}$ families split from them.

We decided to use the TE orientation in the experiments to reduce the complexity of the nonlinear dynamics.

5.3.3 Polariton Cherenkov radiation

The frequencies of the ground state modes in the microcavity wire are well approximated by:

$$\delta_{TE, TM} = -\frac{1}{2}(\delta_c - (1 \pm \zeta)k^2) - \sqrt{\frac{1}{4}(\delta_c - (1 \pm \zeta)k^2)^2 + 1}$$

(5.11)

where plus and minus signs correspond to the TE and TM modes, respectively. Eq. (5.11) is obtained from substituting the anzats containing the exact soliton solutions, $b_{\pm}, \varphi_{\pm}$ and the radiation field $\varepsilon_{\pm}, \alpha_{\pm}$:

$$A_{\pm}(t, x) = b_{\pm}(\xi)e^{ik_sx} + \varepsilon_{\pm}(\xi, t)e^{i\delta t}$$

(5.12)

$$\varphi_{\pm}(t, x) = \varphi_{\pm}(\xi)e^{ik_sx} + \alpha_{\pm}(\xi, t)e^{i\delta t}$$

(5.13)

into equation 5.1 with $\partial_y = 0 = \gamma_{c, e}$, and linearise around $\varepsilon_{\pm}, \alpha_{\pm}$ (see supplementary material of [191] for more details).

Soliton’s dispersion is shown in figure 5.6; it is a straight line because a soliton is a wavepacket with suppressed group velocity dispersion. The soliton group velocity is given by the tilt of that line. A blue shift of the nonlinear polariton wave is produced by the repulsive nonlinearity, meaning that the soliton dispersion is shifted upwards from the linear spectrum. When the soliton dispersion intersects the energy spectrum of the linear polaritons (circles in fig 5.6) it produces a resonance momentum and the soliton is expected to emit dispersive waves with the spectrum centred at this momentum. Those waves are the Cherenkov radiation.

Hence, considering the soliton dispersion $\delta_{+}v(k - k_s)$, which is a straight line, the Cherenkov resonance conditions are:

$$\delta + v(k - k_s) = \delta_{TE, TM}$$

(5.14)

Depending on the soliton momentum, the intersection with the dispersion of the linear polaritons can be at $k \leq 0$. Therefore the Cherenkov radiation
momentum and group velocity can be zero or negative, referring to radiation that stays near to where it was emitted or propagates in the opposite direction of the solitons generating it.

Simulations of backwards Cherenkov radiation obtained from the 2D modeling of Eq. 5.1-5.4 are shown in Fig. 5.7.

Figure 5.7: Emission of the backward Cherenkov radiation. Results of the 2D modelling of Eqs. 5.1-5.4 showing evolution of the quasi-solitons and of the backward-emitted Cherenkov radiation with the negative momentum and negative group velocity. (x, t)-plots show the space-time dynamics of |\(A_{\pm}(x, t)\)| and (k, t)-plots show the corresponding evolution of the photon density in the momentum space. The waves deviating towards negative values of x in the (x, t)-plots in columns b and c are the backward Cherenkov radiation. Vertical black lines on the (k, t)-plots show theoretically predicted momenta of the Cherenkov radiation \[191\].

5.4 Experimental Results

Experiments were carried out as described in \[5.2\]. We performed two series of experiments to firstly demonstrate bright soliton formation and then Cherenkov
5.4. EXPERIMENTAL RESULTS

To achieve soliton formation, we excited with a TE-linearly polarised pulsed laser (Tsunami spectra physics, see 3.2.3) of ≃ 5 ps-long full width at half maximum (FWHM). We needed to excite the polariton pulses in the negative effective mass region (as explained in the previous section). Therefore, we adjusted the momentum of the excitation pulse above the inflection point of the lower polariton branch, at $k_x \simeq 2.2 \mu m^{-1}$.

The excitation beam couples more efficiently to the ground polariton mode than to the first excited mode and creates a polariton pulse ≃ 30 µm wide that propagates along the x direction.

The results of varying the power of the excitation beam are showed in figure 5.8. We observed quasi-linear propagation at low powers (10 µW) and solitonic compression at high powers (100 µW). A snake-like pattern appears in real space (Fig. 5.8 panels a-c) due to the superposition of the ground and first polariton modes [202].

At low power (10 µW), the pulse propagates until the photoluminescence signal decays to the noise level (Fig 5.8 a, b). Pulse width stays quasi-linear without showing compression. In real space, the pulse changes its shape with time through the group velocity dispersion.

Figure 5.8: Real space evolution of pulses in time. (a,b) Low excitation power P=10 µW polariton pulse at (a) 5 ps and (b) at 40 ps. (c-f) Polariton pulses with high excitation power P=100 µW, showing soliton shrinking effect (d,e) followed by expansion (f), captured at (c) 5 ps, (d) 25 ps, (e) 50 ps and (f) 90 ps. Time t=0 corresponds to the arrival of the excitation pulse. White lines show the normalised intensity profiles integrated over y [191].
At higher power (100 µW), solitons are observed. The pulse width decreases to ≃ 12 µm in the first 40 ps (Figs 5.8d,e and 5.9a). The shrinking of the pulse width indicates that the chirps produced by the dispersion and the nonlinearity are compensated by each other, allowing the formation of bright solitons. After the soliton width reaches its maximum of compression it can either start spreading out or break up into a train of weaker solitons. In this case, the point of minimum spreading occurs at around 40 ps, and then the soliton starts to expand adiabatically (Fig 5.9).

Figure 5.9: Soliton compression effect (a) FWHM vs time. 5 ps excitation pulse, P=100 µW. The pulse undergoes an initial compression during the first 40 ps and then spreads out. (b)5 ps excitation pulse, 100 µW. FWHM vs 1/√N(t), where N is the polariton density proportional to the emission intensity (c) FWHM evolution for a 2 ps excitation pulse at different powers.

The width of a bright conservative soliton w can be approximated by the healing length of the polariton fluid, which is obtained by equating the kinetic
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energy due to dispersion to the potential energy due to the polariton-polariton interactions and is described by \( w(t) = 2\hbar/\sqrt{2MgN(t)} \) where \( N(t) \) is the polariton density, \( g \) is the interparticle interaction coefficient and \( M \) is the polariton effective mass \[19\]. Figure 5.9 panel b shows the evolution of the polariton emission intensity (proportional to the polariton density) vs the wavepacket width. Between 40 and 80 ps, when there is an increment of the size of the wavepacket (Fig. 5.9(a)), there is a linear dependence of the wavepacket width with \( 1/\sqrt{N} \) (Fig. 5.9(b)) in agreement with the predicted solitonic behaviour.

In this regime, (5 ps excitation pulse at \( k_p \approx 2.2\mu m^{-1} \) and 30 \( \mu m \) wide) we achieved the formation of bright solitons when their Cherenkov radiation is either negligible or inexistent.

To observe Cherenkov radiation we performed a second experiment, where the excitation pulse was shorter (2 ps) and smaller in real space (\( \approx 11 \mu m \) (FWHM)). The pulse momentum was chosen higher, at \( k_p \approx 2.4 \mu m^{-1} \) for a Cherenkov resonance of \( -0.9 \mu m^{-1} \) (see Fig 5.6) to produce Cherenkov radiation traveling in the opposite direction of the solitons.

We varied the excitation power from 30 \( \mu W \) to 15 mW. As shown in Fig 5.9, at the lowest power, the FWHM quickly increases up to 30 \( \mu m \), because at this power the weak nonlinearity is unable to compensate the spreading out of the pulse caused by the polariton dispersion. At higher powers (\( \geq 170 \mu W \)), the nonlinearity due to polariton-polariton interaction becomes strong enough to balance the dispersion resulting in non-dispersive propagation of the pulse for about 30 ps. The non-dispersive propagation lasts longer for higher powers. For 400 \( \mu W \), the pulse width fluctuates slightly between 8 and 12 \( \mu m \) (Fig 5.9b) for about 30 ps, while for \( P=170 \mu W \) it starts spreading out at \( t \approx 20 \) ps.

As predicted in the theory (5.3), the group velocity and momentum of the Cherenkov radiation depends on the excitation power and momentum. For low power, the soliton dispersion shifts closer to the dispersion of the linear polaritons and intersects it at \( k_x \approx 0 \). It produces Cherenkov radiation with a velocity around zero (fig 5.6). At higher powers, the repulsive nonlinearity is bigger and the soliton dispersion is shifted upwards from the linear spectrum and towards negative momenta in the range between 0 and \( -2\mu m^{-1} \).

Figures 5.10 and 5.11 show the recorded soliton traces in both real space (x coordinate vs time) and far field (\( k_x \) momentum vs time). The soliton width (FWHM) evolution in time is shown in figure 5.9 c.

Figure 5.10 shows that Cherenkov radiation emerges at the critical power of \( \approx 770 \mu W \) after \( \approx 20 \) ps. The radiation appears as a nonpropagating polarit-
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Figure 5.10: Experimental data showing non propagating Cherenkov radiation at low excitation powers. (a-d) Real space images of the polariton emission intensity vs time and the propagation direction x measured at the centre of the microwire ($y = 0 \pm 0.2 \mu m$) for different excitation beam powers ($< 1 \text{ mW}$). Time $t=0$ corresponds to the arrival of the excitation pulse. (e-h) Far field images of the polariton emission intensity vs time and $k_x$ momentum recorded at $k_y \approx 0$ for increasing excitation powers. In panel (h) a dotted line shows the position of $k_{cr} = 0$. 

Figure 5.11: Experimental data showing non propagating Cherenkov radiation at low excitation powers. (a-d) Real space images of the polariton emission intensity vs time and the propagation direction x measured at the centre of the microwire ($y = 0 \pm 0.2 \mu m$) for different excitation beam powers ($< 1 \text{ mW}$). Time $t=0$ corresponds to the arrival of the excitation pulse. (e-h) Far field images of the polariton emission intensity vs time and $k_x$ momentum recorded at $k_y \approx 0$ for increasing excitation powers. In panel (h) a dotted line shows the position of $k_{cr} = 0$. 

The corresponding image in k-space shown in panel g consists of a broad range of harmonics with different k-vectors populated by polariton-polariton scattering from the initially excited state, thus triggering the Cherenkov radiation at $k \approx 0$. When increasing the excitation power (panel d and h), Cherenkov radiation starts propagating backwards, with negative momentum at $k_x \approx -0.2 \mu m^{-1}$. As predicted, Cherenkov radiation momentum and group velocity increases with the excitation power, from 0 at 768 $\mu W$ to $k \approx -0.5 \mu m^{-1}$ at 15 mW (fig 5.11), corresponding to fast backward-propagating Cherenkov radiation in real space (fig 5.11).

Figure 5.11 shows the real space and k space evolution of the Cherenkov radiation at higher excitation powers. At $P=3 \text{ mW}$ the input pulse splits creating
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a weak second quasi-soliton at \( \simeq 50 \text{ ps} \), in a similar process to the well-known soliton fission observed in optical fibres [130]. At \( P=15 \text{ mW} \) the pulse transforms into a complex spatio-temporal multi-peak structure. In k-space (panel g) we also observe a modulated spectrum.

Figure 5.11: Experimental data showing backward Cherenkov radiation at high excitation powers. (a-d) Real space images of the polariton emission intensity vs time and the propagation direction \( x \) measured at the centre of the microwire \( (y = 0 \pm 0.2 \mu m) \) for different excitation beam powers (\( \geq 2 \text{ mW} \)). Time \( t=0 \) corresponds to the arrival of the excitation pulse. (e-h) Far field images of the polariton emission intensity vs time and \( k_x \) momentum recorded at \( k_y \simeq 0 \) for increasing excitation powers. [191]

Wavepackets that propagate in the same direction than the main soliton but with a smaller velocity appear at powers greater than 2 mW (Fig 5.11). They emerge 5-10 ps after the backward Cherenkov radiation. These wavepackets correspond to the expected forward Cherenkov radiation emitted by the evolving soliton due to gradual photonic losses of polaritons.

Also at high powers (2-15 mW), we observed a reduction of the width and central wavelength of the momentum distribution over time (fig 5.11 right column). This happens due to polariton free-carrier, polariton-phonon and polariton-polariton
scattering that gradually relaxes their momentum to zero. In real space, spatio-temporal maps (left column in fig. 5.11) do not show a visible change in the group velocity because the solitons central momentum is near the point of inflection in the LPB (fig. 5.6), where the velocity is close to independent of momentum.

In general, we observed good agreement between the theory (5.3) and our experimental results including spatio-temporal maps in both real and k space.

5.5 Conclusions

In this chapter I have shown our study of the nonlinear effects accompanying the ultra-short pulse propagation in a pump free microwire guiding exciton-polaritons.

We have introduced an approximate model that has exact soliton solutions and demonstrated theoretically and experimentally the existence of backward Cherenkov radiation emitted by the polariton solitons in the microwires.

Our experimental results are in excellent qualitative agreement with the numerically modelled spatio-temporal patterns developed by Skryabin et al. (Fig 5.7).

We have experimentally measured backwards and non-propagating Cherenkov radiation, bright soliton formation and nonlinear pulse compression. We observed that at low powers, solitons appear without Cherenkov emission and after a threshold (> 0.76 mW in our measurements) Cherenkov radiation emerges. At low powers, we recorded Cherenkov radiation with velocities near zero. When increasing the excitation power (>2 mW) we observed an increment in the radiation momentum and velocities, until reaching fast backward Cherenkov radiation moving at similar velocities to the quasi-solitons emitting it.

Backwards Cherenkov radiation can be considered an independent signature of high-power solitons in microwires.

Polariton microcavity wires are seen as the future building blocks of polariton information processing circuits [203], where the bright conservative solitons and Cherenkov effects studied in this chapter are expected to play a role as significant as they have done in fibre optics [129, 130] and nanophotonics [199].
Chapter 6

Spin domains in one-dimensional conservative bright solitons

As part of our study of the propagation of picosecond pulses in microwires, I present in this chapter the formation of spin domains observed through the polarization resolved measurements of conservative bright solitons.

A summary of the results presented here was already published in [204]. All the experimental results shown in this chapter were obtained by me with the guidance of Maksym Sich, Maurice Skolnick and Dmitry Krizhanovskii. Theory and modelling were developed by H. Sigurdsson, Ivan Shelykh, Evgeny Sedov, Alexey V. Kavokin and Dmitry Skryabin.

As mentioned in the previous chapter, the study of the effects occurring when guiding polaritons in microwires is of vital importance for future applications in polaritonic devices, and the presence of the spin domains, which will be shown in this chapter, could represent a new possibility for polariton spinoptronic devices such as soliton-based logic gates [7] or spin transistors [205].

6.1 Introduction to optical polarization (or spin) domains

Temporal and/or spatial domain formation have played an important role in many sciences, such as biology, magnetism and optics. In biology, it has been shown that domain formation on cell membranes is related to certain processes,
including membrane sorting, signal transduction, virus trafficking and protein processing \[206\]. In physics, magnetic domains are the responsible of the magnetic behaviour of ferromagnetic materials. Their most popular application occurs in computer’s hard drives, where the information is stored in the magnetic layer below the surface of the disk by creating small magnetic domains.

In optics, polarisation domain formation is a nonlinear process where neighbouring domains are separated by a domain wall, a form of topological defect arising from modulational instability in the media \[207\]. It has been shown that polarization domains in self-defocussing Kerr media is directly linked to soliton formation \[208\]. Polarization domain walls were observed in optical fibres in 2017, confirming their solitonic nature and their possible application as topological bits for data transmission \[209\].

Because of their high optical nonlinearity, exciton-polaritons are a natural option for the study of polarization domains. The spin of polaritons is directly linked with the polarization of the emitted light from the microcavity, the two possible spin projections on the growth direction correspond to right and left circular polarisations. Polariton-polariton interactions are also spin dependent, polaritons with the same spin projections repel each other, while polaritons with opposite spin only weakly interact and can even attract each other (see 2.5.1).

Nonlinear polarisation phenomena that have been previously observed in polariton systems includes spin-selective filtering \[210\], spin switching \[8\], polarisation dependent stability of dissipative solitons \[211\] and dark half solitons \[54\]. The first observation of spin domains in a polariton system, is presented in this chapter.

6.1.1 Poincaré sphere

As explained in 2.5.1, the spin of polaritons can be described with the same pseudospin notation extensively used for electrons. A pure spin state \(|\psi\rangle\) is written as

\[
|\psi\rangle = \cos \frac{\theta}{2} |\uparrow\rangle + e^{i\varphi} \sin \frac{\theta}{2} |\downarrow\rangle
\]

(6.1)

All these states can be represented as a point on a sphere surface, where \(\theta\) gives the inclination angle and \(\varphi\) the azimuth angle. This sphere formed by the pseudospins is called the Bloch sphere and is shown in figure 6.1b.
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The polariton pseudospin is directly linked to the emitted light polarization (2.5.1). Each spin state corresponds one to one to a Stokes vector, which fully describes the polarization of the light coming out from the cavity (fig 6.1a).

The Stokes vector (normalised to unity) is defined as: $S^* = (S^*_1, S^*_2, S^*_3)$ where each of its components is the degree of linear, diagonal and circular polarization respectively and are defined as follows:

$$S^*_1 = \frac{\psi_+ \psi_+^* + \psi_- \psi_-^*}{|\psi_+|^2 + |\psi_-|^2} = \frac{I_h - I_v}{I_h + I_v}$$  \hspace{1cm} (6.2)

$$S^*_2 = \frac{i \psi_+ \psi_+^* - \psi_- \psi_-^*}{|\psi_+|^2 + |\psi_-|^2} = \frac{I_d - I_{ad}}{I_d + I_{ad}}$$  \hspace{1cm} (6.3)

$$S^*_3 = \frac{||\psi_+||^2 - ||\psi_-||^2}{|\psi_+|^2 + |\psi_-|^2} = \frac{I_{\sigma^-} - I_{\sigma^+}}{I_{\sigma^+} + I_{\sigma^-}}$$  \hspace{1cm} (6.4)

Here the total intensity in the circular basis of the cavity light ($\psi_+; \psi_-$) is given by $S_0 = |\psi_+|^2 + |\psi_-|^2$. And $I_P$ are the intensities in the horizontal (h), vertical (v), diagonal (d), antidiagonal (ad), left-hand circular ($\sigma^-$) and right-hand circular ($\sigma^+$) polarization.

It can be noted that $S_0^2 \leq S_1^2 + S_2^2 + S_3^2$ is the equation of a sphere in the Stokes parameter space. It is known as the Poincaré sphere and its surface represents the total of the polarization states of light.

In the following sections we use the Poincaré sphere, and Stokes vectors, to present the evolving polarization of conservative solitons in a microcavity wire.

6.2 Experimental Layout

We used the same 5 $\mu$m wide microwire than in the previous chapter (3.1.2).

A similar experiment to the one where we observed Cherenkov radiation was carried out (see 5.2). A pulsed laser was focused on the microwire resulting in the propagation of a soliton in one direction and Cherenkov radiation in the opposite way.

In this chapter we studied the polarization of the propagating soliton as a function of time and the spatial coordinate. Polarization time resolved measure-
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Figure 6.1: Poincaré and Bloch spheres showing the one to one correspondence between a Stoke vector and a spin vector. (a) Poincaré sphere. The red arrow shows a Stoke vector that characterizes the polarization of light. Each point on the sphere surface represents a polarized state. (b) Bloch sphere. Here the red arrow is a spin vector. The poles correspond to the spin up and spin down states. The vertical axis corresponds to the z axis (growth direction) in a microcavity system.

ments were done using the optical setup described in 3.7, with the final mirror sending the signal to the streak camera.

Our control parameters in the experiment were the pulse power, centre wavelength, angle of incidence and polarization angle. However, as in the previous chapter (5.2), to achieve soliton formation we fixed the wavelength to be quasi-resonantly with the LPB and the excitation k-vector above the point of inflection at $k_x \approx 2.2 \, \mu m^{-1}$. The pulse duration was $\approx 5$ ps (FWHM). It was linearly polarized, we varied the angle of its polarization with a halfwave plate (fig 3.7).

In the following sections polarization angles are defined according to the laboratory frame, the figure 6.2 shows the polarization relative to the microwire position.

6.3 Experimental Results

We performed the experiment described in the previous section, starting with the case of excitation with vertical (TE) polarization. We separately measured
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Figure 6.2: Scheme of the experiment showing the polarization relative to the microwire position. We excited with a pulsed laser from the back of the sample. The microwire is aligned along the x direction, which corresponds to the horizontal polarization (TM). Vertical polarization (TE) is aligned perpendicular to the wire. Diagonal (D) and antidiagonal (AD) polarization directions are also showed in the image.

The emission intensity of each polarization: horizontal, vertical, diagonal, antidiagonal, right hand circular and left hand circular and recorded each of the components of the Stokes vector (see equations 6.2). We varied the excitation pulsed pump power from 13 \( \mu W \) to 3.1 mW and observed soliton formation and Cherenkov radiation as in the results showed in chapter 5.

The polarization-resolved propagation of the soliton at low excitation powers is shown in figure 6.3. At the lowest power (\( P=13 \mu W \)) the soliton has not formed yet, the polariton nonlinearity is very weak thus the wavepacket propagates in the linear regime, spreading due to the dispersion. At 87 \( \mu W \) the polariton nonlinearity becomes strong enough to balance the dispersion allowing the non-spreading propagation of a soliton. The evolution in time of the polarization of the soliton at this low power is plotted over the Poincaré sphere in fig 6.4.

We note that at time \( t=0 \), the measured polarization already has diagonal and circular components, even though the excitation beam is completely TE (vertically) polarized. This could be due to birefringence in the substrate and the influence of the edges of the microwire on the polarization of the pump.

At low power (87 \( \mu W \)) we observed polarization precession along the soliton
Figure 6.3: Polarization-resolved propagation of the soliton in real space. Polaron- 
ton emission intensity ($S_0$) and polarization Stokes components ($S_1^*, S_2^*$ and $S_3^*$) 
are shown separately for 2 different low excitation powers: (a-d) 13 $\mu$W and (e-h) 
87 $\mu$W. All the data was taken at $y = 0 \pm 0.5 \mu m$. [204]

propagation (Figures 6.3 and 6.4). We observed that the three components of 
the Stokes vector oscillate between positive and negative values with time. The 
polarization beats in Fig 6.3 f-h, correspond to the motion of the Stokes vector 
around the Poincaré sphere showed in 6.4d, in which the precession of the vector 
as the soliton propagates is clearly visible. Note, that for clarity we plotted the 
Stokes vector scaled to 1, while the experimentally measured degree of polariza-
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Figure 6.4: P=87 µW. (a,b,c) Show the $S_0$, $S_1^*$ and $S_3^*$ Stokes components. The green line (dotted line in a) shows the spatial points of the soliton profile where we measured the values of the Stokes vector for the reconstruction in panel d. (d) Evolution of the Stokes vector plotted on the surface of the Poincaré sphere. The brighter (darker) lines correspond to the evolution of the vector on the front (back) surface of the sphere. The length of the experimental Stokes vector is normalised to unity. (e) Degree of polarization vs time along the plotted points on panel d.

\[ DOP = \sqrt{S_1^{*2} + S_2^{*2} + S_3^{*2}} \]

It is not clear what leads to the observed
depolarization, it may be some fast oscillation of the Stokes vector not detected experimentally or a depolarization occurring during the soliton emission because of the interaction with the edges of the microwire.

The observed polarization rotation can be described as a polariton pseudospin precession around a time-varying effective magnetic field \([212]\). Three different mechanisms are involved in the creation of this effective magnetic field: splitting between D and AD polarized components induced by strain, electronic anisotropy or crystallographic anisotropy \([213,214]\); TE-TM splitting \([54,215]\); and polariton-polariton interactions. The effective magnetic field induces an energy splitting of \(\Delta_{\text{eff}} = 2\hbar/T \simeq 22 \mu\text{eV}\) according to the measured precession period \(T \simeq 60\ \text{ps}\).

At higher powers a completely new behaviour appears. Whilst at \(P=0.24\ \text{mW}\) polarization precession is still present, especially in the diagonal and circular components (figure 6.5), at \(P=0.95\ \text{mW}\) we observe formation of stable propagating domains in all the Stokes vector components. This drastic change in the polarization behaviour is accompanied by the appearance of Cherenkov radiation and the transformation of the single soliton observed at lower powers into a soliton doublet at \(t \simeq 50\ \text{ps}\) (around 20 ps after the emission of Cherenkov radiation). The two almost orthogonally-polarised domains are spatially separated and correspond to each of the soliton doublet spatial components. This domain formation is observable in all the polarization components, but it is most pronounced in the \(S^*_1\) (H-V linear polarisation basis). Polarization precession is still present; however, its scope is reduced and polarizations of the front and back domains remain nearly orthogonal.

The evolution of the Stokes vectors at this intermediate power (\(P=0.95\ \text{mW}\)) is plotted over the Poincaré sphere in Figure 6.6, with one soliton of the doublet in each panel. During the first 50 ps of the solitons propagation, we observed a very fast precession around the poles of the Poincaré sphere. This precession has a period of \(T \simeq 10\ \text{ps}\) (for the trace 1), corresponding to an induced energy splitting of \(\Delta_{\text{eff}} \simeq 130 \mu\text{eV}\) due to an effective magnetic field arising from the spin-dependent polariton nonlinearity.

At later times \((t > 50\ \text{ps})\), after the soliton doublet is clearly formed, the polariton density and nonlinearity decreases producing a slower polarization precession with a period of 120-125 ps. The precession remains orthogonal for each domain. Polarization continues moving around the poles of the Poincaré sphere, depending on each soliton of the doublet: the first one (trace1) moves around the south pole \((\sigma^+ = 1)\) and the second one (trace2) around the north pole corresponding to \(\sigma^- = 1\) or left-handed circular polarization.

At the highest pump power, \(P = 3.1\ \text{mW}\), we observed a further onset of
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Figure 6.5: Polarization-resolved propagation of the soliton in real space. Polari-
ton emission intensity ($S_0$) and polarization Stokes components ($S_1^*$, $S_2^*$ and $S_3^*$) are shown separately for 2 different intermediate pump powers: (a-d) 0.24 mW and (e-h) 0.95 mW. All the data was taken at $y = 0 \pm 0.5 \mu m$. 

Cascaded polariton-polariton scattering resulting in a complex emission pattern, as discussed in the previous chapter. Because of the high power, polariton relaxation results in the additional occupation of states with positive effective mass, this results in the propagation of a spreading polariton wavepacket traveling
Figure 6.6: P=0.95 mW. (a,b) Show the total intensity ($S_0$) and linear polarization ($S^*_1$) Stokes components. Traces 1 and 2 showed as green lines (dotted lines in a) show the spatial points of the soliton profile where we measured the values of the Stokes vector for the reconstruction in panels c and d. (c,d) Evolution of the Stokes vector for traces 1 (c) and 2 (d) plotted on the surface of the Poincaré sphere. The brighter (dimmer) lines correspond to the evolution of the vector on the front (back) surface of the sphere. The length of the experimental Stokes vectors is normalised to unity.

in the same direction as the coexisting solitons. A more complex polarization dynamics emerges, while circular polarization domains still remain for the first
\[ \approx 50 \text{ ps after ejection of the Cherenkov radiation wavepacket, similar to the case of the intermediate power (see } S^*_3 \text{ in figure 6.7). At later times, the nonlinearity becomes weaker and the wavepacket breaks into a spray of precessing polarization domains.} \]

Figure 6.7: Polarization-resolved propagation of the soliton in real space at high excitation power \( P = 3.1 \text{ mW} \). Polariton emission intensity \( (S_0) \) and polarization Stokes components \( (S^*_1, S^*_2 \text{ and } S^*_3) \) are shown separately. All the data was taken at \( y = 0 \pm 0.5 \mu m \). [204]

Figure 6.8 shows the evolution of the Stokes vectors along the two profiles showed in panels a and b. We notice a much more complex polarization dynamics which originates from the out-of-plane effective magnetic field induced by the spin-dependent polariton nonlinearity.

In a second experiment, we varied the initial conditions of the excitation pump (by changing the angle of the polarization) to investigate how these affect the spin pattern formation. At low power, \( P \approx 80 \mu W \), we observed polarization precession in the 3 components of the Stokes vector, depending on the angle of the initial polarization of the excitation beam (Fig 6.9).

The Stokes vector components for higher excitation power \( (P=1 \text{ mW}) \) are showed in 6.10. At this power, a soliton doublet appears as in the previous experiment where the excitation beam was vertically polarized (Fig 6.6). Cherenkov radiation is also observed as expected. The Cherenkov radiation shows polarization precession, confirming its linear nature discussed in chapter 5. Spin domains
are observed depending on the excitation polarization. We notice clear domains in the $S_2^*$ component for the horizontal and antidiagonal ($-45^\circ$) excitation. Precession in the circular component is still present, especially for the diagonal excitation. We can observe precessing domains in the rest of polarization components and excitation angles, similar to the case of $S_3^*$ with a vertical polarization pump.

Figure 6.8: $P=3.1$ mW. (a,b) Show the total intensity ($S_0$) and linear polarization ($S_1^*$) Stokes components. Traces 1 and 2 showed as green lines (dotted lines in a) show the spatial points of the soliton profile where we measured the values of the Stokes vector for the reconstruction in panels c and d. (c,d) Evolution of the Stokes vector for traces 1 (c) and 2 (d) plotted on the surface of the Poincaré sphere. The brighter (dimmer) lines correspond to the evolution of the vector on the front (back) surface of the sphere. The length of the experimental Stokes vectors is normalised to unity. [204]
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Figure 6.9: Polarization Stokes components \((S_1^*, S_2^* \text{ and } S_3^*)\) for low power excitation \(P=80 \mu W\). The initial linear polarization excitation is rotated different angles with respect to the vertical (TE), each row has the same angle of excitation which is showed in white on the \(S_1^*\) panel. Polarization precession is present for all the angles.
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Figure 6.10: Polarization Stokes components ($S_1^*$, $S_2^*$ and $S_3^*$) for intermediate power excitation $P=1.0$ mW. The initial linear polarization excitation is rotated different angles with respect to the vertical (TE), each row has the same angle of excitation which is showed in white on the $S_1^*$ panel. Soliton formation and Cherenkov radiation is present for all the excitation polarizations at this power. Spin domains are formed depending on the excitation polarization.
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6.4 Theoretical Model and Simulations

To develop a theoretical model that could reproduce the polarization dynamics observed experimentally, we used the exciton wave function in the circular polarization basis: \( \chi = (\chi_+, \chi_-)^T \) and the coupled spinor macroscopic cavity photon field: \( \psi = (\psi_+, \psi_-)^T \).

We consider an infinite rectangular potential well width \( w_y \) and a photon wave function of the form \( \psi_\pm(t, r) = \sqrt{2/w_y}\cos(\pi y/w_y)\exp(-i\varepsilon_y t/\hbar)\psi_\pm(t, x) \). Then, considering the 1D nature of the microwire, the coupled equations for the polariton envelope \( \psi_\pm(t, x) \) propagating in the x-direction are given by:

\[
\begin{align*}
\hbar \frac{\partial \psi_\pm}{\partial t} & = \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + \Delta - i\frac{\hbar \Gamma}{2} \right] \psi_\pm + \frac{\hbar \Omega}{2} \chi_\pm + E_\pm e^{-i(\omega_p t - k_p x - \omega x^2/2w_y^2 - \omega t^2/2w_t^2)} \\
\hbar \frac{\partial \chi_\pm}{\partial t} & = [\alpha_1 |\chi_\pm|^2 + \alpha_2 |\chi_\mp|^2] \chi_\pm + \frac{\hbar \Omega}{2} \psi_\pm
\end{align*}
\]

(6.5)

(6.6)

Where \( m \) is the cavity photons effective mass (which we took as \( m = 5 \cdot 10^{-5} m_0 \) for modelling); \( \Delta \) is the exciton photon detuning (measured as -2 meV in our microwire); \( \delta \) gives the splitting of the diagonal polarizations due to electronic and optical anisotropy (for modelling, \( \delta = 20 \mu eV \)); \( \Gamma \) is cavity photon decay rates corresponding to photons leaking from the cavity (given by the inverse of the polariton lifetime: 1/30 ps\(^{-1}\)); \( \Gamma_\chi \) is the exciton decay rates corresponding to nonradiative dephasing processes (for the simulations presented in this chapter, H. Sigurdsson et al. used \( \Gamma_\chi = 0.066 \text{ ps}^{-1} = 2\Gamma \)); \( \hbar \Omega \) is the Rabi splitting (4.12 meV for our sample and simulations).

\( \Sigma_x = -B(\partial_x^2 + \pi^2/w_y^2) \) is the real space TE-TM operator along the wire where \( B \) is a splitting constant. For modelling we used \( B = 12 \mu eV \mu m^2 \).

The parameter \( \alpha_1 \) is the interaction constant in the triplet configuration (parallel spin), we used \( \alpha_1 = 2 \mu eV \mu m \). \( \alpha_2 \) is the interaction constant in the singlet configuration (opposite spin), we used \( \alpha_2 = 0.1\alpha_1 \) for the simulations showed in 6.11.

The resonant optical pumping is described by the last term of equation 6.5, where \( w_x \) and \( w_t \) are the spatial and temporal pulse width respectively; \( \hbar w_p \) is the pump energy; and \( k_p \) the pulse wavevector along the microcavity wire.
6.4.1 Simulations

Simulations of the polarization dynamics for the case of vertical (TE) polarization excitation were carried out. To fit the experimental results, (together with the parameters described in the previous subsection) we used: $E_+ = E_-$ and $E_- = 2.65e^{i\phi}E_0$ where $\phi = 1.9$ and $E_0$ denotes the overall amplitude of the beam.

Simulations (Fig 6.11) successfully reproduce the polarization behaviour observed in the experiment (Fig 6.3, 6.5 and 6.7) at different pump powers.

![Simulations of the polarization dynamics](image)

Figure 6.11: Simulations of the polarization dynamics of a polariton pulse for 3 different excitation powers. $E_0 = 0.4, 1.5, 2.0$ meV $\mu m^{1/2}$ respectively for top, middle, and bottom panel rows. (a, d, g) Total intensity $S_0$ (logarithmic scale) and degrees of linear, $S_1^\ast$ (b, e, h), and circular, $S_3^\ast$ (c, f, i) polarizations.

We note that at low powers, the oscillations in the linear polarization $S_1^\ast$ do not arise from the effective magnetic field induced by the TE-TM splitting since it is oriented in the x direction, but from the additional splitting $\delta$ occurring between
the diagonal polarizations. At higher powers, the formation of the soliton doublet, Cherenkov radiation and polarization domains are reproduced by the theoretical model.

In addition, we noticed that the initial formation of solitons is mainly a scalar effect. The polarization domain pattern due to the nonlinear pseudomagnetic field, appears on top of the solitonic total-intensity pattern (see Supplementary Material of [204]). This is also supported experimentally as soliton formation is not affected by the initial excitation polarization angle (Fig 6.10).

6.5 Conclusion

In this chapter, I have presented the study of the polarization of bright solitons propagating in a microwire by resolving the full Stokes vector of the emission. We observed nonlinear spin dynamics of polariton wavepackets for different excitation powers and initial polarization angles.

At low excitation powers, we measured polarization precession during the propagation of the wavepacket. This initial spin precession occurs due to an effective magnetic field induced by splittings between linearly polarized components.

We noticed that both magnitude and direction of the total effective magnetic field inside the cavity, and therefore the speed of the polarization precession, depends on the polariton density.

At higher densities (higher excitation powers) spin domains appear. The extra pump-induced magnetic field coupled with anisotropic spin interactions and finite ellipticity of the pump beam creates an imbalance in the two polariton eigen-spin populations, resulting in formation of spatially separated polarisation domains. Due to the finite polariton lifetime, once the polariton density (and hence the effective magnetic field) drops, polarization domains remain.

We observed that the polarization domains experience little dispersion over the propagation distance, it is likely that solitons, due to their non-spreading nature, are helping to preserve the spin domains. However, we should remark that the soliton formation is mainly a scalar effect and that the polarization domains observed happen on top of the total intensity pattern. As showed in the results for different pump polarization angles, soliton formation is independent of the excitation polarization.
These results open the possibility for further fundamental studies, such as description of the mechanisms involved in the formation of domain walls. From a technological point of view, the polarization domains in polariton conservative solitons could be used for nonbinary information encoding and transfer.
Chapter 7

Conclusions and future plans

This thesis has been devoted to the study of polariton propagation in waveguides and microwires, both of them promising building blocks for future circuit applications.

In Chapter 4 we investigated the nonlinear amplification of polariton pulses in waveguides. We showed that the gain is big enough to overcome losses and obtained a maximum gain of 4.3 dB. We observed nonlinear modulation and gain at the same time in the same device. By comparison with a numerical model we explained the observed combination of gain and nonlinearity as a result of the amplification of the polariton field by stimulated scattering from an incoherent continuous wave reservoir and showed that the main source for saturation of the gain is the depletion of the mentioned reservoir.

We propose two possible ways to increase the amount of gain, the first one is by using shorter pulses as the depletion of the reservoir is less. The second one is the use of a ridge edge waveguide, around 4 \( \mu m \) wide, to confine the propagating polaritons and pump region in the transversal direction and therefore achieve a bigger overlap of the pulses and the gain.

In chapter 5 and chapter 6 we studied the formation of conservative bright solitons in microwires and its accompanying effects. In chapter 5 we showed that the emission of backward Cherenkov radiation by the solitons is possible due to the particular shape of the microcavity dispersion, which has regions of positive and negative group velocity. We showed that the velocity of the Cherenkov radiation is determined by the energy, momentum and power of the excitation beam. We experimentally measured polariton-soliton pulse compression, pulse breaking and emission of the intense backward Cherenkov radiation. We showed
that the Cherenkov radiation appears after a power threshold and that it can be seen as an independent signature of soliton formation in microcavity wires.

Chapter 6 was dedicated to study the polarization of the observed bright solitons in microwires. We measured polarization precession at low powers and domain formation at higher powers. By comparison with the theoretical model, we explain the polarization domain formation as a result of spin-dependent polariton-polariton interactions and a spin imbalance in the initial polariton wavepackets inducing an out of plane effective magnetic field. We observed that the polarization domains appear over the total intensity pattern and conclude that even though soliton formation is mainly a scalar effect it likely helps to preserve the polarization domains over the propagation distance.

In the context of technological applications, the work carried out in waveguides and microwires open possibilities for polaritonic devices. The observation of strong gain and nonlinearity in waveguides make them a promising candidate for future low-power all-optical information processors where control over losses is an important feature. In addition, Ciers et al. recently reported polariton propagation in III-nitride slab waveguides [216], which could potentially work at room temperatures, facilitating their use in optical circuits.

On the other hand, microwires could also be used for information processing circuits [203] where the studied Cherenkov radiation could play an important role as it already does in fibre optics [130]. The observed solitons point out the possibility of using microwires for information transmission and soliton-based logical gates [7]. While the observation of spin domains in the propagating solitons may be used for nonbinary encoding and transfer.

In addition to the possible technological applications, the present investigation is also relevant from a fundamental point of view. The future possibility of studying Parity-Time symmetry in polariton waveguides, arises from the observation of gain and losses in combination with strong nonlinearity. And, while the study of solitons and its properties is already a matter of pure research, the observed polarization domains could be the starting point for the study of fundamental processes such as domain wall formation.

The study of topological polaritons and solitons is another possibility for future investigation. Topological polaritons arise when single photons and excitons are combined under certain conditions, producing nontrivial polaritonic bands with chiral edge modes. As proposed in [217], a dielectric slab waveguide could be used to confine the photonic modes allowing the formation of topological polaritons. As the study of polariton topological insulators is becoming a reality [23], topological solitons are expected to appear [218]. They would form
from wavepackets of topological edge modes, due to the strong nonlinearity in polariton systems \[219\].
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