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Abstract  

Analysis that requires human judgement can add bias which may, as a result, increase 

uncertainty. Accurate detection of a crack and segmentation of the crack geometry is 

beneficial to any fracture experiment. Studies of crack behaviour, such as the effect of 

closure, residual stress in fatigue or elastic-plastic fracture mechanics, require data on crack 

opening displacement. Furthermore, the crack path can give critical information of how the 

crack interacts with the microstructure and stress fields. Digital Image Correlation (DIC) and 

Digital Volume Correlation (DVC) have been widely accepted and routinely used to measure 

full-field displacements in many areas of solid mechanics, including fracture mechanics. 

However, current practise for the extraction of crack parameters from displacement fields 

usually requires manual methods and are quite onerous, particularly for large amounts of 

data.  

This thesis introduces the novel application of Phase Congruency-based Crack Detection 

(PC-CD) to automatically detect and characterise cracks from displacement fields.  

Phase congruency is a powerful mathematical tool that highlights a discontinuity more 

efficiently than gradient based methods. Phase congruency’s invariance to the magnitude of 

the discontinuity and its state-of-the-art de-noising method, make it ideal for the application 

to crack tip displacement fields. PC-CD’s accuracy is quantified and benchmarked using both 

theoretical and virtual displacement fields. The accuracy of PC-CD is evaluated and compared 

with conventional, manual computation methods such as Heaviside function fitting and 

gradient based methods. It is demonstrated how PC-CD can be coupled with a new method 

that is based on the conjoint use of displacement fields and finite element analysis to extract 

the strain energy release rate of cracks automatically. The PC-CD method is extended to 

volume displacement fields (VPC-CD) and semi-autonomously extracts crack surface, crack 

front and opening displacement through the thickness. As a proof of concept, PC-CD and 

VPC-CD are applied to a range of fracture experiments varying in material and fracture 

behaviour: two ductile and one quasi-brittle for surface displacement measurements; and 

two quasi-brittle and one ductile for volume measurements. Using the novel PC-CD and VPC-

CD analyses, the crack geometry is obtained fully automatically and without any user 

judgement or intervention. The geometrical parameters extracted by PC-CD and VPC-CD are 

validated experimentally through other tools such as: optical microscope measurements, 

high resolution fractography and visual inspection. 
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1 INTRODUCTION 

1.1 Background 

The current standards for structural integrity only require crack mouth opening displacement 

(CMOD) [11] and based on the CMOD, the standards give an underestimation of the safety 

of a cracked component. With the growing advancement of engineering science, technology, 

and exponentially growing computational power, we can generate large amounts of data 

from an experiment to analyse the data and obtain crack parameters. Additionally, 

engineering assessments have been over-conservative to ensure the safety of the 

components with large error margins. However, as the pressure on natural resources and 

economy increases, reducing the conservatism in our calculations, albeit without 

compromising safety, is becoming more desirable. Therefore, it is becoming more critical to 

understand how cracks behave and interact with their surrounding microstructure with the 

aid of image-based methods. Image-based methods are critical to the quantification of 

fracture, because they can capture a still moment of any dynamic fracture experiment. The 

full field digital image can then be resourceful for the characterisation of a cracked body and 

can be used to obtain useful information in real time. Imaging methods are not only non-

destructive, but also non-contact, meaning an experiment can be fully observed without 

altering the state of the cracked body. A conventional fracture experiment commonly uses a 

strain gauge and /or clip gauge which require contact with the test specimen. Although strain 

and clip gauges are very accurate, the contact between the sensor and test specimen may 

alter the behaviour of the latter. Image-based methods are relatively easy set up and mostly 

require a “point and capture” philosophy.  
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Once a crack is detected in a sample, the next step would be to assess and characterise the 

structural integrity of the cracked body. Crack propagation is a critical factor that effects the 

life span of a component and characterisation of the crack can give invaluable information 

regarding the structural integrity and health. Among the quantitative methods of traditional 

fracture mechanics, several metrics are used to determine the driving force of fracture and 

help predict when a crack may propagate; The elastic energy release rate, 𝐺; stress intensity 

factor, 𝐾; the J-integral; the crack tip opening displacement (CTOD) and crack tip opening 

angle (CTOA). To obtain these parameters, the physical geometry of a crack plays a significant 

role and a poor geometrical calculation will impact the crack propagation metric. 

A crack is defined quantitatively using the following geometrical parameters: Crack Opening 

Displacement (COD); Crack Tip location (CT); Crack Length (CL) / growth, Crack Path (CP)/ 

location.  

For the purpose of the study, the crack path is defined by the geometrical mid-point between 

the crack faces while crack opening displacement is the distance between the crack faces. 

The underlying assumption for the model-based approach is that the crack is symmetrical, 

parallel to the crack propagation axis. Figure 1.1 demonstrates the crack model on an 

experimental image of a cracked body where the red line depicts the crack path and cyan 

arrows show the opening displacement. Designing materials to withstand stress and damage 

tolerance requires a detailed understanding of how a propagating crack interacts with the 

materials microstructure. These parameters help us quantify the state of the cracked body 

aiding in a better characterisation of a crack.  

 

Figure 1.1 The geometrical parameters to describe a crack  

There is a power arsenal of apparatus at our disposal when it comes to imaging methods. 

The use of simple conventional Charged Coupled Device (CCD) camera, where the surface of 

a cracked body is captured at any given time, can allow for the quantification of the crack 

parameters. An additional camera can be configured to provide a stereovision arrangement 

to give information out-of-plane to the captured surface.  
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High-speed cameras, where the development of laser technology allows us to capture many 

hundreds and thousands of images per second of the surface, can give invaluable and 

contemporary understanding of how brittle bodies fracture. High speed imaging can also 

shed light in the manner of how ductile materials fracture during high strain rates. Multi-

million-pound state-of-the-art imaging facilities such as synchrotrons and lab-based X-rays 

use powerful light sources to capture the volume information of a cracked body. The volume 

information gives us an extra dimension and depth into the fracture properties which enable 

the possibility of calculating COD through the thickness of the crack, crack front and crack 

surface. Using the scientific tools mentioned above can give us a much more precise and 

deeper understanding of how materials behave when they fail. 

Imaging analysis tools such as Digital Image Correlation (DIC) and Digital Volume Correlation 

(DVC) are based on obtaining displacement fields from digital images and are becoming more 

and more attractive in experiments. To obtain displacement measurements of the surface, 

the surface or the volume of the specimen requires uniquely trackable patterns once 

captured by imaging methods. The trackable pattern could either be the natural 

microstructure of the material or a speckle pattern paint can be administered on to the 

surface. Speckle patterns are presented as random clusters of low grey-scale intensity pixels 

on a high grey-scale intensity background. Visually, it is difficult to differentiate the crack 

artefact, as the crack artefact often has low grey-scale intensity, very similar to the gray-scale 

intensity of speckle patterns. Hence, using common image processing approaches are 

computationally difficult as they will depend on an adaptive way of deciding a threshold to 

classify the speckle pattern. This issue is usually addressed by creating an interactive 

algorithm, which includes human judgement. The measurement of surface displacements, 

deformations, crack opening displacement and the mapping of crack path are key to gain 

qualitative and quantitative information. The new quantitative information will help to 

better understand the fracture process for usage of other techniques. In this thesis, 

commercially available DIC and DVC software algorithm are used as a “black box” and some 

displacement calculation parameters are uncontrollable by the user. 
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However, with the growing advancement of data acquisition, scientists using image-based 

methods are typically faced with rigorous and burdensome task of analysing a high volume 

of data that constantly requires user judgement and intervention. Therefore, it is becoming 

a more critical task to detect and quantify cracks from many captured images automatically, 

so that scientists may spend more time trying to understand what the experimental results 

mean.  

To meet this requirement, this thesis will then present a novel method of automatically 

determining the location of the crack path from surface and volume displacement fields. The 

location of the crack path can aid in the use of domain integral or contour integral methods 

that are used to determine crack parameters such as the J-integral. However, it must be 

noted that these methods are sensitive to the displacement vectors close to the crack faces 

(i.e. the geometry of the crack and particularly the crack tip) as their calculation requires the 

integral path to start and end on the traction-free crack faces [12].  
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1.2 Aims and Objectives 

The aim of this research is to develop a novel method of extracting the maximum information 

from a fracture experiment using imaging methods with minimal user intervention and 

judgement.  

State-of-the art digital image capture tools, such as CCD and X-ray tomography are shown to 

be a powerful implementation for any fracture experiment as the technologies can capture 

the full observable information from a surface or volume of a specimen. However, 

experimentalists are usually faced with rigorous and cumbersome manual analysis methods 

of trying to quantify and understand their experimental data. They are also required to use 

their judgement and opinion in their calculations which may lead to bias in their analysis. 

This thesis will show that it is necessary for the research field of image-based fracture 

mechanics to devise an autonomous tool for deciding and quantifying displacement fields 

from fracture experiments. The crafted tool should be applicable to all type of materials and 

material behaviours and can extract fracture parameters from surface and volume 

displacement fields. Applicability to surface and volume displacement fields will aid into 

extracting maximum information from experiments. The development of such a tool will 

ultimately lead to a change in experimental process that is able to calculate fracture 

parameters of an experiment with ease, in real time with maximal information which can 

change the standard for material testing. Better assessments allow for a better prediction 

and understanding of failure in a solid body which will increase the reliability and the lifetime 

of components.  
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1.2.1 Aims  

The aims are to develop a full-field method that : 

• can retrieve the maximum information from a fracture experiment; 

• is applicable to all types of material behaviours (brittle, elastic and elastic-

plastic); 

• is able to extract crack parameters from volume fields; 

• requires minimal user interaction to help cut bias and user judgement from 

calculations. 

1.2.2 Objectives 

The objective of this thesis is; 

• to study the state-of-the-art of fracture mechanics and show that the development 

of an image-based method is necessary; 

• to demonstrate the significance of image-based methods and explore the tools that 

are available; 

• to employ a theoretical study to benchmark the developed method and compare it 

with ones available in literature; 

• to investigate the impact of noise and uncertainty on the accuracy of the developed 

method; 

• to apply a virtual study to benchmark the developed method and compare it with 

ones available in literature with different crack opening displacement profiles and 

uncertainty; 

• to study the impact of dic parameters that can be tuned by the user, such as step 

size and subset size, and to study the associated errors on the developed method; 

• to present a methodology that uses the developed method to extract j-integral from 

a measured displacement field; 

• to use real experimental dataset, with different material behaviours and different 

image capturing methods, to demonstrate the suitability and the wealth of 

information devised by the developed method; 

• to validate the crack parameters obtained from the experimental dataset. 
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1.3 Outline of Thesis 

Chapter 2 will first study the state of the art and outline the established scientific tools and 

methodologies for obtaining information from a fracture assessment experiment. The 

literature review will first give a brief review of the parameters used to assess a material that 

exhibits a crack. After, literature review will discuss methods of crack detection, where 

automation methods (i.e. methods that require minimum user intervention) are explored; 

and crack characterisation where quantification with the aid of imaging tools are studied. 

The objective is to explore how we can retrieve the maximum information from a fracture 

experiment. The literature will also review how failure of brittle, elastic and elastic-plastic 

materials can be quantified using the studied tools. Discussions are concurred regarding the 

benefits, error sources and limitations of image-based methods over other established 

methods in the literature.  

A novel Phase Congruency based Crack Detection (PC-CD) and parameter extraction 

methodology will be outlined in Chapter 3 for two-dimensional, stereo-vision and volume 

displacement fields. Phase congruency is a powerful tool for highlighting discontinuities and 

features in images. It is shown that Phase congruency is more noise robust than gradient 

based tools, which are conventionally usually used in the literature to segment cracks. The 

2D and 3D (stereo-vision) methods have been developed to be fully automatic, requiring 

almost no user interaction while the volume application has been developed to be partially 

automatic, requiring an easy interaction with the algorithm. The automation of detection 

and extraction of cracks means the method will require less user judgement than necessary 

which enables the processing of large quantity of data within a short space of time.  

Chapter 3 will also describe a methodology called OUR-OMA (Oxford University Reinjection-

Optimized Meshing Add-on) [2] which is a finite element approach to extract the J-integral 

from surface measured displacement fields. However, the OUR-OMA is not automatic and 

requires user judgement of the crack location from the displacement field. It is observed that 

the location of the crack affects the accuracy of J-integral. This thesis will show how OUR-

OMA can be utilised for an automatic J-integral calculation by combining the parameters 

obtained from PC-CD. Later in chapter 5 and 6, the extraction of J-integral coupled with PC-

CD will be used on two large experimental datasets: surface displacement fields of a fatigue 

crack growth overload experiment of Bainitic steel; and volume displacement fields of a crack 

propagation of aluminium Metal Matrix Composite (MMC) with titanium phase.  
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In Chapter 4, the novel PC-CD is benchmarked using theoretical and virtual analysis to 

evaluate its performance with respect to uncertainty. To benchmark the PC-CD method, 

several virtual datasets have been created using ODIN which is a code that allows the user 

to inject displacement fields and deform images. The created virtual images were used as a 

controllable simulation of a cracked surface image. The aim was to investigate the impact of 

crack mouth opening displacement and the effect of uncertainty to determine how 

accurately PC-CD is able to extract crack parameters. The analysis can act as a guideline to 

approximate the uncertainty of the crack parameters based on the crack mouth opening of 

an experiment and uncertainty of the displacement field. The PC-CD tool is also compared 

with other manual methods in the literature (i.e. Gradient based methods and Heaviside 

function fitting). The impact of DIC parameters such as subset size and step size on PC-CD 

extracted crack parameters are studied. Next, PC-CD parameter sensitivity is investigated 

where the error sources are minimised. 

Experimental datasets were used as a proof of concept to give the PC-CD and VPC-CD 

algorithms real experimental scenarios and to evaluate their performance.  

Firstly, the PC-CD algorithm was applied to crack detection and quantification in two 

different classes of materials in order to examine its accuracy and robustness in real 

laboratory conditions. The surface studies represented; 

• Tensile experiment of a quasi-brittle material with complex microstructure and 

small- scale displacements. The extracted parameters were validated by 

superimposing the PC-CD solved crack path to the deformed image; 

• Fatigue crack growth of a ductile material with large scale deformation and crack 

blunting effects. The crack path value obtained by PC-CD algorithm was validated 

by high resolution optical microscopy of the cracked sample surface; 

• Fatigue crack growth overload of a ductile material with crack closure and large 

plasticity effects. The PC-CD algorithm was validated using a high-resolution image 

of the fracture surface (i.e. fractography).  
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The VPC-CD algorithm was then applied to experiments of two different material classes and 

the effects were studied. The cases represent: 

• Two fracture propagation experiments of a ductile material: one large scale 

yielding; other with small scale deformation. The VPC-CD algorithm is validated by 

superimposing the VPC-CD solved crack elevation to a few slices of the deformed 

tomograph;  

• Stable fracture propagation experiment of quasi-brittle with non-linear material 

properties described the effect of microcracking on the elastic modulus in the 

fracture process zone. Visual inspection of the crack length validated the crack 

front obtained by VPC-CD analysis; 

• Temperature driven fracture of a quasi-brittle material with small scale 

displacement of a transverse crack. Visual inspection of the tomograph validated 

the crack geometry calculated by VPC-CD.



 
 

10 
 

2 LITERATURE REVIEW 

Fracture mechanics concerns the study of propagation of cracks in materials. Generally, 

there are two established concepts in predicting crack growth, the energy balance and the 

stress intensity factor approach. 

A cracked material body is within a thermodynamic system and the cracked body’s energy 

balance determines if the crack will propagate or not. A material’s energy balance is widely 

discussed in Griffith’s work [13] where he states that “crack growth will occur, when there is 

enough energy available to generate new crack surface”. However, Griffith’s work originally 

dealt with very brittle materials, specifically glass rods. When a material exhibits more 

ductility, the surface energy alone fails to provide an accurate model for fracture. In 1956, 

Irwin [14] and Orowan [15] modified Griffith’s model of the energy approach, “strain energy 

release rate” 𝐺, to explain ductile fracture behaviour. They suggested that most of the 

released strain energy is absorbed not by creating new surfaces, but by the energy 

dissipation due to the plastic flow in the material near the crack tip. 𝐺 represents material’s 

resistance to crack extension and is also known as the crack driving force. Strain energy 

release rate is considered as the fracture toughness of the material and is independent to 

the loading state and geometry of the crack.  

While the energy-balance approach provides a great deal of insight to the fracture process, 

the stress intensity factor approach has proven more useful in engineering practice. The 

stress state at near a sharp crack tip can be determined analytically using Linear Elastic 

Fracture Mechanics. Using this knowledge, the stress intensity factor can be solved if the 

externally applied stress, the geometry factor and crack length are known. Irwin et al. [14] 

identified three fundamental modes of crack loading modes, mode I, II and III as shown in 

Figure 2.1. An important property of the stress intensity factors is that they are additive for 

the same type of loading. 
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Figure 2.1 Crack loading modes, a) Mode I (opening), b) Mode II (in-plane shear), c) Mode III (out-of-
plane shear) 

The most general formulation, which has been used to study cracked bodies, is the  

Muskhelishvili complex variable method[16] . More simpler approaches were also developed 

by Westergaard [17] and Williams [18], latter being the most commonly used expression for 

crack tip fields. Williams derived that the crack tip stress and displacement distribution can 

be expressed by means of a power series. Assuming a plane crack with traction-free faces in 

a homogeneous linear-elastic isotropic material under mode I loading, the displacement field 

around the crack tip can be expressed as; 
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( 2 ) 

 

𝑈𝑥and 𝑈𝑦 are horizontal and vertical displacements. In Eq ( 1 ) and ( 2 ), 𝑟 and 𝜃 are polar 

coordinates centred at the crack tip. 𝜇 is shear modulus defined as 𝜇 = 𝐸 2(1 + 𝑣)⁄ , where 

𝐸 is Young’s modulus and ν is the Poisson’s ratio. 𝑛 represents the index of the term of the 

power expansion and 𝜅 is Kolosov’s constant depending on plane stress (𝜅 = (3 − ν)/(1 +

ν)) or plane strain (𝜅 = (3 − 4ν)) conditions. Coefficients 𝐴𝑛 are functions of relative crack 

length and are required to be calculated numerically in most cases.  
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Linear Elastic Fracture Mechanics is only valid if nonlinear material behaviour is confined to 

a small region surrounding the crack tip. Elastic Plastic Fracture Mechanics (EPFM) is usually 

used to analyse the large nonlinear material behaviour (i.e. plastic deformation) at the crack 

tip. There are two parameters that can be used to characterize the nonlinear behaviour at 

the crack tip, Crack Opening Displacement (COD) and J-integral. The concept of using COD to 

predict crack propagation was proposed by Wells [19]. He observed that before crack 

extension, the crack-tip blunts and there is a definite opening at the original crack-tip 

location. The extent of the opening is dependent on the fracture resistance of the material. 

ASTM standards [11] use crack length and CMOD to approximate the CTOD. 

J-integral is used to calculate the energy release rate in elastic and nonlinear elastic 

materials, developed by Rice in 1968 [12]. He represented the energy release rate by a path 

independent line integral. Rice interpreted the J-integral as the difference in potential energy 

of two cracked bodies submitted to the same boundary conditions but from which the length 

of cracks differ. The J-integral value is zero over a closed contour and is independent of the 

path of integration. The J-integral, with units of force per unit thickness, is given by Eq ( 3 ),  

𝐽 =  ∫(𝑊d𝑦 − 𝑇𝑖
𝜕𝑢𝑖
𝜕𝑥
d𝑠)

Γ

 
( 3 ) 

Where Γ is an arbitrary curve around the tip of a crack, as seen in Figure 2.2, 𝑊 is the strain 

energy density, 𝑇𝑖 is the components of the traction vector defined by 𝑇𝑖 = 𝜎𝑖𝑗𝑛𝑗. 𝑢𝑖 is the 

displacement vector components, d𝑠 is the length increment along the contour, 𝑥 and 𝑦 are 

rectangular coordinates with the 𝑦 direction taken normal to the crack line and the origin at 

the crack tip. Rice showed that that for plastic deformation, the J-integral is independent of 

the path of integration the crack tip. The path independence was later verified by Kobayashi 

et al. [20] using the finite element analysis. 
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Figure 2.2 Arbitrary contour around the crack tip used in the definition of J-integral. 

Shih et al.[21] showed that there is a unique relationship between CTOD and energy release 

rate for a given material. Although both COD and J are now well-established concepts, EPFM 

is still very much an evolving field. Currently, the fracture mechanics community are 

interested in the description of stable ductile crack growth and development of failure 

assessment methods that combine the effects of plasticity and fracture. This only highlights 

the importance of gaining maximal information from fracture experiments and to be able to 

characterize cracks accurately. 
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2.1 Measurement techniques in fracture mechanics 

2.1.1 Single-point measurement 

In structural health monitoring, two main approaches exist for damage detection at a local 

scale; direct measurement and indirect measurement [22, 23]. The direct sensing approach 

is based on measurements made by a sensor or sensing media that is in direct contact with 

the damage. One established tool, widely accepted by the scientific community, is the strain 

gauge [24-28]. A strain gauge (i.e. Figure 2.3) is typically glued onto the surface of a 

component, and as the surface deforms, the gauge deforms. The electrical resistance of the 

gauge varies in proportion to the amount of deformation which can be measured. This not 

only helps getting an accurate and repeatable calculation of strain, but the gauge is also 

inexpensive, easy to setup, small in size and weight and can be used conveniently for a large 

variety of environmental conditions. Strain gauges are extremely useful as they can predict 

how materials behave under loads giving estimations of what strain concentrations should 

be avoided while maintaining a healthy structural integrity of a component [24]. They are 

also useful for construction and validation of theoretical and finite element models to help 

better predict and understand standardised in-situ experiments or specimens of well-

defined geometries [29-31]. 

 The calculation of strain is given for a single-point on the surface of a component body, 

therefore the strain gauge is required to be placed strategically at strain hotspots, where the 

material is most likely to fail. The criteria make the strain gauge susceptible to error, 

associated with gauge placement and the likeliness to completely miss strain hotspots and 

failure. The likeliness to miss failure based on placement is magnified for complex loadings 

or geometries which is usually a critical process for fracture studies [23].  

Indirect measurement techniques take advantage of certain material characteristics that 

develop once a crack or damage develops, such as material modal frequency [32-34] and 

Potential drop techniques [35-37]. The changes in the dynamic modal response of the sample 

can help pinpoint damage location and damage size [32-34]. One of the most commonly used 

methods for measuring a sample’s natural frequency is the impact test using a hammer 

equipped with an accelerometer [33, 34]. Another application of using modal frequency to 

detect and estimate the size of cracks is leakage in water pipes [38]. The leak naturally 

resonates through the whole pipe body so the leak location and leak size can be determined 
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with two vibro-acoustic emission sensors attached on either side of the pipe, making the 

application more practical [38].  

The potential difference technique relies on the passage of a constant current through a 

specimen and the measurement of voltage across it.  As the crack grows, new surfaces are 

created at the crack tip, which then increases the electrical resistance in the specimen, hence 

dropping voltage, due to Ohm’s law. Direct Current Potential Drop technique (DCPD) has 

been used to measure thickness and estimate crack depth on plates and to monitor crack 

initiation and propagation in crack growth experiments. The Alternating Current Potential 

Drop technique (ACPD) is like the DCPC, but the current is forced to flow in a thin layer below 

the surface and therefore overestimates the crack extension as the current path is longer. 

This allows the crack depth to be estimated. Both methods have been used in fatigue crack 

growth experiments many times [35-37]. 

The methods mentioned above generally rely on single point measurement or lack all the 

desired crack geometrical parameters, which is a conservative method of characterising a 

crack.  

2.1.2 Full-field measurement 

Full-field measurement techniques such as Moiré interferometry [39, 40], Photoelastic stress 

analysis [41], Thermoelastic stress analysis [42, 43] and Image correlation [44] do not suffer 

the same consequences as single point measurement devices (i.e. strain gauge) and can 

provide a full field measurement of damage. This ultimately gives a better understanding of 

localised strain behaviour at any location. These methods have only flourished and become 

more popular in experimental mechanics over the past three decades thanks to 

advancements made in cameras, infrared cameras and microcomputers with image 

processing [45]. The nature of these physical phenomena (Moiré interferometry, 

Photoelasticity and Thermoelasticity) were all known concepts and were used before, 

however they heavily suffered from non-automatic processing, meaning the need for tedious 

and unreliable by-hand manipulations before obtaining any relevant information. Now, 

these techniques are becoming more established and directly provide displacement, strain 

or temperature fields of specimens under testing [45].  

Moiré interferometry [39, 40, 46] combines the concepts of geometric moiré [47] and optical 

interferometry [48]. The Moiré effect is the mechanical interference of light by 
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superimposed network of parallel lines (grating pattern), which are physically attached to 

the surface of the specimen, and as the specimen is loaded or moved, a fringe pattern is 

generated since the location of the lines relative to the reference grating changes. The 

mismatch in pitch between reference and specimen grating (after loading) causes a dark 

fringe pattern to emerge which describes the type of deformation on the surface [39]. Moiré 

Interferometry is based on the Moiré effect to calculate displacement measurements by 

using the superposition of two coherent laser beams of light which creates interference and 

ultimately fringes, therefore describing the motion [46]. The frequency of the grating 

patterns is much greater than geometric Moiré (more than 1000 lines / mm) [46], meaning 

it can calculate displacements up to submicron level [46]. However, Moiré interferometry is 

very susceptible to environmental disturbances due the high level of sensitivity. The fringe 

pattern output is optically captured from the experiment and the scale of the displacement 

is calculated using a mathematical algorithm. The scale of the displacement is coded at the 

scale of the fringe period. Full-field strain can typically be obtained by numerical 

differentiation of the displacement measurements via various algorithms [46].  

Photoelasticity is a technique for measuring and visualising stresses and strains in a 

transparent material which utilises a physical phenomenon called birefringence [49]. 

Birefringence is based on how the wave nature of light interacts with the stress state of 

material. As white light travels, it emits waves that are omnidirectional and vibrate out at all 

angles perpendicular to the direction of the light beam. A polarizer only allows one 

component of the light to pass, dependent on the orientation of the polarizer. Once polarized 

light hits the material, birefringence causes the light to travel at two different speeds, 

proportional to the principal strains. Another polarizer is used to combine the two waves to 

generate an interference pattern which visually shows the stressed state of the material (i.e. 

Figure 2.3). This then can be captured optically to represent a direct strain measurement of 

the specimen with high spatial resolution [49]. Photoelasticity presents the advantage to a 

reliable full-field values of the difference between the principal normal stresses in the plane 

of the specimen, however the drawback is the method requires the optical property of the 

cracked body to be birefringent and therefore cannot be applicable to all materials. 

Photoelasticity has been used many times to describe a fracture experiment [50-53].  
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Figure 2.3 Photoelastic stress analysis set up with vertical and horizontal strain gauges (Picture from 
website alliance.seas.upenn.edu ) 

 

Thermoelastic stress analysis (TSA) uses the concept of the thermoelastic effect, where a 

small temperature change occurs in a material subjected to elastic deformation. The change 

of temperature has a direct relation to the stresses and strains of the material, allowing to 

calculate these directly. However, the relation assumes an adiabatic condition (no significant 

heat loss). As a practical matter, the adiabatic assumption is met by continually and “rapidly” 

changing the load on the specimen (i.e. fatigue). Heat loss by conduction only becomes an 

issue in the case of high thermal gradients and therefore the adiabatic assumption needs to 

be taken under consideration [54]. Using sensitive infra-red sensors these small 

temperatures can be measured and with some computation and thresholding the full-field 

stress measurements can be obtained.  
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2.2 Crack detection using image processing 

Crack detection using image processing techniques is advantageous as it provides an 

accurate quantitative result compared to the conventional manual methods [55]. Most 

approaches to identify cracks in digital images use edge detection methods such as global 

and local grey-scale intensity thresholding. These require human interaction to be optimal 

[56, 57]. For instance, Ikhlas et al. [58] presented a study of different edge detection 

techniques including the wavelet transform and the Fast Fourier Transform (FFT) to identify 

cracks in bridges, concluding that the wavelet transform is more reliable than other methods. 

However, the method is based on a chosen threshold value, which is a parameter crucial to 

its performance. Tomoyuki et al.[59] proposed a fast crack detection method, applied to 

concrete surfaces, that was based on percolation-based image processing; quantitative 

analysis showed this to be computationally more efficient than the wavelet approach but at 

the cost of precision. Additionally, these methods assume that the crack is sufficiently open 

to be detectable in the image. This inherently limits these methods’ accuracy to a pixel at 

best. However, a number of image analysis techniques have sub-pixel accuracy. They track 

the surface displacement of the features near the discontinuity and therefore can detect 

cracks that are not otherwise visible in the raw image [60]. Avril et al. [61] introduced a 

method of detecting surface discontinuities and calculation of the crack width with sub-pixel 

precision, using a grid that is periodically spaced on the surface of the cracked body and with 

the aid of a windowed discrete Fourier transform to calculate the phase shift between the 

cracked faces. Not only is the method only applicable to brittle specimens, which limits the 

material options, but additionally the method requires a user-selected threshold parameter.  
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2.3 Displacement calculation methods 

Full field displacement measurement tools can be put into two categories; interferometric 

techniques and non-interferometric techniques. Among the interferometric techniques are; 

holographic interferometry, speckle interferometry and moiré interferometry (mentioned 

earlier in section 2.1.2). The non-interferometric techniques can be defined as the grid 

method [62] and Digital Image Correlation (DIC) [63-65] – which will be discussed later in 

depth in section 2.3.1. The grid method [62] requires a uniformly spaced grid applied to the 

specimen surface and by calculating the phase shift, accurate surface deformations can be 

obtained. Interferometric displacement methods require a coherent light source and the 

measurements are normally conducted on a vibration isolated optical platform in a 

laboratory, where the displacement is given as a form of the phase difference of the 

scattered light wave by comparing before and after surface deformation. Digital Image 

Correlation (DIC) does not require such restrictive preparation and has less strict 

requirements under experimental conditions. The fundamental setup of a DIC solid 

mechanics experiment can simply be to point and capture an image of a surface that has 

random features before and after applied load. Due to its experimental simplicity, the DIC 

method has been widely accepted and commonly used as a powerful and flexible tool for 

surface deformation measurement in the field of experimental solid mechanics. The 

experimental easiness of two-dimensional DIC has been extended and developed such that 

it is possible to obtain out-of-plane and volume displacement measurements. An additional 

camera can give a DIC system a stereovision of the sample surface and out-of-plane 

measurement can be made. Image volume data can be obtained from X-ray tomography 

which builds image contrast based on the microarchitectural detail of the material. By 

tracking voxels between reference and deformed configurations, volume displacement 

measurements can be obtained. Interferometric displacement measurement techniques and 

the grid method are limited only to surface displacement measurements and cannot be 

developed in a similar manner to calculate volume displacement measurements. Because of 

this, this research focussed on displacement measurements obtained from Digital Image 

Correlation (DIC), Stereo-Digital Image Correlation (3D-DIC) and Digital Volume Correlation 

(DVC).   
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2.3.1 Digital Image Correlation 

Digital Image Correlation is a tool used to calculate surface displacement measurements and 

is now the most frequently used optical based method in fracture mechanics. Introduced in 

the 1980s by Peters and Ranson [63-65], DIC is a full field non-contact method that is 

relatively easy to set-up and provides high spatial resolution.  

 The fundamental principle of DIC is to compare grey-scale images of an object surface 

captured before and after deformation; these are referred to as the reference and deformed 

image, respectively. The random pattern on the surface (see Figure 2.4) carries information 

after deformation and is a requirement for surface tracking. Either the natural texture of the 

material is tracked, or the surface can be administered a randomised speckle pattern that 

obeys the material surface.  

Figure 2.4 Conventional Digital Image Correlation tracking and mapping of a subset (definitions given 
in Figure 2.5) 

Conventionally, the reference image is divided into interrogating windows or subsets that 

are matched (or tracked) in the deformed image, using a shape function, to obtain the 

displacement of each interrogation window (see Figure 2.4). Higher order shape functions 

can be used to obtain improved displacement approximations but usually first or second 

order provides sufficient accuracy [66]. Different matching procedures can be used to search 

and evaluate the similarity of the grey-scale pattern [67].  Over time, with the introduction 

of new and higher accuracy matching procedures, DIC has been successively improved in 

terms of displacement measurement accuracy and is able to give measurements accurate to 

1/100th of a pixel.  
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Theoretically, the DIC technique allows for full-field displacement measurements, at every 

data point within a selected region of interest. However, in practice, the displacement data 

point is not associated to that pixel, but rather to the averaged displacement of the domain 

around the data point (see Figure 2.5). This results in the loss of spatial resolution at the gain 

of quantified surface displacement measurement. The change in spatial resolution also has 

ramifications on the displacement measurement of the surface, especially at locations of 

high displacement gradient.  

Figure 2.5 Controllable Digital Image Correlation parameters 

This research project used the iterative least squares method (ILS) method, proposed by Pan 

et al. [68] and incorporated in LaVision Davis Strain Master Code [37]. The idea was to use 

LaVision DaVis Strain Master as a “black box” and attempt to address the user-controlled 

variables of the code such as subset size and step size or percentage of overlap. (see Figure 

2.5). Many studies have been based on the subset size and step size selection; Lecompte et 

al. [69] showed the influence of mean speckle size on the accuracy of the measured 

displacement fields using different subset sizes. They report that the larger subsets present 

better results but highlight the importance for the subset size to be chosen in accordance 

with the expected deformations; i.e. a large subset will smooth real behaviour of steep 

gradients in the displacement. Sun et al. [70] introduced a concept of subset entropy that 

can quantitatively denote the subset image quality for DIC and hence determine an optimal 

selection of subset size.  
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Pan et al. [71] presented a guideline for the determination of subset size by quantifying 

speckle pattern quality using Sum of Square of Subset Intensity Gradients (SSSIG) where they 

incrementally increased the subset size until SSSIG exceeded the user given threshold. Their 

method is similar to that of subset entropy [70], but they claim the work presented by Sun 

et al. [70] lacks mathematical support and that their method, i.e. the use of SSSIG, is more 

straightforward and agreeable. They emphasised the importance of choice of subset size 

based on the sharp speckle pattern contrast and the subset size being large enough to 

contain enough features that can be tracked.  

2.3.2 Stereo-Digital Image Correlation 

One of the fundamental problems with DIC and other full-field measurements methods is 

the impact of out-of-plane movement. Out-of-plane displacement is defined as the 

displacement orientation away or towards the sample surface. The inability to consider out-

of-plane displacement in the calculations can result into inaccurate in-plane displacement 

field measurements [72] which will result in higher uncertainty with the characterisation of 

a cracked body. Typically, in a stereovision system, two cameras are positioned (i.e. Figure 

2.6) so that the same overlapping surface area is captured. Equally distributed white light is 

compulsory to illuminate the surface and the trackable patterns on the surface 

 

Figure 2.6 Stereovision system. Two cameras and two lights with overlapping RIO (Picture from  
ARAMIS GOM website – www.gom.com) 
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The different points of view of the cameras enable an increased perspective and after 

calibration of the cameras using a pinhole model [73], the images are correlated (using the 

Stereo-DIC algorithm [73]) to obtain both in-plane and out-of-plane displacement fields. 

Although an additional camera compliments any fracture mechanics experiment, it tends to 

increase the cost and complexity of the experiment.  

Stereo-DIC has also been successfully applied to fracture mechanics [74, 75]; Sutton et al. 

[76] used Stereo-DIC to successfully measure the crack mouth opening displacement in 

Mode I,II, III from a mixed mode experiment (I/III). Similarly, Luo et al. [77] showed via the 

same method that the out-of-plane displacement at the ductile crack tip of a stainless steel 

specimen would have impacted in-plane displacement measurements if they used 2D DIC.  

The Stereo-DIC technique overcomes many of the disadvantages of previously discussed full-

field optical tools (i.e. Photoelasticity, Moire, Interferometry): a simple optical arrangement; 

low requirement for surface measuring environment; wide applicability to different 

materials; and automatic data processing. However, the main limitation of Stereo-DIC is that 

the calculated displacement field is observation of the sample surface only and not 

representative of the mechanics of the whole body.  

Cracks can have a complex geometry within the bulk of the cracked body and cannot be 

captured by surface measurement techniques. Also, surface measurements are constrained 

to plane stress conditions where in fact, quite often, the plane strain condition prevails for 

crack propagation within the material. Therefore, volumetric images can paint a better 

picture of how a crack behaves and interacts with its surrounding microstructure allowing 

for less conservatism in our calculations.  
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2.3.3 Volume imaging and Digital Volume Correlation 

Digital imaging of volume techniques such as Computed Tomography [78], Magnetic 

Resonance Imaging (MRI) [78] or Positron Emission Tomography (PET) [79] have become 

increasingly important as they allow for a non-destructive method of observation and 

quantification through the thickness of an optically opaque material. X-ray Computed 

Tomography (XCT) has been the most popular method in experimental mechanics and its 

first application to materials dates back as early as the 1990s [80, 81].  

The concept of X-ray Computed Tomography is an extension of the classical X-ray 

radiography and the imaging interior features of a specimen is based on the attenuation of 

the X-ray beam through a specimen. X-ray radiography provides only a single projection of 

the sample volume on one single plane. X-ray tomography overcomes this disadvantage by 

combining the information from a series of many radiographs, each recoded with different 

known orientations (i.e labelled as 𝜃 in Figure 2.7) of the sample in front of the detector. The 

variation of X-ray attenuation in the volume of the sample can be reconstructed by 

combining radiographs with an appropriate algorithm. A tomographic scan required an X-ray 

source, a rotation stage and an X-ray detector as show in Figure 2.7. To reconstruct a sample 

volume, 180° of 2D projection data is required as the remaining 180° is a mirror data of the 

first.  

The most commonly used algorithm is the Filtered Back-Projection [83] algorithm developed 

by Feldkamp et al. for cone beam projections. Cone beam projections are first weighted and 

convolved with a non-local 1-D high-pass filter along a set of lines to create a filtered cone 

beam data. Subsequently, each sample of the filtered data is transferred into the image 

domain by a weighted back projection, where it additively contributes to the reconstruction 

at all points that are located on the ray connecting the sample position with the X-ray source 

point. Filtered Back – Projection is based on exact or approximate mathematical inversion of 

the projection that models the data acquisition process. In contrast, Iterative reconstruction 

methods [84] do not involve explicit inversion, but use an iterative procedure generate a 

sequence of estimates that eventually converge towards a good solution. 
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Figure 2.7 Principles of X-ray Computed Tomography workflow [85] 

The development of synchrotron sources and detectors has allowed for a dramatical 

evolution of the spatial resolution of the technique and they have now been applied to all 

kinds of structural materials. Stock et al. [81] published a review of how XCT was used to 

investigate different applications in materials while Buffiere et al. [82] demonstrated how in-

situ XCT is an attractive tool for studying the mechanical behaviour of materials. 

Fracture mechanics also flourished in this developing state of the art method; Marrow et al. 

[86] used high resolution XCT to study short fatigue crack propagation in cast iron where they 

utilised direct image measurements to study the crack shape and path. From the same group, 

Hodgkins et al. [87] used XCT and threshold based image segmentation to observe changes 

in crack shape with propagation in nuclear graphite (i.e. Figure 2.8). They mentioned that the 

crack can only be observed when the crack opening displacement approaches that of the 

dimension of the voxel. 
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Figure 2.8 X-ray tomography isosurface image of a crack in 50mm thick cracked nuclear graphite CT 
specimen of graphite, showing significant crack front curvature. Direction of the observation is 
indicated by arrow[87]  

Toda et al. [88] investigated fatigue crack closure in aluminium alloy by calculating COD and 

crack surface using high resolution synchrotron XCT. With careful assessment of the 

thresholding criteria, they used grey-level intensity-based centroid spacing to determine the 

sub-voxel location of the crack faces which aided the calculation of the crack surface and 

COD through the thickness of their sample. 

Digital Volume Correlation (DVC) is a tool used to obtain a volume displacement field 

between 4D time-resolved volume data which follows the same concepts of DIC. The 

reference volume data is divided into cubic subsets (see Figure 2.9) and tracked on the 

deformed volume that follows the reference volume. Hence, the material requires to contain 

unique trackable features that are naturally occurring (i.e. the impact of the microstructure) 

for the application of DVC. Similarly, to DIC, the cubic subset size has to be determined as a 

compromise between spatial resolution and displacement precision and size of the features. 

This means large cubic subset size allow for a low uncertainty in local mean displacement at 

the cost of a low spatial resolution. In contrast, small subset size allow for a higher spatial 

resolution but due to the lower amount of voxels considered, displacement uncertainty is 

expected to be higher. Correlation between the reference and deformed volumes allows the 

calculation of 3-dimentional displacement field.  
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Figure 2.9 Conventional Digital Volume Correlation tracking and mapping of a cubic subset 

Introduced in 1999 by Bay et al. [89] to study damage in a trabecular bone, the DVC method 

has been gathering a lot of momentum. In its initial implementation by Bay et al., DVC was 

able to provide full continuum-level displacement and strain fields throughout the interior 

of the sample. Before DVC could fully flourish, the method went through iterations that 

progressively improved performance and accuracy [90, 91]. It has become evident with each 

study that number of parameters within the DVC algorithm, as well as the microstructure of 

the sample can influence its performance. DVC parameters such as correlation function, 

shape function, changes in image contrast and voxel size can impact the accuracy, precision 

and of displacement and strain measurements. While numerical and experimental methods 

can only validate each other, if similar testing arrangements are defined, there is no golden 

standard to data for the assessment of the accuracy and precision of a DVC strategy. This is 

due to the unavailability of other accurate techniques that can measure internal strains. 
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 A first attempt compare different DVC techniques was carried out by Madi et al. [92]. He 

compared the output of a local correlation algorithm based on FFT and another based on a 

continuous and global code [92, 93]. To calculate the uncertainty of the displacement 

measurements of the two DVC strategies, he imposed a virtual rigid displacement and 

studied the distribution reporting uncertainties in displacement ranging from 0.006 to 0.02 

voxels. Germaneau et al. [94] attempted to calculate the uncertainty of displacement 

measurements from DVC by applying rigid body motion to the sample. The data images for 

the volume were obtained by XCT and Optical Scanning Tomography (OST). In their study, 

they concluded that the displacement measurement uncertainty is around 0.049 voxels for 

XCT and slightly lower value of 0.037 voxels for OST.  
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2.4 Quantification of cracks using displacement fields  

In the analysis of cracked bodies, DIC allows for the calculation of fracture parameters such 

as crack opening displacement (COD) [95, 96], energy release rate [97], stress intensity factor 

[98] and J-integral [99]. The full field displacement measurement of an experiment can 

unravel a wealth of valuable information. Crack opening displacement (COD) can be 

calculated by utilizing the measured displacement vectors closest to the crack, vector values 

increase as the crack opens giving a full crack opening profile.  

One family of techniques [97, 98, 100, 101] used to calculate the stress intensity factor 

consists in fitting a theoretical linear elastic displacement field devised from Williams [118]. 

Williams series is fitted to the displacement field determined by DIC and maximising the 

correlation between the fields by optimising the stress intensity factor.  

In theory, this method is forcing experimental data to fit a theoretical linear elastic model 

hence modifying experimental measurements and ignoring the non-linear elastic 

measurements close to the crack tip. This will generate imprecise results, increasing the 

uncertainty of the calculated fracture parameters. It is also critical to add that these methods 

are also sensitive to inaccurate crack tip location [102] which can be computationally difficult 

to obtain as the location of the crack tip is lost within the DIC noise and the loss of spatial 

resolution, hence making it a challenging task to pin point accurately. 

 

An alternative method used to calculate the stress intensity factor is the use of the J- integral. 

The J-integral is defined as a path independent contour integral that is equivalent to the 

energy release rate. It’s value is zero over a closed contour and is independent of the path 

integration properties shown in the literature.  

The J-integral calculates the energy associated with the changes in the displacement field to 

obtain the energy release rate. This then can be converted to calculate the stress intensity 

factor [103].  

Becker et al. [99] introduced a method to calculate J-integral as an area integral using DIC 

displacement field measure and the finite element method. Becker states that there is one 

limitation with their current version of JMAN, the domain integral.  
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Their method only considers elastic conditions on the surface whereas most materials exhibit 

nonlinearity close to the crack tip, where elastic conditions do not apply. Another critical 

limitation to their technique is that the crack geometry is not imported into their FE model. 

This means their contour path does not start at a traction free surface although an accurate 

J-integral calculation requires the contours to start and end at the crack faces. Furthermore, 

their method requires manual crack feature extraction, which can be tedious to calculate.  

However, there are several distinct advantages of using the domain integral method; it does 

not rely on a presumed field meaning it uses more measured data to reduce its sensitivity to 

measurement uncertainties; it is insensitive to accurate crack tip location and to inelastic 

strains close to the crack tip, since domain integral method take a closed area integral. 

The most cited research based on characterisation of cracks from displacement fields is the 

work done by Rethore et al. [104]. In their research, they proposed a routine called eXtended 

and Integrated DIC (XI-DIC). Not only does this enrich nodes (data points) at vectors close to 

the crack faces, but it also refers to the fact that the assumed material behaviour and the 

balance of momentum are directly integrated into the correlation algorithm.  

The algorithm uses a standard Heaviside function to fit a linear crack path into the 

displacement field and to decide the boundaries for the crack faces. A Heaviside function or 

a unit step function is a discontinuous function 𝑓(𝑥) which can be defined as; 

𝑓(𝑥) {
1, 𝑥 ≥  0
0, 𝑥 < 0

  ( 4 ) 

In order to improve the crack path from a linear fit (i.e. Figure 2.10a) to a much more 

convoluted fit, Rethore presents a procedure called shape optimization. The shape 

optimization procedure relies on the fact that the crack path is mis-positioned after initial 

enrichment, therefore producing higher values in the error map at location of the crack path. 

This error map is scanned along the crack at locations normal to the crack and the optimized 

crack path is said to be at the location of the maximum error. Figure 2.10b depicts the 

implementation of their shape optimization.  
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Figure 2.10 Crack shape optimization a) linear fit, b) optimized crack path for a CCT specimen plotted 
on error maps[104] 

Similar methods have been used elsewhere [105, 106]. However, there are a few limitations 

to their method. Firstly, the procedure assumes the crack face movement of freedom are 

limited to Linear Elastic Fracture Mechanics (LEFM), so it cannot be applied to Non-Linear 

Elastic Fracture Mechanics. Secondly, the method can only be applicable for single 

discontinuities and the application is time consuming, cumbersome requiring constant 

interaction. Lastly, their method is mostly applicable to cracks with small opening.  

Helm et al. [107] used a quasi-regular pattern of dots as a speckle pattern to introduce an 

effective multiple crack identification process. They combined the use of regularised 

patterns, cut-off values derived from the correlation error statistics, sanity checks to reduce 

registration errors and a hybrid spatial/temporal initial guess scheme to handle areas that 

get segregated from the main analysis. In their research, they compared the quasi-regular 

pattern to random speckle pattern and showed that quasi-regular pattern produces a much 

noisier displacement field compared to the random speckle pattern. There are a few 

limitations to this method. Firstly, the crack detection method relies on the crack artefact 

corrupting subsets within the deformed images, which creates a difficulty of detecting sub-

pixel cracks with the exception of brittle materials. The quasi-regular pattern is a 

requirement to Helm et al. technique, which returns a more consistent correlation 

coefficient. The correlation coefficient is then used to apply statistical analysis and threshold 

for the crack identification process. The second limitation is that the quasi-regular pattern 

cannot be applied within the volume of a material and is only limited to surface crack 

identification. Thirdly, the correlation errors can also be subjected to other causes besides 

registration errors, crack degradation on deformed image or speckle patterns which were all 
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addressed in Helm et al. paper. The correlation coefficient can also be impacted by poor 

lighting and dust between the surface specimen and the lens which may increase the 

likelihood of a false crack detection.  

Digital Volume Correlation has also been used both quantitatively and qualitatively to assess 

the fracture process of cracked bodies. Limodin and Réthoré [108-110] applied DVC analysis 

to XCT data of a fatigue crack in nodular graphite cast iron. In their work, they adapted their 

residual error methodology from X-DIC for the analysis of their DVC data. They noticed that 

the crack surface deviated from the flat surface and the nodules were embedded between 

the crack faces (i.e. Figure 2.11a). To combat this, they successfully applied a 3D region-based 

segmentation algorithm to “threshold” the crack surface from the nodules(i.e. Figure 2.11b).  

 

Figure 2.11  XCT of a mode I crack in nodular graphite cast iron; a) thresholded residual error map b) 
Detected crack surface[109] 

Limodin and Réthoré also calculated Mode I COD by taking two slices parallel to the average 

crack plane on both sides of the crack and subtracting them from each other. Using the crack 

geometry, such as location of the crack tip and crack path, calculated previously, they 

extracted SIFs by fitting a theoretical displacement field to the 2D slices from the volume 

displacement. A similar method was also used elsewhere [111]. They created an FE 

simulation of the experiment using the DVC and crack geometry as boundary conditions to 

calculate SIFs and compare those to the field fitting approach which was in strong 

agreement. Calculating the SIF by field fitting approach of 2D slices of volume displacement 

was also used in ref [112].  
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Mostafavi et al. [113, 114] studied crack propagation in polygranular graphite using a stable 

geometry of the chevron notch using higher resolution (measuring 1.8 μm voxel size) (i.e. 

Figure 2.12)  and standard resolution (measuring 5 μm voxel size) XCT and DVC methods. The 

difference of resolution enabled them to quantify the uncertainty of the crack 

measurements based on the captured voxel size. They mention that visual observation of 

the crack lengths shows no significant difference for different resolutions. 

 

Figure 2.12 Polygranular graphite chevron notch and it’s 3D representation of the microstructure (High 
resolution) with maximum principle strain[114] 

By using displacement fields, they were able to successfully map a COD through the thickness 

of the sample (i.e. Figure 2.13) by observing a discontinuity in 2D slices on the notch plane. 

They iteratively took a line profile normal to the discontinuity step and subtracted the 

average between the upper and lower crack faces. The data points separating the crack face 

causing high synthetic strain were not used in the calculation (Figure 2.12). Fitting methods 

with discontinuous line profiles on 2D slices to obtain COD was also used in other work [115]. 

Although fitting methods work well extracting the crack opening displacement profile from 

displacement fields, the method requires heavy user intervention and judgement which can 

impact the result.  
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Figure 2.13 Crack opening and length measurement of chevron notch poly-granular graphite a) map 
of the net crack opening (mm) under load, b) virtual slice at the centre of the specimen (XCT) 101 

 

 They mention that the difference between COD measurements calculated from different 

resolutions differ between 3% and 13%. They note that the crack opening profile suggests 

that a cohesive model will be a better representative of the mechanical behaviour of graphite 

compared to the conventional linear elastic approach. Cohesive zone is the nonlinear zone 

ahead of the crack tip which can be caused by plasticity or microcracking. Usually, Linear 

Elastic Fracture Mechanics (LEFM) can be a useful tool to solve fracture problems, however 

the model assumes the nonlinear zone ahead of the crack is minimal and that the stresses at 

the crack tip is infinite. This is usually not realistic for most materials and therefore the 

cohesive zone model can be used to predict the fracture behaviour eliminating the crack tip 

stress singularity.  

Mostafavi et al. [116] wanted to highlight the presence of a fracture process zone and obtain 

the SIFs. They created a library of linear elastic finite element simulations of the experiment 

using the contour integral method. They incrementally adjusted the crack length in the FE 

model and extract the normalised COD profile to match with the experimentally measured 

COD. They conclude that the crack lengths were ~ 1.5 mm longer in the FE simulation 

compared to the macroscopic observation of the XCT data because the cohesive zone 

dissipates the energy.   
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2.5 Conclusion 

The literature reviewed the tools available to obtain accurate and maximal information from 

a fracture experiment. Firstly, the literature discussed that single point measurement tools 

are well established and can retrieve accurate and precise information from fracture 

experiments. However, single point measurements (i.e. a strain gauge) are likely to miss 

strain hot spots, especially for complex loading. Other single point measurement tools that 

were discussed either depended on the material’s conductivity (i.e. ACPD and DCPD) or tried 

to exploit a material’s natural frequency (i.e. vibro-acoustic emission sensors). This 

requirement limits the materials that can be experimented. Another note contribution from 

the literature review was that single point measurements can fail to present the full entropy 

from a fracture experiment.  

Full-field measurement techniques such as Moire interferometry, Photoelastic stress 

analysis and Thermoelastic stress analysis do not suffer the same consequences as single 

point measurement tools. The tools mentioned above are powerful implementations in an 

experimental setup, however, they do come with certain limitations. Moire interferometry 

is very sensitive to environmental disturbances such as vibrations. Photoelastic stress 

analysis is a powerful technique in visualising stresses and strains, however, the method is 

only limited to birefringent materials. Thermoelastic stress analysis uses small temperature 

change on surface to calculate the stresses and strains and is therefore limited to adiabatic 

materials. 

Identifying cracks in digital images using image processing techniques is widely used, simple 

set up and can be applicable to most materials. The method relies on a crack artefact forming 

either due to an effect of the microstructure or void between the crack faces. However, 

image processing techniques require the crack to be sufficiently open so that it can be 

detectable in the raw image, which limits the accuracy of these methods to a pixel at best. 

Digital Image Correlation is shown to be more resourceful as it can calculate sub-pixel 

accurate displacement measurements around the crack. For this reason, Digital Image 

Correlation is the most frequently used optical method in fracture mechanics which can be 

applied to stereo-vision and volume images to obtain displacement measurements out-of-

plane and in the thickness of a material, respectively. It has been shown that valuable 
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fracture parameters such as stress intensity factor, J-integral and crack opening displacement 

can be extracted from displacement information of a fracture experiment. These fracture 

parameters are critical in predicting crack propagation in elastic and elastic-plastic materials. 

To exploit this wealth of information, this research project aimed at using Digital Image 

Correlation and Digital Volume Correlation as tools. One of the more popular methods 

discussed in the literature review uses a least square fit to match the measured displacement 

to linear elastic displacement fields to extract stress intensity factor. Digital Image 

Correlation measures both elastic and plastic displacement fields, while linear elastic 

displacement fields, however, do not consider plasticity at the crack tip within the models. 

The J-integral was also discussed, and it has a few distinct advantages over the field fitting 

approach. The method does not rely on a presumed field, it is insensitive to accurate crack 

tip location and to inelastic strains close to the crack tip. Additionally, most of the crack 

quantification methods stated above require the crack’s geometrical parameters (i.e. crack 

path, crack tip, crack length and crack opening displacement) to be utilized in the calculation. 

Not only are extracting crack parameters cumbersome but also, they depend on user 

judgement-based data analysis and thresholding. This can impact the integrity of the crack 

measurements and hence the outcome of experiments.  

The literature showed that there is a need for a tool capable measuring a crack’s geometrical 

parameters automatically without the need for user judgement from experimental 

displacement fields.  

Therefore, this research project will study a discontinuity detection and extraction tool that 

is automatic, requires minimal user intervention and the accuracy is not dependent on 

judgement of the user.  The automatic application of this tool is required to be versatile and 

applicable to different fracture experiments and material behaviours.  
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3 DEVELOPMENT OF A NOVEL 

 PHASE CONGRUENCY-BASED CRACK DETECTION 

METHOD  

 

This chapter will present a process of extracting a crack’s geometrical parameters from 

displacement fields called Phase Congruency – Based Crack Detection (PC-CD). The flowchart 

of the PC-CD algorithm is depicted in Figure 3.3. After a short discussion behind the 

motivation of the method, this chapter will present all the image processing tools that were 

used for the development of the novel PC-CD. Next, this chapter will present a case study to 

demonstrate how the PC-CD method can be used to extract crack parameters from a virtually 

created surface dataset. After, the chapter will show how the PC-CD method can be 

expanded to extract crack parameters from volume displacement fields. An experimentally 

obtained X-ray tomography data will be used to as a case study. A methodology will be 

presented to demonstrate how the PC-CD extracted crack parameters can be used to 

calculate the J-integral from displacement measurements automatically.  
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3.1 Background 

Cracks have a characteristic signature in their fields of displacement and strain, which can be 

measured by DIC. The displacement perpendicular to the crack direction (i.e. crack opening 

displacement) is a discontinuity like a step function, so the opening strain (i.e. the gradient 

of the opening displacement) has a peak at the crack location. Also, another unique 

characteristic is due to the opening of the crack in the deformed image which forms a crack 

artefact. Due to this artefact, in the presence of a crack, conventional DIC algorithms achieve 

poor correlation for subsets close to the crack faces. This is because the subsets used for 

correlation can only capture continuous deformations from the reference of the deformed 

image [105, 119]. While some authors used the intensification of the pixels to detect and 

highlight cracks (as discussed in the literature review, see section 2.2), a few authors 

attempted to tackle the erroneous discontinuity measurements by amending DIC algorithms 

[104, 105, 119-124].  

 

The aim of this project was not to create new DIC algorithms, but to study how the 

measurement tools can be used effectively to study cracks. Most crack detection algorithms 

based on displacement measurements apply gradient-based (i.e. strain) methods to highlight 

the path of the crack [107, 125-131]. Such methods rely on defining a threshold value, which 

may need to vary between analyses due to change in the quality of the data or the images; 

for example the levels of strain that define the crack in Figure 3.1(e and f) are an order of 

different magnitude. Gradient-based methods are sensitive to the gradient magnitude, 

smoothness and magnification, and do not localise accurately [132]. Other crack detection 

methods have used least square fitting between discontinuous displacement step into a 

model such as a Heaviside function [104], which are also dependent on a threshold value.  

A simple study was conducted to demonstrate the visualisation of the signature of a crack in 

a displacement field and to show the impact of a crack artefact pixilation on the displacement 

field. Figure 3.1(a and b) show virtual images of two cracks, with speckle patterns on the 

surface. Each image is deformed using a MATLAB-coded tool called ODIN [117] (see section 

4.6.1 for more information). ODIN uses input displacement field, obtained from a theoretical 

displacement field around a linear elastic crack, presented by Williams [118] to deform digital 

images. Each image size is 2048 × 2048 pixels, and the horizontal edge cracks are 1024 

pixels in length with 1-pixel and 5-pixel crack mouth opening displacements (CMOD) 
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respectively. The reference (closed crack) and deformed (open crack) images were analysed 

with the LaVision Davis 8.2.6 software [37] using an iterative least squares algorithm [68] 

with subset size 31 pixels with 75% overlap (step size 8 pixels). The resultant opening 

displacement fields are shown in Figure 3.1(c and d) and those of opening strain in Figure 

3.1(e and f). For the CMOD of 5 pixels the image artefact that represents the crack is visible. 

It introduces displacement errors close to the crack faces due to the discontinuity in the 

deformed image that was not present in the reference image. 
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Figure 3.1 a) a 2024x2048 pixel virtual image containing a crack with mouth opening displacement of 
1 pixel; b) An image similar to (a) with crack mouth opening displacement of 5 pixels; c) Opening (i.e., 
Y-direction) displacement of associated with image (a); d) Opening (i.e., Y-direction) displacement 
associated with image (b); e) Opening strain of (c); f) Opening strain of (d).  

 



41 
 

A novel Phase-Congruency based Crack Detection tool (PC-CD) was developed in this thesis 

and successfully used to extract crack parameters from displacement fields. Phase 

congruency (PC) is a relatively new technique in image analysis that uses Phase information 

to detect and identify edges and corners [133] in digital images. Phase is a component of a 

signal in the Fourier representation. It has been reported that human perception presents 

invariance against illumination changes. There have been studies [134] that suggest that 

Phase information is a psychological representation of how human visual systems perceive 

edge like features. Rather than defining features directly at points with sharp changes in 

value, the Phase congruency (PC) model dictates that features are perceived at points, where 

the Fourier components are maximal in phase with each another [135-138].  

PC returns a dimensionless quantity that is invariant to contrast and scale and therefore does 

not suffer from the threshold selection problems of other crack segmentation methods 

[132]. Unlike gradient-based feature detection algorithms, which can only detect step 

features, PC detects features at all phase angles, and not just step features that have a phase 

angle of 0° or 180°. Together with the invariance illumination and accurate localisation of 

PC [132, 133], these characteristics make it an ideal tool for detecting local discontinuities in 

the displacement fields that are usually the signature of cracks.  

The PC outcome is compared with those of opening strain and displacement, applied to a 

theoretical dataset like those presented in Figure 3.1 with a crack mouth opening 

displacement of 1 pixel. The variation of Phase congruency, opening displacement, and 

opening strain is presented along two-line profiles vertical to the crack path: at the crack 

mouth and at the crack tip; the opening strain is normalised with respect to maximum strain. 

The normalised strain and displacement maps deteriorated close to the crack tip, while the 

Phase congruency map remained consistent. The value of the Phase congruency at location 

(x, y), PC (x, y), varied from a maximum of 1 (indicating a very significant feature) to 0 (i.e. 

no significance), and localised to a sub-displacement data point level. This will further aid 

segmentation of the crack compared to other displacement and strain methods, as there was 

a loss of spatial resolution in DIC data compared to the original image due the step size 

between subsets. PC-CD method was directly applied to surface and volume displacement 

field measurements and can automatically output the crack geometrical representation. Due 

to the applicability of PC-CD to displacement fields– the application could be extended to 

other experimentally obtained displacement fields (see section 2.3) such as moiré 

Interferometry.  



42 
 

 

Figure 3.2 a) Theoretical normalised displacement field b) Normalised strain map c) Phase congruency 
d) Vertical line profile of Crack mouth, one in every ten data points are shown e) Vertical line profile of 
Crack tip, one in every ten data points are shown  
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The outline of the PC-CD algorithm is as follows. First, the displacement fields are applied a 

pre-processing procedure which prepares the displacement fields for the main algorithmic 

application. The user selects a region of interest and orientation of the crack. The missing 

displacement vectors, caused by low correlation during the DIC analysis, are filled with 

extrapolation (see section 3.6). Next, the displacement fields are applied an outlier filter (see 

section 3.5) to remove spurious vector values and resultant displacement fields are filled 

using extrapolation (see section 3.6).  

The automatic crack detection procedure (see section 3.7) selects a subset of the 

discontinuity to prepare an initial mask for the active contour segmentation (see section 3.8). 

To create an automatic initial mask, the displacement field orientation containing a 

discontinuity is used. First, a Bilateral filter (see section 3.7.1) is applied to smooth the 

displacement field while preserving edges. Next, a sobel edge detection (see section 3.7.2) 

is used to create a skeleton binary image of the crack. Hough transform (see section 3.7.3) is 

used to find the longest line in the skeleton image. Select connected components (see 

section 3.7.4) is used to select the longest line and create an initial mask image of the 

selection.  

The Phase congruency (see section 3.2) procedure is applied to the displacement field that 

contains the discontinuity, which returns the location of the crack. The resultant phase 

congruency maps and the initial map is used in conjunction with the region-based active 

contour segmentation algorithm which outputs the boundaries of the crack and location of 

the crack faces. Lastly, the boundary of the crack is used to extract the crack parameters such 

as crack opening displacement, crack path and crack length. The following chapter will 

explain how each individual tool has been utilised and give additional information with 

regards to usage.   
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Figure 3.3 Automatic Surface Discontinuity measurement with PC-CD algorithm
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3.2 Phase congruency 

The phase congruency model is mathematically an advanced formulation and the 

information can be difficult to comprehend even with the appropriate background. This 

thesis will not attempt to explain the mathematical description or deviation of the 

formulation thoroughly – but rather briefly explain and attempt to present a clearer 

understanding of how each element benefits the formulation. The Phase congruency model 

proposed in this study is a method based on the one presented by Kovesi [139] which is 

designed to provide good feature localisation and noise compensation based on log-Gabor 

wavelet transfer function. Upon further study, it is seen that the formulation was better 

equipped with the Monogenic scale-space signal proposed by Felsberg et al. [140]. Lijuan et 

al. [132] showed that not only do monogenic filters require less computational time and less 

computational memory compared to creating log-Gabor filter bank, but it also improves the 

accuracy of feature localisation and better sensitivity to noise. 

 

Figure 3.4 Fourier series of a step signal and the sum of the first five terms a) Crack mouth profile b) 
Crack tip profile 

Phase congruency is a frequency-based model. Morrone et al. [134] found that there is a 

high Phase congruency where features can be perceived in an image. Any signal can be 

expressed as the sum of the periodic terms of the Fourier transform. Let 𝑓(𝑥) denote our 1D 

step signal. Then using the Fourier series expansion: 
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𝑓(𝑥) =∑𝐴𝑛 cos(𝑥𝑛𝜔 +𝜙𝑛(𝑥))

∞

𝑛

 ( 5 ) 

where 𝐴𝑛 represents the amplitude of the nth Fourier component, and 𝜙𝑛 represents the 

local phase of the Fourier component at position 𝑥 × 𝜔 is a constant (usually 𝜔 = 2𝜋). 

Figure 3.4 is a one-dimensional signal of a step; a) crack mouth profile and b) crack tip profile, 

the very same displacement line profiles used in Figure 3.2. The first five periodic terms of 

the signal and the sum of the five periodic terms were calculated for both a) and b) using the 

Fourier series expansion. As the periodic terms increased (towards infinity), the summation 

of the periodic terms tended closer to the original signal. At the point of the step, all the 

periodic terms were aligned (shown by the dotted circle) and were the only place in the signal 

where a congruency was present in the phase.  

Morrone et al. [136] developed a 1D Local Energy Model for feature detection via Phase 

congruency. This model assumed that the compressed image format should be high in 

information and low in redundancy. Their model searches for patterns in order in the phase 

component of the Fourier transform. A Phase congruency function, 𝑃𝐶(𝑥), at each point 𝑥 

in the signal can be expanded in Fourier component series;  

 

𝑃𝐶(𝑥) = 𝑚𝑎𝑥
𝜙∈[0,2𝜋)

∑ 𝐴𝑛 𝑐𝑜𝑠(𝜙(𝑥) − 𝜙̅(𝑥))𝑛

∑ 𝐴𝑛(𝑥)𝑛
=

|𝐸(𝑥)|

∑ 𝐴𝑛(𝑥)𝑛
  ( 6 ) 

 

where 𝐸(𝑥) is the local energy of the signal at 𝑥, which will be properly defined later. 

Under this definition, Phase congruency is the ratio of |𝐸(𝑥)| to the overall path length taken 

by the local Fourier components in reaching the end point. If all the Fourier components are 

in phase (aligned with each other) all the complex vectors would be aligned and the ratio 

of|𝐸(𝑥)| ∑ 𝐴𝑛(𝑥)𝑛⁄  would be 1. If there is no coherence of phase, the ratio falls to a 

minimum of 0 [133].  

However, the constructed formulation does not offer good localisation and is sensitive to 

noise. Kovesi solved this problem by multiplying a weight function in the formula and 

supplemented a state of the art noise compensation method based on the Rayleigh 

distribution [139].  
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𝑃𝐶2(𝑥) =
∑ 𝑊(𝑥)[𝐴𝑛(𝑥)∆𝜙𝑛(𝑥) − 𝑇]𝑛

∑ 𝐴𝑛 + 𝜀𝑛
  ( 7 ) 

where ∆𝜙𝑛(𝑥) is the measure of Phase congruency,  

∆𝜙𝑛(x) = cos (𝜙n(x) − 𝜙̅(x)) − |sin (𝜙n(x) − 𝜙̅(x))| ( 8 ) 

𝑇 is the noise compensation and ε is a small number (𝜀 = 0.0001) to prevent division by zero 

in the numerical calculation. 𝑇 noise compensation is discussed in section 3.2.1 and 

formulated in Eq. ( 29 )( 30 )( 31 )( 32 ). On a given orientation, weighting function, 𝑊(𝑥), is 

calculated as following: 

 

𝑊(𝑥) =
1

1 + 𝑒𝛾(𝑐−𝑠(𝑥))
  ( 9 ) 

𝑠(𝑥) =
1

𝑁
(
∑ 𝐴𝑛(𝑥)𝑛

𝐴𝑚𝑎𝑥(𝑥) + 𝜀
) ( 10 ) 

 

where “𝑐” is a cut-off value of filter, 𝛾 is the gain factor that controls the sharpness of the 

cut-off. If 𝑠(𝑥) is smaller than 𝑐, then the value of PC will be bound to be a small number. 𝑁 

is the total number of the filter function scales, and 𝐴𝑚𝑎𝑥(𝑥) is the maximum of the 

amplitudes of the different orders of the Fourier components. 

Assume that our signal is represented in 1D by 𝑓(𝑥) and to extract the local properties 

(amplitude and phase) of the signal, we need to represent it in its analytic form; 

 

𝑓𝐴(𝑥) = 𝑓(𝑥) − 𝒾 𝑓ℋ(𝑥)  ( 11 ) 

where 𝒾 = √−1 and 𝑓ℋ(𝑥) is the Hilbert transform of 𝑓(𝑥). 

The local amplitude (energy) and local phase of 𝑓(𝑥) are given by 

 

𝐴(𝑥) = ‖𝑓𝐴(𝑥)‖ = √𝑓
2(𝑥) + 𝑓2

ℋ
(𝑥)  ( 12 ) 

𝜙(𝑥) = 𝑎𝑟𝑐𝑡𝑎𝑛(𝑓(𝑥), 𝑓ℋ(𝑥))  ( 13 ) 

 



48 
 

More recently, Felsberg and Sommer [140] proposed a novel n-dimensional generalisation 

of the analytic signal based on the Riesz transform, which replaces the Hilbert transform. 

Also, they proposed a 2D isotropic analytic signal called the monogenic signal.  

Unlike the one-dimensional case, no odd isotropic filter can be constructed for two 

dimensions if we are restricted to scalar valued filters. For vector valued filters, however, this 

is possible. Without going into theoretic details, we introduce the following filters in 

frequency domain: 

𝐻1(𝑢, 𝑣) = 𝑖
𝑢

√𝑢2 + 𝑣2
 ( 14 ) 

𝐻2(𝑢, 𝑣) = 𝑖
𝑣

√𝑢2 + 𝑣2
  ( 15 ) 

The vector 𝑯 = (𝐻1, 𝐻2) has unit length in any direction (i.e. it is isotropic) because 

|(𝐻1, 𝐻2)| = √|𝐻1|
2 + |𝐻2|

2 = 1 and it is odd function because reflection through the origin 

yields (−𝑥,−𝑦) = −𝑯(𝑥, 𝑦) . 

The spatial representation of the earlier filters is given by (ℎ1, ℎ2 are the Riesz’s filters in the 

image domain): 

ℎ1(𝑥, 𝑦) =
−𝑥

2𝜋(𝑥2 + 𝑦2)
3
2

  ( 16 ) 

ℎ2(𝑥, 𝑦) =
−𝑦

2𝜋(𝑥2 + 𝑦2)
3
2

  ( 17 ) 

The two monogenic filters 𝐻1 and 𝐻2 are not selective in terms of the magnitudes of the 

frequencies. Therefore, a log-Gabor wavelet function, 𝑔, is chosen as a bandpass filter and is 

applied to the image in the frequency domain which yields a 2D monogenic signal 𝑓𝑀 and “∗” 

is the convolution in the frequency domain. 

𝑓𝑀(𝑥, 𝑦) = [

𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦)

  𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦) ∗ ℎ1(𝑥, 𝑦)

𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦) ∗ ℎ2(𝑥, 𝑦)
] [

𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦)

 𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦) ∗ ℎ1(𝑥, 𝑦)

𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦) ∗ ℎ2(𝑥, 𝑦)
]  ( 18 ) 

where 𝑔 is defined in the Fourier domain as: 

𝐺(𝑢, 𝑣) = 𝑒

−
𝑙𝑜𝑔(

𝑟𝑔
𝜔0
)

2𝑙𝑜𝑔 (
𝑘
𝜔
)
             , 𝑟𝑔 = √𝑢

2 + 𝑣2 
 ( 19 ) 
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where 𝑟𝑔 is the radius filter given pixel is in polar system, ω0 is the central frequency of the 

Log-Gabor wavelet function, 
k

ω
 controls the filter’s bandwidth. 𝜔0 =

1

𝜆𝑚𝑎𝑥
 where 𝜆𝑚𝑎𝑥 =

 𝜆𝑚𝑖𝑛. 𝛼
𝑛−1. 𝛼 is the scaling between the centre frequencies of successive filters and 𝑛 is the 

number of wavelet scales.  

Due to the singularity in the log function at the origin, the corresponding functions in the 

spatial domain can be obtained by a numerical inverse Fourier transform, which are a pair of 

filters in quadrature. The appearance is similar to Gabor wavelet functions, although their 

shape becomes much sharper as the bandwidth is increased. Therefore, Log-Gabor wavelets 

can be constructed with arbitrary bandwidth and the bandwidth can be optimized to 

produce a filter with minimal spatial extent. Eq. ( 18 ) is called the monogenic signal, under 

a spherical co-ordinate system, 𝜙 ∈ [0,2𝜋) and 𝜃 ∈ [0, 𝜋) 

𝑓𝑀,1(𝑥, 𝑦) = 𝐴 𝑐𝑜𝑠 𝜙  ( 20 ) 

𝑓𝑀,2(𝑥, 𝑦) = 𝐴 𝑠𝑖𝑛 𝜙 𝑐𝑜𝑠 𝜃  ( 21 ) 

𝑓𝑀,3(𝑥, 𝑦) = 𝐴 𝑠𝑖𝑛 𝜙 𝑠𝑖𝑛 𝜃  ( 22 ) 

The Phase congruency is determined by using a multiscale approach. At each scale n, the log-

Gabor wavelet filter captures a particular feature of the spectrum frequency from the image.  

Therefore, the local amplitude of the monogenic signal is: 

 

𝐴𝑛
𝐿 (𝑥, 𝑦) = √𝑓𝑀,1

2 (𝑥, 𝑦) + 𝑓𝑀,2
2 (𝑥, 𝑦) + 𝑓𝑀,3

2 (𝑥, 𝑦)  ( 23 ) 

 

The local phase of the monogenic signal is; 

𝜙𝐿(𝑥, 𝑦) = arctan
𝑓𝑀,1(𝑥, 𝑦)

√𝑓𝑀,2
2 (𝑥, 𝑦) + 𝑓𝑀,3

2 (𝑥, 𝑦)

 
 ( 24 ) 

 

The local orientation of the monogenic signal is: 

𝜃𝐿 = arctan
𝑓𝑀,2(𝑥, 𝑦)

𝑓𝑀,3(𝑥, 𝑦)
  ( 25 ) 
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To calculate 2D Phase congruency, Eq. ( 6 ) and Eq. ( 7 ), the total energy is needed which is 

then given by the summation of the amplitude at each wavelet scale n. 

 

𝐸̅(𝑥, 𝑦) = √|∑𝑓𝑀,1
𝑛

|

2

+ |∑𝑓𝑀,2
𝑛

|

2

+ |∑𝑓𝑀,3
𝑛

|

2

  ( 26 ) 

Total phase angle, 𝜙̅, and orientation angle, 𝜃̅, are given respectively: 

 

𝜙̅(𝑥, 𝑦) = arctan

(

 
∑ 𝑓𝑀,1𝑛

√|∑ 𝑓𝑀,2𝑛 |
2
+ |∑ 𝑓𝑀,3𝑛 |

2

)

   ( 27 ) 

𝜃̅(𝑥, 𝑦) = arctan (
∑ 𝑓𝑀,2𝑛

∑ 𝑓𝑀,3𝑛
)  ( 28 ) 

3.2.1 𝑇 noise circle and Rayleigh distribution 

A value for the noise circle radius is estimated by 

𝑇 = 𝜇𝑅 + 𝑘𝜎𝑅   ( 29 ) 

where 𝜇𝑅  is the mean and 𝜎𝑅  is the standard deviation of noise which has Rayleigh 

distribution. 

𝑅(𝑥) =
𝑥

𝜎𝐺
2
𝑒
−𝑥2

2𝜎𝐺
2 

 ( 30 ) 

𝜎𝐺
2 is the variance of the 2D Gaussian distribution describing the position of the filter 

response vectors. The mean of the Rayleigh distribution is given by, 

𝜇𝑅 = 𝜎𝐺√
𝜋

2
 

( 31 ) 

and the variance is  

𝜎𝑅
2 =

4 − 𝜋

2
𝜎𝐺
2 

( 32 ) 
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k is the number of standard deviations of the noise energy beyond the mean. The code can 

automatically calculate 𝑇 noise by the mean or median noise response of the smallest scale 

2D filter pair over the image. However, 𝑇 noise can also be a user specified input determined 

by simple uncertainty models of the displacement fields. Uncertainty models can be 

approximated by applying a rigid-body motion to the specimen and calculating the standard 

deviation (𝜎𝐺). Standard deviation can then be converted into 𝑇 noise parameter by using 

Eq. ( 29 ), ( 30 ), ( 31 ) and ( 32 ). The parameter estimates the expected noise levels in 

displacement fields and compensates for the noise in phase space, enhancing the 

discontinuity signal appropriately. 

The Phase congruency via monogenic filter algorithm which will be used for this research is 

an open source MATLAB code developed by Peter Kovesi available at this ref. [141], named 

“phasecongmono.m”. Whenever a filter bank is constructed, it requires many parameters 

depending on the type of features that is required to be highlighted. It has been 

recommended by Kovesi to use the following filter bank parameters; N =  6, λmin = 4, α =

2.1, 
k

ω
= 0.55, k = 3, c = 0.5, γ = 10, d𝑃𝐶  =  1.2 . Median of smallest scale filter was used 

to determine noise statistics for the calculation of T noise.  

The algorithm itself requires ten arguments for the calculation of PC, but seven of which will 

remain unchanged from their stated default values and do not require any adjustment or 

fine tuning. However, the parameters that may require adjustment are: input image (i.e. 

discontinuity signal field); minWaveLength (λmin = 4); and deviationGain (d𝑃𝐶  =  1.2). 

Both parameters could be altered for fine tuning depending on the feature size and spatial 

resolution of the displacement field. However, both parameters are observed to be 

dependent on the selection of subset size and step size. Later, a spatial resolution and phase 

congruency parametric study (see section 4.7) was conducted to evaluate how the 

parameters λmin and d𝑃𝐶  impact the accuracy of the measured crack geometrical values. The 

latter study showed that PC parameters λmin = 4 and d𝑃𝐶 = 1.2 are at their optimum 

default values. and hence will be constant, unless stated otherwise.  
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3.3 Volume Phase congruency 

A Volume Phase Congruency (VPC) map was computed using a pseudo method. Two-

dimensional Phase congruency (PC) is calculated iteratively on displacement slices 

throughout the volume field. The 2D PC slices are then combined to generate a pseudo-

Volume Phase congruency map (VPC). One possible cause of a systematic problem is needed 

to be addressed; each slice is independent of its neighbourhood slices. Slice independency 

means the features are highlighted in individual slices but are not localised between the 

slices. However, upon many observations, the slice-independency does not impact the 

discontinuity detection, as shall be seen in section 3.10. 

For a volume displacement field, there are three possible slice plane options; 𝑋𝑌 plane, 𝑋𝑍 

plane and 𝑌𝑍 plane. The slice plane for the 2D PC calculation is determined based on the 

discontinuity surface orientation and fracture mode of the crack. The slice plane indexing can 

be in two orientations as the determination is such that the slice plane is normal to the 

discontinuity surface. 

For mode I cracks:  

• If the discontinuity surface is parallel to 𝑌𝑍 – plane: the slice orientation 𝑋𝑌 or 𝑋𝑍 – 

plane can be selected using 𝑈𝑥 displacement field;  

• If the discontinuity surface is parallel to 𝑋𝑍 – plane: the slice orientation 𝑋𝑌 or 𝑌𝑍 – 

plane can be selected using 𝑈𝑦 displacement field; 

• If the discontinuity surface is parallel to 𝑋𝑌 – plane: the slice orientation 𝑋𝑍 or 𝑌𝑍 –

plane can be selected using the 𝑈𝑧 displacement field. 

Consider the following volume displacement depicted in Figure 3.5 as an example. 
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Figure 3.5 Volume Phase congruency slice plane indexing 

The discontinuity surface orientation is shown to be in 𝑋𝑌 plane represented by the orange 

plane. Normal to the discontinuity surface is the 𝑍-direction which means, the 𝑈𝑧 

displacement field will yield the highest discontinuity signal (Mode I opening). The 𝑈𝑧 

displacement field is then coupled with the slice indexing of the 𝑌𝑍 – plane or 𝑋𝑍 – plane, 

both depicted respectively in Figure 3.5. 

For a mode I opening, if the discontinuity surface is not parallel to any of the planes, the 

discontinuity signal is distributed into two or three displacement orientations that all yield 

the same noise. The goal is to channel the discontinuity signal into one orientation to achieve 

a better signal to noise ratio.  

In the case of the discontinuity surface not being completely parallel to any of the planes, 

the positioning of the voxels on the reference image will need to be changed. By rotating 

both the initial and deformed tomograph, the positioning of the voxels can be changed.  
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3.4 Median filter (2D and 3D) 

The Median filter is a nonlinear method used to remove noise from images and is widely 

used in image processing. The main effective ability of the Median filter is with smoothing 

noise while preserving important edges or features while other linear smoothing filters (i.e. 

Gaussian filter) moves the location of a feature.   

This can be a useful tool to post-process displacement fields as DIC and DVC are very 

susceptible to noise in digital images. For identifying the crack, it is a requirement to supress 

noise while preserving the discontinuity location. The algorithm is relatively simple to follow;  

Each data point is iteratively highlighted, at each iteration a user selected neighbourhood 

(window/ subset) is placed around the selected data point. All the data point values in the 

selected window are converted into an array and the median is calculated by sorting all the 

values into numerical order. The highlighted data point is then replaced with the median 

value of its window. The window slides point by point over the entire field. The volume 

implementation of the Median filter is like the 2D case – instead, a volume neighbourhood 

is selected.   
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3.5 Remove outliers (2D and 3D) 

An outlier is an observation point that is distant from other observations and in most cases, 

the analysis is better conducted if the outlier is identified and removed. To be able to identify 

and remove outliers is an important process in both image analysis and data analysis. 

Typically, once displacement field is extracted from a fracture experiment with the use of 

DIC/DVC analysis, the data will inherently contain the error sources produced by the crack 

(see Figure 3.1) and typical noise. The sources of these errors are difficult to control with the 

conventional DIC/DVC algorithms. Therefore, a tool is introduced where displacement values 

with high localised gradients can be removed from the data to be replaced with a better 

representation of the whole field.  

The intention of the outlier deletion is to remove isolated noise spots from the displacement 

field data. We take advantage of the median filter introduced in the previous chapter and 

use it as a tool to identify and highlight noise spots. The outlier deletion procedure is depicted 

in Figure 3.6.  

 

 

Figure 3.6 Outlier deletion procedure  
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The Outlier deletion algorithm only requires three inputs; two of the parameters are 

specified by the user. “DATA” (see Figure 3.6) is representative of the displacement field 

data, the window size for the median filter and a threshold parameter. The threshold 

parameter can be a default setting based on the baseline noise which can be determined by 

calculating the standard deviation of the displacement field. Initially, a median filter is 

applied to the data which is then subtracted from the input data giving median filter residual.  

The median filter residual provided from this process gives a numerical interpretation of 

locations where significant changes occurred from the Median filter. By a logical step 

procedure, the absolute difference between data and median filtered data is checked. If 

above the threshold parameter, the data point is deleted from the displacement field. 

3D Outlier deletion has been developed that uses the same algorithm but assesses the 

validity of each data point in volume displacement by user selected volume neighbourhood 

distance. Open source MATLAB algorithm, Medfilt3.m computes the median filter in volume 

data but requires a numerically odd number value for window size. As an example, the outlier 

deletion procedure is applied to an extremely noisy and erroneous displacement field (see 

Figure 3.7). The data in Figure 3.7a is of a 𝑈𝑦 displacement field created virtually with a 

CMOD of 0.1 pix and applied high additive noise (see section 4.7) where the conventional 

crack detection methods have failed to detect the discontinuity. The dimension of the data 

points is 235 × 235. As seen in Figure 3.7a, the discontinuity is almost hidden by the additive 

noise. A median filter is applied to the displacement data, window size of 15 with the output 

is produced in Figure 3.7b. Data obtained from the median filter is then subtracted from the 

raw data as depicted in Figure 3.7c. Data values where the difference exceeds the threshold 

are deleted and replaced with NaN (Not a Number) values as shown in Figure 3.7d. It is 

observed that 92.3% of the data point values were deleted. The missing data points are then 

extrapolated (method will be discussed in the next section) and the discontinuity is 

extracted. The same outlier filter has been implemented to displacement fields obtained 

from PIV (Particle Image Velocimetry) [142]. Westerweel et al. [143] proposed an outlier 

deletion filter, also very similar to the one proposed in this chapter. Their method is based 

on a threshold value of the normalized residual fluctuation of the velocity of one data point 

relative to its nearest eight neighbours. This residual also takes into account the minimum 

possible residual by incorporation a tolerance, which corresponds to the precision of the 

data. Outlier filter and optimization of displacement fields were not researched here and 

could be added to future work.  
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Figure 3.7 Outlier deletion example a) Uy displacement of a virtually created crack with CMOD of 0.1 
pix b) Median filter applied to a) with window size 15 c) absolute difference of a) and b) d) Deleted 
data points of Uy displacement that are above the threshold of 0.005 e) Extrapolation of d)  
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3.6 Recovery of missing data (2D and 3D) 

Missing data points1 within a displacement field are very common and are usually caused by 

unmatched subsets or if the correlation coefficient is low during the process of the DIC / DVC 

algorithm. This can occur for many reasons such as: high deformation leads the matching 

algorithm to fail; small subsets therefore not enough definition within each subset; and 

experimental variation between the time series subsets which could be due to; vibrations, 

blur, change in light intensity, crack artefact corruption of the surface and out – of – plane 

motion. A crack artefact is the dark pixilation caused by void of the crack. Similar issues also 

exist in the analysis of DVC.  

Another cause could also be due to the outlier deletion procedure. One of the main pitfalls 

of the phase congruency algorithm is that the image input needs to be a complete field (i.e. 

no missing data points) for the calculation of Fourier transform and phase information. There 

have been a few studies related to extrapolation of missing data within displacement field 

[145-147]. In this research, an open source code inpaint_nans [148] is used to fill in the 

missing data points within our displacement field for surface measurements. The algorithm 

uses non-NaN (Not a Number) data points to interpolate using a linear least squares 

approach to obtain a fully filled displacement field. An example of its application is shown in 

Figure 3.7, where 92.3% of the missing data is recovered adequately and the calculation is 

depicted in Figure 3.7e. The key component of inpaint_nans is that the algorithm fills all the 

NaN data points without modifying the known data points. The inpaint_nans was used 

before to obtain an approximation of missing data points [149]. 

Inpaint_nans is only applicable for a two-dimensional data point field. Another MATLAB open 

source code, inpaintn [150], is introduced to extrapolate the missing data points of a volume 

displacement field. Unlike inpaint_nans, this algorithm uses an iterative least squares 

regression based on a three-dimensional discrete cosine transform to approximate the 

unknown data points. Inpaintn algorithm was used in the recovery of missing data points 

from displacement fields [151]. The objective of these methods (inpaint_nans & inpaintn) is 

to create a quick and easy method with no user interaction to obtain a full field 

approximation of displacement values. A study of which method is more robust is an open-

ended question therefore not investigated in this research and added to future work. 

                                                            
1 Also known as NaN (Not A Number) 
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3.7 Automatic initial mask (2D only) 

PC-CD algorithm is fully automatic due to the automatic selection of the initial mask for the 

region-based active contour segmentation procedure. To segment a feature (i.e. crack),  

region-based active contour segmentation procedure requires two inputs – Image with the  

feature and an initial mask which is a binarized mask that is a subset or a superset of the 

feature of interest. Displacement field of the crack represents the image of the feature and 

therefore can be directly fed into the active contour algorithm. The initial mask acts as an 

initial guess as to where the location of the feature is. Initial guess location of the feature is 

labelled as 1 while non-initial guess location is labelled as 0. This section will provide the 

image processing tools to make the creation of the initial mask automatic based on an 

unsupervised anomaly detection. Typically, for a successful segmentation of a feature, the 

user is required to interact with the segmentation algorithm and determine an area localised 

to the feature that is either a subset or superset of the feature of interest. Automatic initial 

mask selection removes any user interaction and successfully identifies the feature of 

interest based on the longest straight line. The straight line is usually the signature of a 

discontinuity in the binarized edge map of the displacement field and an example shown 

here [152]. The Hough transform is utilised to find the longest straight line in the binarized 

edge map. A similar method based on using Hough transform to automatically find damage 

from displacement fields was used here [153]. The following method is seen to successfully 

ignore features created by noise or irregularities and construct a single mask if the 

discontinuity exists and no mask if the discontinuity does not exist.  

3.7.1 Bilateral filter 

The Bilateral filter is an image-processing tool utilised to smooth images while preserving 

edges [154, 155]. Similarly, to the Median filter, each location is replaced by an average of 

its neighbours depending on two parameters that indicate the size and contrast of the 

features to preserve. This works well with this study as the discontinuity signal is usually 

hidden in additive (see Figure 3.7a) and the bilateral filter can help enhance the feature in 

algorithmic noise[154]. Bilateral filter will adjust the magnitude of displacement values, 

increasing the uncertainty. For this reason, bilateral filter will only be used to identify the 

location of the crack feature and will not be used to quantify the crack. An open source 

MATLAB code developed by Douglas Lanman is used [156].  
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3.7.2 Sobel edge detection 

Sobel Edge detection is a gradient-based edge detection operator that simply uses two 

3 × 3 kernels which differentiates an image in two different orientations to construct a 

gradient magnitude. The main advantage of this image-based tool is that the MATLAB open 

source code has an in-built automatic threshold method called Otsu method [157]. The Otsu 

method is very useful as it heuristically and automatically helps skeletonise significant 

features and edges while being computationally inexpensive.  

3.7.3 Hough Transform 

The Hough transform is a feature detection technique that can be used to isolate certain 

features of a particular shape within an image by using a voting procedure. Hough transform 

was originally developed to detect lines [158] and then later has been generalised to cover 

arbitrary shapes or features that can be represented by analytic equations [159]. This work 

utilizes the Hough transform to detect straight lines – or the longest straight line. 

Lines can be represented uniquely by two parameters in Cartesian form: 

𝑦 = 𝑎 𝑥 + 𝑏 ( 33 ) 

 

However, this form cannot represent vertical lines (requires 𝑎 = ∞ or 𝑎 = −∞), therefore 

the Hough transform uses the following equation to be able to represent all lines. 

𝑥 𝑐𝑜𝑠 𝜃 + 𝑦 𝑠𝑖𝑛 𝜃 = 𝑟 ( 34 ) 

𝑦 =  −
𝑐𝑜𝑠 𝜃

𝑠𝑖𝑛 𝜃
 𝑥 + 

𝑟

𝑠𝑖𝑛 𝜃
 

( 35 ) 

 

𝜃 ∈ [0, 180[r ∈ ℝ) or 𝜃 ∈ [0, 360[ r ≥ 0)  

The Hough space for lines has therefore two dimensions, (𝜃, 𝑟) where a line is represented 

by a single point, corresponding to a unique set of parameters. The idea is, a point in image 

space is mapped and represented by all lines that can pass through that point yielding a 

sinusoidal–line in the Hough space for each individual point in image space.  
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A Hough space accumulator is used to determine the areas where most Hough space lines 

intersect. For every point that is transformed from image space, the accumulator is 

incremented for all lines that could pass through that point. The resolution of the 

accumulator determines the precision which lines can be detected. An in-built MATLAB code 

hough.m takes a binarized map as an input and performs the Hough transform and returns 

the accumulator. The lines can be found as local maxima in this accumulator. Once in 

accumulator space, an interpretation is required to interpret the peaks and classification of 

all lines. All values above the threshold are interpreted as a line, which is given 50% of the 

maximum value of the accumulator. Simple threshold tends to detect identical lines if peaks 

in the accumulator are close. Therefore, a suppression neighbourhood algorithm is defined, 

where two lines must be significantly different before both can be detected. MATLAB code, 

houghpeaks.m was utilised to detect lines and interpret the accumulator where 10 peaks are 

considered. Each peak is checked to make sure they are not too close to each other using the 

suppression neighbourhood algorithm. Finding the peaks returns the parameters θ and r 

with no information of length meaning all detected lines are maximum in length within the 

boundaries of the image dimension. The MATLAB code, houghlines.m, is then used to find 

the length of the detected lines using the binarized map. The code also connects the same 

lines (same θ and r parameters) through missing points of up to 10 pixels and merges them 

into a single line. The algorithm outputs the two end-point co-ordinates of each line, where 

only the longest connected line is considered.  

3.7.4 Select Connected Components 

An open source algorithm, SelectCC.m [160] is used to select all the connected components 

from a single identified point. The algorithm input requires a binary map of features and a 

coordinate-based point. SelectCC uses the neighborhood of the identified point to iteratively 

review all the connected points and add the connected components to the selection. The 

output information is of a binary map of the selected feature. 
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3.8 Segmentation algorithm (2D and 3D) 

Segmentation is the process of partitioning a digital image into multiple segments or set of 

pixels. In this research, the interest is to partition the discontinuous data points into an 

independent set. The “classical” segmentation, i.e. using thresholding or gradient based 

methods, can struggle to segment the discontinuous data points well and proficiently due to 

unusual noise of the calculated displacement field. However, Active contour segmentation, 

can be a powerful and flexible method to segment discontinuous data points. Also known as 

the Snake algorithm [161, 162], Active contour segmentation is an iterative feature 

extraction technique which requires initial points/mask defined around a feature that is to 

be extracted. The benefits of the algorithm can be summarised as: automatically detecting 

interior contours, robust with respect to noise, ability to detect and represent complex 

topologies (boundaries, segments) and finally, extraction of geometric measurements such 

as length, area, volume, intensity of a detected contour, surface or region, respectively. 

Application of the snake algorithm can be a powerful procedure that can be applied to detect 

cracks in displacement fields and extract the discontinuous region.  

3.8.1 Region based Active contour algorithm 2D 

The literature for region based active contour is well developed and established. The most 

well-known active contour is the Chan-Vese model which is based on the Mumford-Shah 

functional [163] for region based segmentation. The mathematical depiction of the Chan-

Vese model can be found in the paper “Active Contours without edges” [164] which is 

employed for this research. Mumford and Shah [163] proposed a general optimization 

framework using an energy functional based on regional geometric properties of a segment. 

The properties include the length of curves and variation of the individual pixel intensities 

inside and outside the curve. While most active contours rely heavily on edge detection, the 

benefit of the Chan-Vese model is that the method ignores edges completely and instead fits 

a two-phase piecewise constant model to the given input image.   
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The principle of the algorithm is an energy-minimising spline guided by external constraint 

forces and influenced by image forces that pull it toward features such as lines and edges, 

hence locking onto nearby edges, localising them accurately [161]. Also, segmentation 

boundary is represented implicitly with a level set function, which allows the segmentation 

to handle topological changes more easily than explicit snake methods.  

An open source MATLAB code developed by Lankton [165] based on the very same Chan-

Vese model, was used in this work. The Chan-Vese algorithm, requires four input parameters: 

Input image; Initial mask; Maximum number of iterations and αs - weight of the smoothing 

term. Input image is given to be the Phase congruency map, where the discontinuity is likely 

to be highlighted as a ridge like pattern. Initial mask helps regionalise the desired 

segmentation feature – in this case the discontinuity, using a skeleton binary map and is 

selected by an automatic process. The initial mask may be in form of an overshot2 or an 

undershot3; the active contour algorithm decreases or increases the mask until a 

convergence or Maximum number of iterations is reached. To reduce dependency on the 

initialisation, it is observed that undershot initial mask performance is much more reliable 

for automation. From observation, different undershot masks do not modify the outputted 

segmentation boundary itself. However, a better skeleton mask will mean the active contour 

will converge much faster requiring less computational time. While Chan-Vese has a few fine-

tuning parameters, the most important is αs – the weight of the smoothing term. The 

parameter αs adjusts the length penalty, which balances between fitting the input image 

more accurately (i.e. smaller αs ) vs producing a smoother boundary segmentation (i.e. larger 

αs). Although cracks can be quite convoluted depending on their microstructure, inherently, 

DIC is not able to capture a crack’s true convolution due a loss of spatial resolution. 

Therefore, ideally a larger αs parameter fits better to the scope of it’s application. It is 

observed that for displacement fields with small noise, good crack parameter results are 

produced where αs = 0.8 and is kept as a default value for all datasets.   

                                                            
2 Initial mask is a superset of the crack 
3 Initial mask is a subset of the crack 
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3.8.2 Region based Active contour algorithm 3D 

An open source MATLAB code developed by Yan Zhang [166] entails a set of Active contour 

image segmentation tools such as geodesic active contour (GAC) [167], Chan-Vese [164] and 

a hybrid region model [168] level-set methods and have the ability to segment 3D surfaces 

iteratively and semi-automatically. The toolbox uses the semi-implicit solver based on the 

additive operator splitting (AOS) which is shown to have a better stability [169] of the 

numerical methods even with very large time steps, thus enabling better convergence for 

level-set based segmentation. Upon visual trial– the hybrid region model presented the most 

promising results for the 3D segmentation of cracks. The hybrid region model is designed to 

segment features that has intensity inhomogeneity [168] using a combination of boundary 

and regional terms. The mathematical depiction and theory of the region-based hybrid 

algorithm can be found here [168]. The main idea of using the hybrid region model is how 

volume phase congruency features are represented. Due to the slice independency, the 

feature voxel in the data are identified the corresponding 8 out of 26 neighboring voxels that 

have potentially homogenous intensity while the remaining 18 neighboring voxels can 

potentially have inhomogeneous intensity.  

Using the “ac_hybrid_model.m” developed by Zhang et al. [166] requires 6 inputs and 

outputs the volume segmentation and surface of the crack. First variable takes the 3D phase 

congruency data, however first the phase congruency data needs to be converted into the 

propagation field. The propagation field indicates the magnitudes and the direction for the 

evolving curved line. A negative value in the propagation field data means contraction and 

positive value means expansion. To obtain the propagation field data, a value of μseg = 0.2 

is subtracted from the 3D Phase congruency data. Phase congruency is a normalised data 

where the discontinuity will have high congruence at the location which makes the 

propagation field easily obtainable. If the high congruence is above μseg , then propagation 

data will have a positive value, if below μseg, naturally the propagation data will be negative. 

It is seen that μseg can also be obtained by calculating the mean value of the 3D Phase 

congruency data. The propagation field is used to calculate the Chan-Vese part of the Hybrid 

algorithm.  

The second parameter is the initial level set, also referred as the seeding point during the 

first iteration of the “ac_hybrid_model” function. The function “ac_hybrid_model” is iterated 

instead of using the function’s in-built iterative option. To achieve this, the function’s 7th 

input that controls the maximum number of iterations is given a value of one. This is so that 
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the response after each iteration feedback can be graphically represented and the 

segmentation growth visually assessed by the user. The initial level set is updated with the 

previous iteration output from the function. However, for faster computational time, it is 

recommended to use the function’s iterative process. The seeding point selection completely 

replaces the initial mask as shown in the 2D region-based segmentation. The seeding point 

is a binary field, where a 3 × 3 × 3 mask, subset of the discontinuity is visually and manually 

selected by the user.  

The third and fourth parameters, αseg and βseg, are predefined weighting terms balancing 

the propagation active contour method and geodesic active contour method respectively. 

They control how much each method takes over the segmentation process, overall weighting 

in the hybrid model. For simplicity, the parameters are kept constant at αseg = 0.015 and 

βseg = 0.02 for each dataset. 

The fifth parameter is the Gradient field of the 3D Phase congruency map which is used to 

calculate the Geodesic active contour (GAC) term. The in-built function “ac_gradient_map” 

is used to construct this gradient field.  

The sixth term is δtseg, representing the time step for each iteration and controls the 

convergence of the function. δtseg is kept at the default value of one. Typically, the 

segmentation iteration is terminated once the active contour converges towards an 

optimum segmentation. Therefore, the segmentation is either terminated by the user when 

segmentation growth is observed to be stagnant or the iteration number is selected high 

enough to cater a stagnant segmentation growth. The segmentation algorithm can be better 

optimized requiring lower iteration count to reach a convergence with a more precise mask. 
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3.9 Phase congruency-based Crack Detection (PC-CD) 

3.9.1 Introduction 

The application of the PC-CD algorithm and its ability to extract discontinuity parameters 

accurately is depended on the displacement field used to proces. Calculation of the 

displacement field requires careful attention and optimization for parameters such as subset 

size, step size and correlation coefficient and outlier filter. There are many guidelines for this 

in the literature and the impacts are carefully studied [170-172]. 

The crack detection algorithm can detect surface discontinuities in all orientations (Mode I, 

II, III) for both Stereo-DIC and 2D-DIC configurations. However, this thesis investigated only 

Mode I cracks. Displacement field error sources can relate to calculation of surface 

discontinuities, due to a heterogeneous motion within subsets that contain the crack. More 

accurate discontinuous displacement measurements are calculated if the discontinuity 

(crack orientation) is parallel to the axis of the subsets [76, 119, 173]. Therefore, most 

researchers have ensured that the camera orientation (X or Y camera axis) is parallel to the 

expected orientation of the discontinuity [76, 125, 174, 175]. Figure 3.8 demonstrates the 

schematic of camera X-axis setup parallel to the orientation of the crack.  

 

Figure 3.8 Depiction of Camera X-axis parallel to the orientation of the crack.  
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Parallel orientation not only controls how the discontinuity interacts with the positioning of 

the subsets but also shifts the magnitude of the displacement jump into a single orientation 

increasing the signal to noise ratio of the step [119] and also allowing the separation of mixed 

mode displacement of the crack. A good detection of discontinuity location is mostly based 

on good signal-to-noise ratio between displacement jump and displacement noise and 

therefore the orientation can be beneficial to calculating the discontinuity parameters. 

Coupling two displacement field orientations (or three orientations in the case of stereo-DIC) 

to locate the crack can lower the signal-to-noise ratio of the signal as all fields contain the 

same degree of uncertainty. If the discontinuity is at a significant angle with the one of the 

axes, both displacement field components will yield the displacement jump with its relative 

noise, which means naturally increasing the magnitude in one orientation will lead to higher 

signal-to-noise ratio.  

If the orientation cannot be determined, the raw images can be rotated post-experiment 

using accurate interpolation methods [176] before displacement field calculations are 

exercised. It is important to note that PC-CD can detect cracks at all angles, however for 

accurate displacement measurement which results to accurate crack parameter extraction, 

image rotation is recommended. PC-CD is also able to obtain an angle measurement for the 

longest line segment, which can determine the mode of the crack and can be useful for an 

automatic two-step algorithmic designed for rotation-based optimization. This has not been 

further studied in this research and will be added to future work. 

The displacement field of a cracked body is calculated using DIC and is exported from 

LaVision Davis Strain Master Code[37] as a text file and imported into the MATLAB platform. 

The text file typically contains 4 columns for 2D DIC and 5 columns for Stereo-DIC. Each row 

is representative of a single data point plotted over the entire reference image either in 

calibrated coordinate (mm) or uncalibrated coordinate (pixels) system; 𝑋-coordinate, 𝑌-

coordinate, 𝑋 displacement (Ux), 𝑌 displacement (Uy) and 𝑍 displacement (Uz)4. The data 

points outside of the determined masked region, censored data points due to corrupted 

subsets and subsets lower than the correlation coefficient are also included in the text file. 

These data points that have no displacement information are prescribed “0” to each 

displacement column (Ux, Uy and Uz) and will be labelled as NaN (Not A Number). A script 

is used that meshed the 𝑋 and 𝑌 data point grid to construct Ux, Uy and Uz displacement 

field maps.  

                                                            
4 Z displacement /5th column exists For Stereo-DIC 
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An example dataset is considered to help visualise each algorithmic step (see Figure 3.9 for 

a better understanding). The example image dataset is 2024 × 2048 pix of a horizontal 

single edge crack is stimulated that matches the fracture parameters identical of steel 

specimen and created virtually with CMOD of 1 pix. Displacement calculations are obtained 

using pixel-based co-ordinate system where subset and step size are chosen to be 16 and 4 

pixels respectively. Pixel based co-ordinate system is recommended as errors associated to 

the calibration can provide uncertainty in the calculation and obtaining a reference point if 

the images needs to be re-calibrated is a beneficial foresight. Figure 3.9a depicts the full-field 

raw vector magnitude of 𝑈𝑥 and 𝑈𝑦 obtained from LaVision Davis Strain Master Code. The 

dimensions of the data points are 507 × 513 

 

Figure 3.9 Selection of ROI: a) Displacement Vector Magnitude; b) Cropped Uy displacement field; c) 
Cropped Ux displacement field 
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PRE-PROCESSING 

3.9.2 Step 1 – Region of Interest 

A region of interest is specified by the user to reduce the computational time and crop-out 

the DIC “masked” data points. (i.e. vectors labelled outliers  Figure 3.9a) which can increase 

the success rate of the crack detection. The displacement fields; Ux, Uy and Uz and the co-

ordinate space of the data points are cropped based on the selected rectangular region of 

interest and are the only fields considered for crack detection and crack parameter 

extraction. The co-ordinate space carries valuable information as to the placement of data 

point location on the reference image.  

Figure 3.9a shows full-field raw vector magnitude field of Ux and Uy where the red area 

identifies a user determined Region of Interest (ROI). Considering that the raw image data 

was not masked before displacement calculation, it is seen in Figure 3.9a, the data points 

located at the very edge of the field contain spurious values labelled “Outliers”. The ROI is 

selected so that these values are not considered for the PC-CD algorithm (see Figure 3.8a). 

The dimension of the ROI is given to be 377 × 288 data points, which translates to 

1504 × 1148 pix. Figure 3.9b and Figure 3.9c depict the cropped 𝑈𝑦 and 𝑈𝑥 fields 

respectively which are the output from this step.  

 
Table 1 Input and Output table for PC-CD Step 1 – Region of Interest 

  

INPUT OUTPUT 

Raw displacement field 

(𝑼𝒙,𝑼𝒚,𝑼𝒛) 

Cropped displacement field  

(𝐶_𝑈𝑥, 𝐶_𝑈𝑦, 𝐶_𝑈𝑧) 

Co-ordinate space  

(𝑿, 𝒀) 

Cropped Co-ordinate space  

(𝐶_𝑋, 𝐶_𝑌) 

Region Of Interest  
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3.9.3 Step 2 – Displacement orientation 

Displacement field orientation with the highest discontinuity magnitude is selected for crack 

detection and segmentation as the field bears the highest signal of the discontinuity.  

• For mode I cracks, the selected displacement orientation is normal to the crack. 

• For mode II cracks, the selected displacement orientation is the parallel to the crack. 

• For mode III cracks, the selected displacement orientation is out-of-plane to the 

crack.  

Figure 3.9 shows a mode I edge crack along the horizontal direction on the x-plane, highest 

discontinuity signal will be in the 𝑌 – displacement (Uy) orientation as seen by Figure 3.9b. 

In this step, the user will have to determine which displacement orientation bears the highest 

discontinuity and hence will be used for crack detection and segmentation. The 

determination of displacement orientations can be made automatic using statistical analyses 

but the automation of this procedure was not investigated in this research. 

 

INPUT OUTPUT 

Cropped displacement fields 

(𝑪_𝑼𝒙, 𝑪_𝑼𝒚, 𝑪_𝑼𝒛) 

Selection of discontinuity orientation 

(i.e. 𝑌-direction) 

Table 2 Input and Output table for PC-CD Step 2 – Displacement Orientation 

 

3.9.4 Step 3 – Fill missing value 

All cropped displacement field orientations (C_Uy and C_Ux) are applied the inpaint_nans 

with linear interpolation (section 3.6). The extrapolation code attempts in the recovery of 

censored displacement data points which can be caused by the crack artefact, image blurring 

large speckles and more are discussed in section 3.1. 

Figure 3.9b and Figure 3.9c do not contain censored data, therefore change between the 

displacement fields, before and after, are not implicated from this step.  

 



71 
 

INPUT OUTPUT 

Cropped displacement fields 

(𝑪_𝑼𝒙, 𝑪_𝑼𝒚, 𝑪_𝑼𝒛) 

Filled displacement fields 

(𝐹𝐶_𝑈𝑥, 𝐹𝐶_𝑈𝑦, 𝐹𝐶_𝑈𝑧) 

Table 3 Input and Output table for PC-CD Step 3– Fill missing value 

3.9.5 Step 4 – Outlier deletion  

The following two steps (step 4 and 5) considers an optional Outlier replacement procedure, 

discussed in section 3.5 and 3.6. The user has the option to use this procedure in order to 

enhance the discontinuity and remove the erroneous displacement values localised at the 

crack. The user has the option to skip and proceed to Automatic Crack Detection (Step 6 +). 

Outlier deletion is utilised with all the displacement field orientations 

(FC_Ux, FC_Uy, FC_Uz). The displacement information can contain outliers caused by the). 

Outlier deletion allows the user to control the deletion of imprecise displacement data points 

by observing a user inputted neighbour (ODw) around each data point. The outlier deletion 

can improve the crack detection as shown in Figure 3.7, previous chapter.  

 

Figure 3.10 Outlier deletion and extrapolation procedure a) Outlier deletion of Uy b) Outlier deletion 
of Ux c) Extrapolation of a) d) Extrapolation of b) 
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Outlier deletion parameters for Figure 3.10(a and b) is 5 and 0.01, respectively of window 

size (ODw) and threshold parameter (ODt). Figure 3.10(a and b) show the locations of the 

removed data points from Uy and Ux displacement fields, respectively. The application of 

the outlier deletion has decreased the range for Uy and Ux fields from 1.3 pix (Figure 3.9b) 

to 1 pix (Figure 3.10a) and 0.9 pix (Figure 3.9c) to 0.2 pix (Figure 3.10b), respectively. The 

Outlier replacement procedure visually enriches the global features and creates a much 

sharper field; as observed by comparing before and after displacement fields. (Figure 3.9b vs 

Figure 3.10c) (Figure 3.9c vs Figure 3.10d) 

 

INPUT OUTPUT 

Displacement fields 

(𝑭𝑪_𝑼𝒙 , 𝑭𝑪_𝑼𝒚, 𝑭𝑪_𝑼𝒛) 

Filtered displacement field 

(𝑂𝐹𝐶_𝑈𝑥 , 𝑂𝐹𝐶_𝑈𝑦, 𝑂𝐹𝐶_𝑈𝑧) 

Outlier window size 

(𝑶𝑫𝒘) 

 

Outlier threshold parameter 

(𝑶𝑫𝒕) 

 

Table 4 Input and Output table for PC-CD Step 4 – Outlier deletion 

3.9.6 Step 5 – Fill missing value 

In this step, the outlier deleted displacement values are filled using inpaint_nans with linear 

interpolation (see section 3.6). The output of this step can be seen in Figure 3.10(c and d).  

INPUT OUTPUT 

Displacement fields 

(OFC_Ux, OFC_Uy, OFC_Uz) 

Filled Displacement fields 

(FOFC_Ux, FOFC_Uy, FOFC_Uz) 

Table 5 Input and Output table for PC-CD Step 5– Fill missing value 
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AUTOMATIC CRACK DETECTION 

The selected displacement orientation from (section 3.9.3) is used to dictate the 

displacement field for crack detection. The crack detection procedure does not require 

precise displacement values, but rather requires the detection and approximate location of 

the discontinuity. The aim of the automatic crack detection is to detect and create an initial 

mask of the discontinuity. To produce an undershot initial mask of the crack, the 

displacement map is smoothed using a bilateral filter (section 3.7.1), which is an image-

processing tool that removes noise from images while preserving edges. The usage of a 

bilateral filter will only be considered for the approximation of the discontinuity location as 

it is shown to be a powerful tool to suppress noise while preserving edges rather than crack 

parameter extraction. The next step is the Sobel operator (see section 3.7.2), which is a 

gradient-based edge detection filter, that produces a map of all the edges in the smoothed 

image; this includes edges produced by noise and the discontinuity. Next, the Hough 

transform (see section 3.7.3) is used to find the co-ordinates of the longest line in the binary 

edge map. The Hough transform is a feature detection technique that can isolate features of 

a particular shape within an image by using a voting procedure. The detected longest line is 

the highest likelihood of the discontinuity in the displacement map. This is because the edge-

preserving filter applied previously removes most of the displacement noise, leaving only 

sporadic noise that appears as short edges [126]. The detected longest line is an undershot 

of the discontinuity highlighted by PC and therefore is used as an initial mask.  

In this example, FOFC_Uy (see Figure 3.10c) is labelled as the DetectionField and will be the 

only input for the Automatic crack detection procedure to output an InitialMask to be used 

for the segmentation algorithm. The accurateness of the initial mask will only help the 

region-based active contour algorithm to reach an optimum result much quicker – requiring 

less iterations hence less computational time. However, if the correct region of discontinuity 

is selected, the initial mask does not alter the segmentation process and hence the extracted 

crack parameters.  

INPUT OUTPUT 

Selected displacement field orientation 

𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝑭𝒊𝒆𝒍𝒅 
(i.e. 𝑭𝑶𝑭𝑪_𝑼𝒚) 

Initial discontinuity mask (𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑀𝑎𝑠𝑘) 
 

 Longest line angle  

(𝐿𝑖𝑛𝑒𝐴𝑛𝑔𝑙𝑒) 
Table 6 Input and Output table for PC-CD –Automatic crack detection procedure  
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3.9.7 Step 6 – Bilateral filter 

The Bilateral filter (see section 3.7.1) is applied to the selected displacement field orientation 

(FOFC_Uy) to suppress noise while preserving edges or discontinuity-like signals at a default 

scale-space, increasing the likelihood of a positive crack detection. A Bilateral filter usually 

requires three inputs, a normalised displacement field, size and contrast of the features to 

be preserved. However, two of the inputs will remain unchanged: size of the features; and 

contrast of the features, are optimally selected to be 20 and 0.1 respectively. These 

parameters are not changed and do not require any adjustment.  

 

Figure 3.11 Automatic Crack Detection procedure a) Bilateral filter of Figure 3.10c, b) Sobel Edge 
operator of a), c) Longest line detected using Hough transform from b) and “salt and pepper” noise, d) 
SelectCC of red cross in c) (Initial mask) 

Figure 3.11a depicts the Bilateral filtered displacement field which does not show obvious 

improvements, as the used displacement field has low amplitude of noise.  

INPUT OUTPUT 

Selected displacement field 

orientation (𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝑭𝒊𝒆𝒍𝒅) 

Bilateral filtered displacement field 

(𝐵_𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝐹𝑖𝑒𝑙𝑑) 

Table 7 Input and Output table for PC-CD Step 6– Bilateral filter 
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3.9.8 Step 7 – Sobel edge detection 

In this step, the Sobel edge detection (section 3.7.2) is applied to the noise suppressed 

Bilateral filtered displacement field as the Hough transform requires inputs to be in binary 

feature space. Edge detection creates a binary map of the discontinuity, approximating to 

the nearest data point. The edge map may contain other features that were not suppressed 

due to high gradient or noise with Step 6. 

The output of this step, depicted in Figure 3.11b, shows a singular horizontal line without 

other global binary points and naturally this results to a successful initial mask creation. To 

demonstrate the robustness to noise and evaluate the feasibility of the following steps for 

automatic initial mask creation, “salt and pepper” [177] noise with noise density of 0.1 is 

added to the edge map in Figure 3.11b. The edge map with “salt and pepper”  

(see Figure 3.11c) is used for Step 8 and Step 9 to show the invariance to Step 6.  

 

INPUT OUTPUT 

Bilateral filtered displacement field 

(𝑩_𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝑭𝒊𝒆𝒍𝒅) 

Binary edge map of possible crack paths 

(𝐸𝐵_𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝐹𝑖𝑒𝑙𝑑) 

Table 8 Input and Output table for PC-CD Step 7– Sobel edge detection 

 

3.9.9 Step 8 – Hough transform 

The Hough transform (section 3.7.3) is used to find and elect the longest edge line in the 

binary edge map of possible crack paths. The algorithm can output the co-ordinates of the 

longest line in the logical map automatically which can help localise a desired discontinuity. 

The detected longest line is usually longest step/discontinuity in the displacement map. The 

edge-preserving filter was applied previously which removes most of the displacement noise 

or “speckle”. Any remaining noise displayed by the logical edge map is usually random points 

in the image while the discontinuity of interest is a long line. 
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The Hough transform uses a voting procedure to find lines in binary images therefore certain 

criteria can be set for the selection of a line. The algorithm can be set so that lines at only 

expected orientations can be searched (i.e. between θHoughMin − θHoughMax), which helps 

to decrease the computational time and increase the probability of a positive match. 

However, the default is set so all orientation of lines is searched (i.e. θHoughMin = −90°, 

θHoughMax = 89°). Detected lines are also required to be longer than a specified data point 

length (i.e. HoughMinLength). This detection criteria helps filter out the spurious small lines 

or small dots caused by the noise or effects of high gradient. If the longest detected line is 

smaller than HoughMinLength then no discontinuity is detected.  

There are instances where the discontinuity location can be corrupted due to noise or crack 

artefact, meaning the straight line can be unconnected on the binary edge map. The 

parameter, HoughFillGap is used to give the detected lines a degree of connectivity freedom. 

Principal of continuity means the distance between disconnected data points can be bridged 

if the length of the gap is less than HoughFillGap. The input parameters (θHoughMin, 

θHoughMax, HoughMinLength, HoughFillGap) will remain unchanged and do not impact the 

parameter extraction. In the case where the user is detecting short cracks, HoughMinLength 

and HoughFillGap may require adjustments.  

A noisy “salt and paper” edge map is used as an input with the default Hough transform 

parameters. The longest line is successfully detected indicated by the dark blue line showing 

noise robustness as seen in Figure 3.11c. The end points of the line are used to calculate the 

line angle. 

 

INPUT OUTPUT 

Binary edge map of possible crack 

paths (𝑬𝑩_𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝑭𝒊𝒆𝒍𝒅) 

If crack is detected 

 (Binary result) 

 End points of longest detected line 

 Longest line angle (𝐿𝑖𝑛𝑒𝐴𝑛𝑔𝑙𝑒) 

Table 9 Input and Output table for PC-CD Step 8– Hough transform  
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3.9.10 Step 9 – Select connected components 

This step is used to create an initial mask using the data obtained in Step 7 and Step 8. If the 

crack path is convoluted in the binary edge map, the detected longest line will be a subset of 

the discontinuity. One of the end points of the longest detected line in Step 8 is used with 

the Select Connected Components (section 3.7.4) with the binary edge map calculated in 

Step 7. This creates an output of all the connected components to the initial detected longest 

line and is considered as the initial mask for the discontinuity. 

The red cross as shown in Figure 3.11c is selected as the end point used as an input with the 

SelectCC code which computes all the connected component to the selected single point. 

The output of the SelectCC algorithm is depicted in Figure 3.11d. It is observed that Step 8 

and Step 9 successfully computes an initial mask localised at the location of the discontinuity, 

irrelevant of the noise that exists in the edge map. Figure 3.11(b and d) are almost identical 

maps considering the “salt and paper” noise showing again invariance to noise.  

INPUT OUTPUT 

End points of longest detected line Initial discontinuity mask 

(𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑀𝑎𝑠𝑘) 

Binary edge map of possible crack paths 

(𝑬𝑩_𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝑭𝒊𝒆𝒍𝒅) 

 

Table 10 Input and Output table for PC-CD Step 9 – Select connected components 
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3.9.11 Step 10 – Phase Congruency 

In this step, the Phase congruency map is created to highlight the crack in preparation for 

segmentation. The selected displacement orientation from (Step 2) is used to determine the 

displacement field as it bears the highest discontinuity signal. The Phase congruency 

algorithm has a default set of parameters stated in section 3.2. The Phase congruency 

algorithm outputs a normalised field indicating which data points have a likelihood to be a 

significant feature, where λmin (value between 2 − 20), controls the scale of the features 

(i.e. crack) and dPC (value between 0.8 − 1.8) controls the frequency cut-off point and the 

sharpness of the crack. λmin and dPC have a strong affiliation to the DIC parameters and can 

be tailored to obtain a better sharpness of the crack.  

 

 

Figure 3.12 Phase congruency map & Discontinuity Segmentation a) Phase congruency map of 
FOFC_Uy (Figure 3.10c) b) Region based Active contour segmentation first iteration c) segmentation 
Iterations 5, 10, 20, 50 magnified at the crack tip region d) Region based active contour segmentation 
last iteration 
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Figure 3.12a shows a Phase congruency map of the selected displacement orientation, 

FOFC_Uy (see Figure 3.10c), where default the parameters are used. The Phase congruency 

map produces a normalised map which highlights the location of the discontinuity precisely, 

irrelevant of contrast.  

 

INPUT OUTPUT 

Selected displacement field orientation (i.e. 

𝑭𝑶𝑭𝑪_𝑼𝒚) 

Phase congruency map 

(𝑃𝐶) 

𝛌𝐦𝐢𝐧 (Default: 4) 

(𝑷𝑪𝟏) 

 

𝐝𝐏𝐂 (Default: 1.2) 

(𝑷𝑪𝟐) 

 

Table 11 Input and Output table for PC-CD Step 10 – Phase Congruency 

3.9.12 Step 11 – Region-based active contour algorithm 

The Region-based active contour algorithm (see section 3.8.1) is used on the Phase 

congruency map to mask the location of the data points that contain the discontinuity 

highlighted by PC. The constructed initial mask in Step 9 is used to help localise and segment 

the discontinuity iteratively until an optimum segmentation is reached. The active contour 

algorithm outputs a binary field indicating the crack segmentation and the boundaries of the 

segmentation is utilised to calculate crack parameters such as COD, crack path and crack tip.  

The current representation of the segmentation algorithm requires two additional 

parameters: maximum number of iterations, (Itern), and the weight of smoothing term, 

(αseg), which controls how smooth the segmentation contour can be. The Itern parameter 

must be set high enough for the segmentation algorithm to reach an optimum. The default 

value for Itern is 200. It is important to note that the better the initial mask, the quicker the 

optimal segmentation is reached. A code was developed that triggers the end of the iteration 

process automatically once it detects there is no change in the segmentation, which will 

negate the requirement of the Itern input parameter. It was observed αseg does not 

influence the crack parameters, therefore it is not required to be changed, the default value 

is set to αseg = 0.8. 
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Figure 3.12b shows the first iteration of the segmentation, where Figure 3.12a is used as the 

map to segment and Figure 3.11d is used as the initial mask. The green line shows the 

boundary of the segmentation. To see how the segmentation changes over iteration, the 

crack tip location depicted by the white box in Figure 3.12b is observed closely. Figure 3.12c 

shows how the segmentation adapts to the Phase congruency ridge at iterations 5; 10; 20; 

and 50 as the segmentation grows until an optimal segmentation is reached. The 

segmentation is concluded as it is observed there is no segmentation change between 

iteration 50 and 100. The default Itern parameter was 200. The output of this step is shown 

in Figure 3.13a where a segmentation of the discontinuity is constructed.  

 

INPUT OUTPUT 

Phase congruency map  

(𝑷𝑪) 

Segmentation of the discontinuity 

(𝐶𝑟𝑎𝑐𝑘𝑀𝑎𝑠𝑘) 

Initial discontinuity mask 

(𝑰𝒏𝒊𝒕𝒊𝒂𝒍𝑴𝒂𝒔𝒌) 

 

Maximum number of iterations 

(𝑺𝑬𝑮𝟏) (𝑫𝒆𝒇𝒂𝒖𝒍𝒕 =  𝟐𝟎𝟎) 

 

𝛂𝐬𝐞𝐠  

(𝑺𝑬𝑮𝟐)(𝑫𝒆𝒇𝒂𝒖𝒍𝒕 =  𝟎. 𝟖) 

 

Table 12 Input and Output table for PC-CD Step 11 – Region-based active contour algorithm 

CRACK PARAMETER EXTRACTION 

The segmentation mask gained from the segmentation algorithm identifies the boundaries 

of the crack faces in the displacement field and can give very valuable information with 

regards to the crack parameters, Figure 3.13b. Upper and lower boundaries of the crack faces 

coupled with the displacement field information can give the opening displacement of the 

crack in Mode I, Mode II and Mode III. The same segmentation mask of the discontinuity of 

the data point location is combined in co-ordinate space with Phase congruency’s sub-data 

point accuracy and can give the exact location of a feature. However, the crack path and 

crack tip location are based on the feedback given by the displacement field. The placement 

of the crack path is an estimated location of actual positions and is very much dependant on 

data point spacing. The data point spacing is controlled by the DIC parameter, step size. 
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INPUT OUTPUT 

Segmentation mask of the discontinuity 

(𝑪𝒓𝒂𝒄𝒌𝑴𝒂𝒔𝒌) 

Crack opening displacement 

(𝐶𝑂𝐷𝑈𝑥, 𝐶𝑂𝐷𝑈𝑦, 𝐶𝑂𝐷𝑈𝑧) 

Filled Displacement field  

(𝑭𝑪_𝑼𝒙, 𝑭𝑪_𝑼𝒚, 𝑭𝑪_𝑼𝒛) or  

(𝑭𝑶𝑭𝑪_𝑼𝒙, 𝑭𝑶𝑭𝑪_𝑼𝒚, 𝑭𝑶𝑭𝑪_𝑼𝒛) 

Crack path 

(𝐶𝑃) 

 

Co-ordinate space 

 (𝑪_𝑿, 𝑪_𝒀) 

Crack Length 

(𝐶𝐿) 

Selection of orientation 

(i.e. 𝒀-direction) 

Crack tip positioning 

(𝐶𝑇𝐼𝑃) 

Phase congruency 

(𝑷𝑪) 

 

Table 13 Input and Output table for the PC-CD – Crack parameter extraction procedure 

 

 

Figure 3.13 Crack segmentation and extraction of COD a) Crack Segmentation b) Crack Segmentation 
used to mask out FOFC_Uy (Figure 3.10c) c) Crack Opening Displacement configuration d) Three-point 
Crack Opening displacement configuration  
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3.9.13 Step 12 – Crack opening displacement 

A crack boundary search algorithm is deployed on the given crack mask where the algorithm 

scans each column or row5 and finds the boundary of the data points. The boundary data 

points are classified into upper and lower faces of the crack. Displacement data points at the 

boundary from opposite faces of the crack are subtracted from each other giving the crack 

opening displacement for that point. 

 

𝐶𝑂𝐷𝑈𝑥 =  |𝛿𝑋
+ − 𝛿𝑋

−| ( 36 ) 

𝐶𝑂𝐷𝑈𝑦 =  |𝛿𝑌
+ − 𝛿𝑌

−| ( 37 ) 

𝐶𝑂𝐷𝑈𝑧 =  |𝛿𝑍
+ − 𝛿𝑍

−| ( 38 ) 

  

Figure 3.13b shows a white rectangular area magnified on the crack tip; this is depicted in 

Figure 3.13c and d. Each black dot is a representation of a displacement data point that is 

unused in the calculation. White points show the identified boundary of the crack faces by 

the crack boundary search algorithm. The white displacement data points are classified as, 

𝛿𝑌
+ for upper crack face and 𝛿𝑌

− for lower crack face. The data points at the boundary act as 

virtual clip gauges and Eq. ( 36 )( 37 )( 38 ) are used to calculate COD in the Ux, Uy and Uz 

displacement fields. If the crack orientation is parallel to an axis, the opening displacements 

directly represent the opening modes (e.g. Mode I crack opening). 

White arrows in Figure 3.13(c and d) show the opposite data points at each side of the crack 

face that are employed to calculate COD for each 𝑥 − axis data point. To be able to handle 

nosier displacement fields, a three data point COD is given as an option to the user. The idea 

is, the three data points from each crack face are taken and averaged to increase the tracked 

subset area to obtain a better approximation for smaller subset sizes. Eq. ( 39 )( 40 )( 41 ) are 

used to calculate the three point COD.  

  

                                                            
5 Row or Column depending on the orientation of the crack (Vertical/ Horizontal) 
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𝐶𝑂𝐷𝑈𝑥3𝑃 =  |∑𝛿𝑋
+ 3⁄ −∑𝛿𝑋

− 3⁄ | ( 39 ) 

𝐶𝑂𝐷𝑈𝑦3𝑃 =  |∑𝛿𝑌
+ 3⁄ −∑𝛿𝑌

− 3⁄ | ( 40 ) 

𝐶𝑂𝐷𝑈𝑧3𝑃 =  |∑𝛿𝑍
+ 3⁄ −∑𝛿𝑍

− 3⁄ | ( 41 ) 

 Figure 3.13(c and d) show an example; a single data point depicted by white dot versus three 

data points shown by the cyan data points, respectively.  

Mode I Crack opening displacement profile of both methods are shown in Figure 3.14a. It is 

seen that single point and 3 − point average COD present a similar COD profile which is 

confirmed with an RSME (Root Square Mean Error using Eq. ( 52 )) value of 0.007 pixels. The 

same data points depicted in Figure 3.13(c and d) are used to calculate Mode II and Mode III 

COD by utilising Ux and Uz displacement fields respectively.  

 

INPUT OUTPUT 

Segmentation mask of the discontinuity 

(𝑪𝒓𝒂𝒄𝒌𝑴𝒂𝒔𝒌) 

Crack opening displacement 

(𝐶𝑂𝐷𝑈𝑥, 𝐶𝑂𝐷𝑈𝑦, 𝐶𝑂𝐷𝑈𝑧) 

Filled Displacement field 

(𝑭𝑪_𝑼𝒙, 𝑭𝑪_𝑼𝒚, 𝑭𝑪_𝑼𝒛) or  

(𝑭𝑶𝑭𝑪_𝑼𝒙, 𝑭𝑶𝑭𝑪_𝑼𝒚, 𝑭𝑶𝑭𝑪_𝑼𝒛) 

(Optional) 3-point average - 

Crack opening displacement  

(𝐶𝑂𝐷𝑈𝑥3𝑃, 𝐶𝑂𝐷𝑈𝑦3𝑃, 𝐶𝑂𝐷𝑈𝑧3𝑃) 

Selection of orientation  

(i.e. 𝒀-direction) 

 

Table 14 Input and Output table for PC-CD Step 12– Crack opening displacement 
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Figure 3.14 Extracted crack parameters a) Mode I Crack opening displacement b) Crack location 

3.9.14 Step 13 – Crack path 

Two different methods of approximating the crack path location from the crack mask are 

shown in this step. A mid-point method has been used throughout this work while a PC 

weighted-mean method is presented as an option, but its performance has not been further 

studied in this thesis.  

 

Figure 3.15 Crack path configuration a) Mid-point method b) PC weighted-mean method 
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MID-POINT METHOD 

The following assumption is made regarding the crack path. The approximate location of the 

crack path is at the mid-point of the upper and lower crack faces. Crack boundary search 

algorithm is deployed again, and the upper and lower faces of the crack are classified. The 

data point coordinates6 at the boundary are used to calculate the virtual mid-point between 

the crack faces.  

The example crack path configuration is shown in Figure 3.15a, where the white dots 

represent the upper and lower crack face boundary and the computed mid-point of the crack 

faces is shown by the green points.  

Another method that approximates the crack path location is provided in the appendix (see 

Appendix G), using a weighted mean method and taking advantage of Phase congruency’s 

sub-point edge locator.  PC-weighted-mean method has been demonstrated in Figure 3.15b. 

INPUT OUTPUT 

Segmentation mask of the 

discontinuity (𝑪𝒓𝒂𝒄𝒌𝑴𝒂𝒔𝒌) 

Mid-point crack path approximation (𝐶𝑃𝑋, 𝐶𝑃𝑌) 

Selection of orientation 

 (i.e. 𝒀-direction) 

(Optional) PC-weighted mean crack path 

approximation 

 (𝑊𝑀_𝐶𝑃𝑋,𝑊𝑀_𝐶𝑃𝑌) 

Co-ordinate space  

(𝑪_𝑿, 𝑪_𝒀) 

 

(Optional) Phase congruency  

(𝑷𝑪) 

 

Table 15 Input and Output table for PC-CD Step 13 – Crack path 

  

                                                            
6 Co-ordinates are in pixels if in image space or mm if calibrated in real world space 
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3.9.15 Step 14 – Crack length 

Both the crack tip location and the crack length calculation use the crack path parameter 

obtained from Step 13. Crack tip location is simply the end point of the crack path parameter 

as shown by Eq. ( 42 ). The crack length can be determined by simply calculating the Euclidean 

distance between the two end points from the crack path parameter as shown by Eq. ( 43 ).  

𝐶𝑟𝑎𝑐𝑘 𝑡𝑖𝑝 = (𝐶𝑃𝑋𝑛,  𝐶𝑃𝑌𝑛) ( 42 ) 

𝐶𝑟𝑎𝑐𝑘 𝑙𝑒𝑛𝑔𝑡ℎ =  √(𝐶𝑃𝑋𝑛 − 𝐶𝑃𝑋1)
2 + (𝐶𝑃𝑌𝑛 − 𝐶𝑃𝑌1)

2 ( 43 ) 

𝑃2𝑃 𝐶𝑟𝑎𝑐𝑘 𝑙𝑒𝑛𝑔𝑡ℎ =  ∑√(𝐶𝑃𝑋𝑖+1 − 𝐶𝑃𝑋𝑖)
2 + (𝐶𝑃𝑌𝑖+1 − 𝐶𝑃𝑌𝑖)

𝑛−1

𝑖=1

 
( 44 ) 

where 𝑛 is the last crack path co-ordinate and 𝐶𝑃𝑋 and 𝐶𝑃𝑌 are the crack path locations in 

the 𝑋 axis and 𝑌 axis respectively.  

In an ideal situation, the crack length would be the summation of the Euclidean distance 

between each crack path data point as shown by Eq. ( 44 )(P2P = Point to Point). However, 

the accuracy of the crack path using the PC-CD is very limited in displacement data point 

space and the additional convolutions (as observed in Figure 3.14b) can add a degree of 

uncertainty to the determined crack length by Eq. ( 44 ). Eq. ( 43 ) can give a better 

approximation to the crack length as the calculation makes the assumption the crack takes 

the shortest path between the crack mouth and crack tip. 

The prescribed crack tip position on the virtual data was half way across the image, which 

means the prescribed crack tip location is at (1012, 1023) in pixel coordinate space. The PC-

CD has calculated the crack tip location to be (1012, 1028), which is an exact error of 5 pixels 

while the crack length error is calculated to be √2 pixels. 

INPUT OUTPUT 

Crack Path approximation 

 (𝑪𝑷𝑿,𝑪𝑷𝒀) 
 

Crack length 

 (𝐶𝐿) 
 

 Crack tip location  

(𝐶𝑇𝐼𝑃) 

Table 16 Input and Output table for PC-CD Step 14 – Crack length  
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3.10  Volume Phase Congruency based Crack Detection  

The PC-CD algorithm has been developed and refined to detect a single discontinuity in 

volume displacement fields. The volume crack detection procedure will require Digital 

Volume Correlation parameters to be selected carefully and optimally. The displacement 

field fed into the algorithm can segment the discontinuity boundary in three-dimensional 

space. Careful optimization of DVC parameters such as cubic voxel size, overlap, different 

passes and uncertainty have been studied previously [178-182]. Using the segmentation 

boundaries and volume displacement field, the algorithm outputs the crack surface location, 

crack opening displacement in the thickness and the crack front. Better optimized DVC 

results are obtained if the user rotates the volume image in two axis orientations so that the 

expected crack surface is parallel to one of the axis planes. Similar with the surface crack 

detection application, better displacement measurements are achieved at voxels close to the 

crack faces. The rotation also allows for the separation of different modes of fracture and 

may help achieve good discontinuity signal to noise ratio, channelling the discontinuity signal 

into a single orientation.  

The two-dimensional DIC algorithm is established and entails more accurate results than a 

conventional DVC algorithm. The well-established DIC algorithm uses a second-order shape 

functions to tailor the shape of the subset to match to the deformed subset. An optimized 

subset shape is reached using an accurate least square matching procedure method with a 

conventional accuracy of less than 1/100th of a pixel [183]. However, the same optimization 

algorithms are not available with a conventional DVC algorithm mostly due to the 

computational complexity. Instead a Fast Fourier Transform (FFT) [184] method is utilised to 

quickly compute the translation and stretch parameters using the convolution theorem of 

each cubic subset. Considering the “quick and dirty” approach, DVC algorithms have a 

displacement precision of above 1/20th of a pixel, considering, the DVC is still 

computationally, an expensive algorithm.  
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The idea behind Volume Phase Congruency based Crack Detection (VPC-CD) algorithm is very 

similar to the surface version, however, there are a few fundamental differences to consider. 

While the surface algorithm is designed to detect and quantify discontinuity with a two-

dimensional data point field, the volume algorithm cannot detect cracks, but can only 

segment the crack but with three-dimensional data points. Each data point within the three-

dimensional space carries displacement information in three special axis orientations; Ux, 

Uy and Uz. A single displacement orientation that carries the highest discontinuity signal is 

selected for crack detection and segmentation. Therefore, the key PC-CD algorithm 

components such as Outlier deletion, recovery of missing data, Phase congruency, Region-

based active contour and crack parameter extraction are developed to extract discontinuity 

from a volumetric displacement field. Due to the nature of the sluggish data acquisition of 

volume images and high computational time complexity of Digital Volume Correlation, users 

are rarely tasked to detect cracks from large number datasets. Therefore, a volumetric 

automatic initial mask selection has not been developed for the proposed algorithm and can 

be a task in future work. 

To act as a replacement for the automatic initial mask procedure, the user is required to 

interact with the algorithm and select a seeding point which will act as the initial mask 

instead.  

Figure 3.16 depicts the skeleton sketch of the PC-CD algorithm.  
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Figure 3.16 Volumetric Phase congruency based Crack Detection Algorithm (VPC-CD) 
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The dataset presented in section 6.2.2, Ductile Material: Al-Ti Metal matrix composite with 

short notch (i.e. 𝑎/𝑊 =  0.1) was used as an example dataset to depict how the VPC-CD 

algorithm flows. Figure 3.17 depicts the deformed tomograph image of the Al-Ti with short 

notch. The dimension of the tomograph measures 2150 × 1300 × 2000 with a voxel size of 

3.25 µm. 

PRE-PROCESSING  

The volume displacement field data of the cracked body contains a six-column vector 

information. The first three columns are representative of the location of a single data point 

in X, Y and Z axis while the last three are representative of the displacements in Ux, Uy and 

Uz directions of the same data point. An algorithm is used to construct a volumetric data 

point space of X, Y and Z co-ordinates and Ux, Uy and Uz displacement data. The procedure 

shown in the surface crack detection is replicated in the three-dimensional application. 

 

 

Figure 3.17 Selection of ROI in a volume image 
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3.10.1 Step 1 – Region of Interest 

The user selects a region of interest in three co-ordinate spaces to not only remove outliers 

caused by the edge effect but also to save computational time. This is important because the 

dimension size of the data increases the time complexity and data reduction will be 

necessary to save computational time. Data points localised to the discontinuity are 

considered to calculate the crack geometry therefore a smaller region of interest can be 

selected to save computational time. 

The imported dimension of the cracked body is 175 × 213 × 150, in the data point scale. 

The deformed tomograph exhibited two cracks, as seen in Figure 3.17, both propagating 

behind the notches of the sample. For the following example, the longer crack is centralised 

for the demonstration of VPC-CD. The region of interest (ROI) can be specified in data point 

space but in this instance, the ROI was determined in the tomograph, before DVC analysis. 

The ROI is identified by the red dotted cuboid projected on the deformed tomograph image 

Figure 3.17. Three 𝑋𝑍 – plane slices at locations; 𝑌 =  250, 700 and 1250 are shown to 

enable a visualisation through the thickness of the sample, and the progression through the 

crack analysis through the following steps. The RIO of the displacement slices are the cyan 

dashed areas.  

 

INPUT OUTPUT 
Volume displacement field 

 (𝑼𝒙, 𝑼𝒚,𝑼𝒛) 
Cropped volume displacement field 

(𝐶_𝑈𝑥, 𝐶_𝑈𝑦, 𝐶_𝑈𝑧) 
Volume co-ordinate space 

 (𝑿, 𝒀, 𝒁) 
Cropped volume co-ordinate space 

(𝐶_𝑋, 𝐶_𝑌, 𝐶_𝑍) 
Region of interest  

Table 17 Input and Output table for VPC-CD Step 1 – Region of Interest 
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3.10.2 Step 2 – Displacement orientation 

The user is required to select the displacement orientation that carries the highest 

discontinuity signal, which is selected to be the displacement data for crack segmentation. 

For mode I cracks, the highest discontinuity signal exists in the orientation normal to the 

crack surface. Selected orientation information also plays a role in constructing the volume 

Phase congruency map. 

The displacement volume is sliced into individual two-dimensional slices where the expected 

crack surface orientation is required to be known. The crack surface orientation also plays a 

role in the extraction of the crack parameters. The cropped volume displacement fields can 

be previewed by the user in this step to help determine the surface orientation of the crack, 

consequently selection of displacement discontinuity signal field.  

The crack surface is parallel to the 𝑋𝑌 – plane, as seen in Figure 3.17. Therefore, for a mode 

I crack, the discontinuity signal is in the 𝑈𝑧 displacement field.   

 

INPUT OUTPUT 

Masked volume displacement field 

(𝑪_𝑼𝒙, 𝑪_𝑼𝒚, 𝑪_𝑼𝒛) 

Selection of discontinuity orientation 

 ( i.e. 𝑍-direction) 

Table 18 Input and Output table for VPC-CD Step 2– Displacement orientation 

3.10.3 Step 3 – Fill missing value 

All cropped volume displacement field orientations (i.e. 𝐶_𝑈𝑥, 𝐶_𝑈𝑦, 𝐶_𝑈𝑧) were applied the 

extrapolation to recover the missing data points that may have been removed from the DVC 

calculation as discussed in section 3.6. The inpaintn algorithm was used as the default 

configuration. Figure 3.18a shows an extrapolated 𝑈𝑧 displacement field using the inpaintn 

algorithm. 

 

INPUT OUTPUT 

Volume displacement fields 

(𝑪_𝑼𝒙, 𝑪_𝑼𝒚, 𝑪_𝑼𝒛) 

Filled volume displacement fields 

(𝐹𝐶_𝑈𝑥, 𝐹𝐶_𝑈𝑦, 𝐹𝐶_𝑈𝑧) 

Table 19 Input and Output table for VPC-CD Step 3– Fill missing value   
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3.10.4 Step 4 – 3D Outlier deletion 

Outlier deletion (section 3.5), step 4 and 5, is an optional procedure that can be skipped. In 

the following example shown in Figure 3.18, it was observed that the outlier deletion 

improves the erroneous displacement values caused by the crack artefact and there it is 

recommended for dataset that have a significant crack opening.  

 

 

Figure 3.18 Pre-processing & Volume Phase congruency a) Cropped Uz displacement field, b) Outlier 
deletion applied to a), c) Extrapolation of b), d) Volume Phase congruency of c) 

Figure 3.18b depicts where an outlier deletion filter has been applied to the 𝑈𝑧 displacement 

field. The outlier deletion parameters for window size (ODw) and threshold parameter (ODt) 

were chosen to be to be 20 and 0.001, respectively, after several trials. It can be observed 

the outlier deletion method has removed the spurious values as described. The outlier 

deletion was also applied to the 𝑈𝑥 and 𝑈𝑦 displacement fields.  
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INPUT OUTPUT 

Volume displacement fields 

 (𝑭𝑪_𝑼𝒙, 𝑭𝑪_𝑼𝒚, 𝑭𝑪_𝑼𝒛) 

Outlier deleted volume displacement field 

(𝑂𝐹𝐶_𝑈𝑥, 𝑂𝐹𝐶_𝑈𝑦, 𝑂𝐹𝐶_𝑈𝑧) 

Outlier Deletion Window size 

 (𝑶𝑫𝒘) 

 

Outlier Deletion Threshold parameter  

(𝑶𝑫𝒕) 

 

Table 20 Input and Output table for VPC-CD Step 4– 3D Outlier deletion 

 

3.10.5 Step 5 – Fill missing value 

In this step, the outlier deleted displacement data point values are recovered using inpaintn 

(see section 3.6). 

Figure 3.18c shows the extrapolated 𝑈𝑧 displacement field using the inpaintn algorithm. The 

applied outlier filter shows an improvement between the before and after outlier filter was 

applied. The maximum value has decreased from 0.1 to 0.06 while the minimum value has 

increased by 0.03. The further evidence of an improvement of the displacement field is the 

sharpened contrast of the filter, improving the signal to noise ratio of the displacement field 

while preserving the discontinuity.   

 

INPUT OUTPUT 

Volume displacement fields 

(𝑶𝑭𝑪_𝑼𝒙,𝑶𝑭𝑪_𝑼𝒚,𝑶𝑭𝑪_𝑼𝒛) 

Filled volume displacement fields 

(𝐹𝑂𝐹𝐶_𝑈𝑥, 𝐹𝑂𝐹𝐶_𝑈𝑦, 𝐹𝑂𝐹𝐶_𝑈𝑧) 

Table 21 Input and Output table for VPC-CD Step 5– Fill missing value 
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3.10.6 Step 6 – Volume Phase Congruency 

The Volume Phase Congruency (VPC) map is constructed using the discontinuity 

displacement signal field as selected in Step 2. The user will need to select the thickness axis 

of the specimen to determine the slice indexing as discussed in section 3.3. In the following 

example, the thickness of the sample is parallel to the crack front (e.g. 𝑌 − axis) and 

therefore the displacement slices are deconstructed to the 𝑋𝑍 − plane.  

The 2D Phase congruency algorithm is adopted slice by slice where the parameters λmin and 

dPC can have values ranging between 2 − 10 and 0.8 − 1.6 respectively. Both parameters 

will require to be kept constant for each slice calculation. 

Volume Phase congruency was applied to the 𝑈𝑧 displacement field (i.e. FOFC_Uz) the slice 

orientation of the 𝑋𝑍 – plane using the default 2D Phase congruency parameters of λmin =

4 and dPC = 1.2. The slices are combined to construct the Volume Phase congruency map 

shown in Figure 3.18d 

INPUT OUTPUT 

Selected volume displacement orientation Volume Phase congruency  

(𝑉𝑃𝐶) 

𝛌𝐦𝐢𝐧 (Default =  𝟒) 

(𝑷𝑪𝟏) 

 

𝐝𝐏𝐂 (Default = 𝟏. 𝟐) 

(𝑷𝑪𝟐) 

 

Table 22 Input and Output table for VPC-CD Step 6– Volume Phase Congruency 

 

3.10.7 Step 7 – Seeding point 

The automatic initial crack mask procedure is replaced with a user interaction based seeding 

point where the user is given a graphic visualization of the Volume Phase congruency (VPC) 

map. The user is then required to select a single data point that is the subset of the 

discontinuity which is highlighted by Phase congruency. The co-ordinates of the selected 

data point are used to construct an initial mask. A binary matrix is created with the same 

volume size of VPC map where the seeding point is padded by one voxel creating an initial 

mask size of 3 × 3 × 3. 
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Figure 3.19 Volume crack segmentation procedure a) Selection of seeding point (VInitialMask) on VPC 
map b) Active contour segmentation overlay on the VPC map c) Segmentation of the discontinuity 
(VCrackMask) d) Segmentation used to mask out FOFC_Uz (Figure 3.18) 

The Volume Phase congruency (see Figure 3.18d) is graphically shown to the user where the 

seeding point location is identified as (276, 700, 948) in the (𝑥, 𝑦, 𝑧) pixel axis as shown by 

the red segment in Figure 3.19a. 

 

INPUT OUTPUT 

User selected seeding point 

(Data point co-ordinate space) 

Initial mask 

(𝑉𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑀𝑎𝑠𝑘) 

Table 23 Input and Output table for VPC-CD Step 7– Seeding point 
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3.10.8 Step 8 – 3D Region-based active contour algorithm 

The Active contour method described in section 3.8.2 is used to segment the discontinuity in 

three-dimensional space from the Volume Phase congruency map. While the segmentation 

algorithm requires seven input parameters, only three are interacting with the algorithm; 

Volume Phase congruency map, initial mask and maximum number of iterations. The 

propagation field and the gradient field are calculated using the Volume Phase congruency 

information and are an input to calculate the Chan-vese and GAC terms respectively to 

produce the hybrid model. The hybrid model requires the respective weights which are kept 

at their default values, αseg = 0.015 and βseg = 0.02. The user selected mask in Step 7 is 

used iteratively to grow the segmentation until the segmentation growth becomes stagnant 

and an optimum segmentation mask is reached. An optimum segmentation mask can be 

achieved either with a high iteration number to allow a convergence or the user terminates 

once segmentation growth stagnation is observed, to avoid unnecessary computational 

iterations.  

The VPC map and the seeding point are used as inputs (see Figure 3.19a) for the active 

contour algorithm and default parameters. After 364 iterations, the segmentation growth 

becomes stagnant and therefore the loop is terminated to save computational time. Figure 

3.19b shows the volume segmentation of the discontinuity ridge superimposed with the 

volume Phase congruency map. The segmentation is observed to have correctly identified 

the outer regions of the highlighted discontinuity.   

 

INPUT OUTPUT 

Volume Phase congruency  

(𝑽𝑷𝑪) 

Volume segmentation mask of the 

discontinuity  

(𝑉𝐶𝑟𝑎𝑐𝑘𝑀𝑎𝑠𝑘) 

Initial mask for segmentation 

(𝑽𝑰𝒏𝒊𝒕𝒊𝒂𝒍𝑴𝒂𝒔𝒌) 

 

Maximum number of iterations 

(𝑰𝒕𝒆𝒓𝒏) Default =  𝟐𝟎𝟎 

 

Table 24 Input and Output table for VPC-CD Step 8 – 3D Region-based active contour algorithm 
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CRACK PARAMETER EXTRACTION 

Volume crack segmentation allows the identification of the virtual crack surface created by 

the Digital Volume Correlation displacement field. Utilising the boundaries of volume 

segmentation of the crack in volume space with the displacement components and data 

point co-ordinates can allow the calculation of very valuable and comprehensive crack 

geometry. Crack opening displacement in the thickness of the crack can be calculated to 

paint valuable information as to the plane stress and plane strain conditions of a cracked 

body. The procedure of extracting the crack geometry from a volume displacement field can 

be accomplished by treating the volume segment in two dimensional slices and applying the 

two dimensional crack parameter extraction method described in sections 3.9.13, 3.9.14 and 

3.9.15. 

 

INPUT OUTPUT 

Volume segmentation mask of the discontinuity  

(𝑽𝑪𝒓𝒂𝒄𝒌𝑴𝒂𝒔𝒌) 

Crack opening displacement in the 

thickness 

(𝐶𝑂𝐷𝑈𝑥, 𝐶𝑂𝐷𝑈𝑦, 𝐶𝑂𝐷𝑈𝑧) 

Filled volume displacement field 

(𝑭𝑪_𝑼𝒙, 𝑭𝑪_𝑼𝒚, 𝑭𝑪_𝑼𝒛) or 

(𝑭𝑶𝑭𝑪_𝑼𝒙, 𝑭𝑶𝑭𝑪_𝑼𝒚, 𝑭𝑶𝑭𝑪_𝑼𝒛) 

Crack surface 

 (𝐶𝑆) 

Co-ordinate space 

 (𝑪_𝑿, 𝑪_𝒀, 𝑪_𝒁) 

Crack length  

(𝐶𝐿) 

Selection of orientation  

(i.e. 𝒁 − direction) 

Crack front 

(𝐶𝐹) 

Table 25 Input and Output table for VPC-CD–Crack parameter extraction procedure 
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3.10.9 Step 9 – Crack opening displacement 

The volume crack boundary search algorithm is deployed on the crack mask where the 

algorithm first deconstructs the volume into individual slice segments based on the thickness 

and the index slicing orientation of the construction of VPC. The Crack boundary search 

algorithm is applied iteratively where the algorithm classifies the upper and lower face of the 

crack for each slice. The data points at the boundary for each slice helps with the calculation 

of the crack opening displacement profile of each slice. The Crack opening displacement 

profiles are then combined for each slice to obtain an overall volume crack opening 

displacement in the thickness of the cracked body. The default setting of obtaining COD is 

using a single data point method from opposite sides of the crack. The same process is 

applied to all displacement orientations to obtained Mode I, Mode II and Mode III crack 

opening.  

The volume segmentation of the discontinuity (𝑉𝐶𝑟𝑎𝑐𝑘𝑀𝑎𝑠𝑘) is removed from the 

𝐹𝑂𝐹𝐶_𝑈𝑥, 𝐹𝑂𝐹𝐶_𝑈𝑦, 𝐹𝑂𝐹𝐶_𝑈𝑧 displacement field where Figure 3.19d shows the latter as 

an example. All the displacement orientations are deconstructed to 𝑋𝑍 – plane slices where 

𝑌 − axis is the thickness of the specimen and Crack boundary search algorithm is deployed. 

The COD is calculated for each 𝑋𝑍 − plane slice using the methodology from section 3.9.13. 

Each slice is representative of a single COD measurement of a unit thickness. The COD in the 

thickness for 𝑈𝑥, 𝑈𝑦 and 𝑈𝑧 are shown in section 6.2.2, (page number 173), Figure 6.6(b, c 

and a) in that order. It is seen that the highest crack opening signal is in the 𝑈𝑧 orientation 

which validates the Mode I opening. Also seen in each respective data, the COD profile varies 

through the thickness of the specimen compared to the specimen surface observation.  

 

INPUT OUTPUT 

Volume Segmentation mask of the discontinuity 

(𝑽𝑪𝒓𝒂𝒄𝒌𝑴𝒂𝒔𝒌) 

Crack opening displacement  

(𝐶𝑂𝐷𝑈𝑥, 𝐶𝑂𝐷𝑈𝑦, 𝐶𝑂𝐷𝑈𝑧) 

 

Filled Displacement field  

(𝑭𝑪_𝑼𝒙, 𝑭𝑪_𝑼𝒚, 𝑭𝑪_𝑼𝒛) or 

(𝑭𝑶𝑭𝑪_𝑼𝒙, 𝑭𝑶𝑭𝑪_𝑼𝒚, 𝑭𝑶𝑭𝑪_𝑼𝒛) 

 

Selection of orientation 

(i.e. 𝒁 − direction) 

 

Table 26 Input and Output table for VPC-CD Step 9– Crack opening displacement   
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3.10.10 Step 10 – Crack surface 

Once again, the volume crack boundary search algorithm is deployed in the same slice 

orientation as previously. The crack boundary information is used to find the mid-point crack 

path location at each slice using the method described in section 3.9.14. The crack path 

location for each slice is then combined to obtain the crack surface. A PC-weighted crack 

path method was not developed due to the limitations of the DVC algorithm, discussed in 

section 2.3.3.  

The volume segmentation of the crack (see Figure 3.19c) is used to identify the boundary of 

the crack in the co-ordinate system and is deconstructed into slices of the 𝑋𝑍 – plane. The 

crack path is found in each individual slice using the mid-point method and is combined to 

construct a crack path through thickness which enables the approximation of the crack 

surface as shown in Figure 6.4. The crack surface is presented by 𝑍 − axis elevation.  

 

INPUT OUTPUT 

Volume segmentation mask of the 

discontinuity  

(𝑽𝑪𝒓𝒂𝒄𝒌𝑴𝒂𝒔𝒌) 

Crack surface approximation  

(𝐶𝑆) [Mid-point method] 

Selection of orientation  

(i.e. 𝒁 − direction) 

 

Co-ordinate space 

(𝑪_𝑿, 𝑪_𝒀, 𝑪_𝒁) 

 

Table 27 Input and Output table for VPC-CD Step 10 – Crack surface 

 

3.10.11 Step 11 – Crack front 

The crack surface parameter obtained in the previous step is used to calculate additional 

crack geometrical parameters, such as crack tip location through the thickness or crack front 

and crack length. Depending on the experimental conditions of the fracture (i.e. fatigue crack 

growth, material parameter) the crack length and crack tip location can vary over the 

thickness of the cracked body, usually in situations when a material is under plastic 

deformation.  
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 In the case of defining cracks from volume measurements, the true crack tip location or the 

true crack length can be defined by the longest crack length over the thickness of the 

observed cracked body. Therefore, the crack front location is a useful parameter that can be 

obtained from the previous step for non-linear fracture mechanics. The crack front location 

is the crack tip of each slice over the thickness of the specimen. The same methodology 

prescribed in section 3.9.15 is applied to the crack surface parameter, but in individual slices 

through the defined thickness.  

 

  OUTPUT 

Crack surface approximation  

(𝑪𝑺) 

Crack length  

(𝐶𝐿) 

 Crack tip location  

(𝐶𝑇𝐼𝑃) 

 Crack front 

(𝐶𝐹) 

Table 28 Input and Output table for VPC-CD Step 11 – Crack front 

 

3.11  Crack Characterisation 

The ability to characterise and quantify the conditions that will propagate a crack is a critical 

requirement of fracture mechanics. Although the geometrical parameters of a crack can be 

used to better understand the structural integrity, additional calculations are required to 

determine if a cracked component is safe. A novel method has been developed by Dr Selim 

Barhli [2] where the use of Digital Image Correlation and finite element simulation can be 

combined to extract the strain energy release rate of a surface measurement of a cracked 

body. The author of this thesis has been collaborating for the development of the OUR-OMA 

(Oxford University Reinjection-Optimized Meshing Add-on) and is second author on his 

paper.  
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The approach uses a finite element model with imported full-field displacements, measured 

by DIC and J-integral is calculated, without the knowledge of the specimen geometry and 

applied loads. However, the algorithm needs the crack geometrical parameters to be fed into 

the code to calculate the J-integral: the segment of the crack path; low confidence region 

and free to deform region. The outputs from the PC-CD algorithm can be directly infused 

with OUR-OMA, removing user judgement and bias from the calculation. The objective is to 

be able to automatically and accurately extract the J-integral values from displacement 

measurements of a crack.  

 

Figure 3.20: Steps of the J-integral calculation process; DIC Analysis – the displacement field is obtained 
in a two-step analysis with a coarse (step A) and fine (step B) subset size to map the field precisely and 
identify the crack path; Finite Element Processing - (a) FE mesh registered with the coarse DIC grid 
(b) The region containing the crack [PQRS] is deleted for re-meshing (c) The crack is inserted in the re-
meshed region, nodes are doubled on the crack path (d) Boundary conditions are enforced on the FE 
nodes, except in the free region P’Q’R’S’, which always includes the region PQRS, (e) The J-integral is 
calculated.[2] 
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OUR-OMA method requires a two-step DIC analysis: Step A, DIC analysis where a large subset 

size is used and accurate displacement information is calculated to obtain a better resolved 

FE model, and Step B, DIC analysis where small subset size is used to obtain high spatial 

resolution to find the crack location.  

For the Step A analysis, the crack and its surroundings are masked (see box PQRS, Figure 

3.20), so its discontinuity does not perturb the accuracy of the description of the 

displacement field that surrounds it. The mask is obtained by excluding those displacement 

vectors with low correlation coefficient (typically, for a good quality image, a correlation 

coefficient threshold of 0.8 is used). The crack mask can also be obtained by applying PC-CD 

to the crack tip field.  

The Step B analysis is performed using a small subset size convenient to determine an 

accurate crack path and crack tip position on the reference grid.  

After completing both steps, the vectors of the displacements in the plane of the surface of 

the sample have been determined with optimal precision (Step A). The data lie on a regular 

grid, which is not fully populated due to censoring (i.e. masking) of low quality DIC results in 

the vicinity of the crack. Other regions, remote from the crack, may also have missing values 

where the correlation quality is low, this may be due to loss of camera focus or parasitic light 

reflections in optical observations. The crack path has also been determined (Step B), and is 

described using a finer grid within the masked region. 

A finite element approach is used to extract the J-integral from the DIC-measured 

displacement fields. This is done by importing the displacement field as a set of full field 

boundary conditions into a finite element model of the crack. A software tool (OUR-OMA) 

has been written to facilitate this; coded in Python, it runs inside the Abaqus software via its 

scripting capability7. A FE model is created that is registered with the DIC analysis results (see 

Figure 3.20a) so that the Step A DIC dataset and the FE model share the same coordinate 

system. Typically, as in the Davis software, the DIC coordinate system for a 2D-DIC analysis 

is that of the reference image, whilst for a 3D-DIC analysis, the coordinate system is that of 

the calibrated specimen surface. The spacing of the nodes of the FE mesh is chosen to be 

coincident with the Step A DIC result grid, using square elements.   

                                                            
7 OUR-OMA (Oxford University Reinjection-Optimized Meshing Add-on): The software is available from the authors as a GUI or 
Command Line version, compatible with Abaqus version 6.10 to 6.1314. The GUI version, distributable as an Abaqus plugin, can 
deal with common experimental cases (e.g. straight cracks). The command line version is more versatile (e.g. kinked and curved 
cracks). 
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This registration and grid matching avoid the requirement for interpolation when 

subsequently applying the DIC displacement field to the FE mesh. The FE mesh is locally 

refined to insert the crack within the region where the Step A displacement vectors have 

been censored. A rectangular bounding box is defined that contains the crack and matches 

the masked region. This region is re-meshed separately using the Step B description of the 

crack path, with nodes doubled along the crack path to allow the crack to open. The mesh 

within the bounding box is attached to the nodes of the surrounding coarse mesh in the FE 

model (see Figure 3.20b and c). The mesh density at the crack tip is aimed to be 3 times finer 

than the Step A mesh, as a good mesh quality cannot be achieved if the mesh density 

difference is too large between the two regions. This is done using a constraint established 

in the FE pre-processer that allows the mesh density to change during meshing to converge 

towards the finest achievable mesh density with good quality elements8. 

The results from Step A are injected onto the model by enforcing node displacements to the 

measured displacement vectors. These local boundary conditions are applied everywhere 

except in a ‘free’ region that is free to deform in accordance with its surrounding boundary 

conditions and material properties. (see box P’Q’R’S’, Figure 3.20d). This free region includes 

the re-meshed region (PQRS) that surrounds the crack and can be extended to further censor 

the Step A DIC dataset. After ‘injecting’ the displacement field data into the FE simulation 

using OUR-OMA, the FE software can be used to assign a material law to the model. Plane 

stress or plane strain elements may be used. In this thesis we have used the Abaqus FE 

software package and have examined both linear elastic and inelastic (Ramberg-Osgood) 

material laws, which are both compatible with the J-integral calculation.  

                                                            
8 In Abaqus, this is done by selecting the “Allow the number of elements to increase only” constraint when defining the local 
mesh seeds. The minimum aimed mesh side, set to 1/3 of the Step A mesh density by default, can be modified at will. 
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The Abaqus software implements the domain integral method to calculate the J-Integral. It 

uses the Virtual Crack Extension method, which applies a virtual displacement field (Q-field) 

to increase the crack length by a small amount and so evaluate the change in strain energy. 

To define the Q-field properly, the software requires the definition of a Q-vector; this is 

normal to the crack front, and, if a 3D geometry is considered, also lies in the local plane of 

the crack. In the 2D model considered here, the Q-vector is chosen to be collinear with the 

linear segment of the crack path that is closest to the crack tip. The J-integral calculation is 

performed over several contours to check for contour independency, and thus retrieves the 

potential elastic strain energy release rate of crack propagation that is due to the measured 

displacement field (Figure 3.20e).  

The current version of the OUR-OMA code has been implemented in this thesis to show how 

PC-CD can be used to make OUR-OMA fully automatic. The most recent version of OUR-OMA 

uses only two crack path points: the crack mouth; and the crack tip location. PC-CD is used 

in step B analysis to find the crack and feeding the crack mouth and the crack tip location 

directly into the OUR-OMA code. The OUR-OMA code uses step A analysis with high 

displacement accuracy with the identified crack location to calculate the J-integral. The crack 

mask calculated by PC-CD (output from section 3.9.12) can also be used to determine the 

low confidence region that can be deleted from the imported displacement field. The ability 

to use PC-CD for crack mask and higher density of crack path points has been added to future 

work. 
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3.12  Conclusion 

This section presented a methodology of an automatic application to detect and quantify 

cracks from displacement measurements. The PC-CD methodology is based on automatically 

determining which data points have a discontinuous movement within its domain subset. 

Consider Figure 3.21 as a surface example for this explanation. The data point grid is equally 

spaced on the reference image, spacing and subset determined by the DIC analysis. As a crack 

propagates through the surface, each data point tracks the surface movement and provides 

a quantity of the movement in each orientation. However, at locations where the actual 

crack path splits the domain (subset) of the data point, the DIC algorithm gives an average 

value of the discontinuous movement. The green data points highlighted in Figure 3.21 show 

the subsets the crack interacts with. The PC-CD methodology is based on the segmentation 

(i.e. identification) of the discontinuous data points.  

 

Figure 3.21 Idea behind PC-CD model of discontinuity 

Once the discontinuous data points are determined, the methodology uses the boundary 

data points (blue data points) in order to geometrically model the crack. The blue dots are 

assumed to be the nearest valid displacement data points to the faces of the actual crack 

and assumed that the crack does not interact within the domain (subset) of the data points. 

The blue dots are used as virtual clip gauges to obtain the crack opening displacement by 

subtracting their displacement values. The mid-point between the blue dots give a virtual 

approximation of the crack path placement (pink dashed line) on the reference image grid. 
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However, it is important to note that the DIC analysis plays a large role in the geometrical 

modelling of the crack. Lower step size adds better placement of subsets on the crack faces 

which gives a more refined crack path placement. Larger subset size gives higher certainty of 

displacement values at the loss of spatial resolution. Optimization of the subset and step size 

were discussed in the literature review (section 2.3.1) and it was concluded that the subset 

and step size parameters can be fine-tuned with respect to the speckle pattern and camera 

noise.  

The application of PC-CD is fully automatic, and the default parameters are considered for 

most of the datasets, unless stated otherwise. There are a few parameters that can be fine-

tuned based on the imported displacement measurement.  

Phase congruency (see section 3.9.7 and 3.10.6) is an automatic step, however 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶  

are parameters that control the scale-space of a feature which essentially is the sharpness 

of the discontinuity signal. The sharpness of the discontinuity is directly related to the choice 

of subset and step size (data point spacing). For example, considering the data point spacing 

is constant and larger subset size were used in Figure 3.21, this will mean more data points 

will have interacted with the crack, giving a blunter discontinuity signal and a larger 

discontinuous data point region. Smaller subset size means will mean less subsets will 

interact with the crack giving a much sharper discontinuity signal. A relationship between 

subset and step size versus 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶  was observed, the relationship was further 

investigated in section 4.7.  

VPC-CD algorithm is virtually the same as the PC-CD application, however, instead of being 

automatic, the procedure requires easy user interaction where a seed point must be 

specified. The location of the seed point is invariant to the outcome; therefore, user 

judgement does not impact geometrical representation of the crack. OUR-OMA algorithm is 

presented to show how the geometry of the crack, automatically obtained from PC-CD, can 

be used to calculate the J-integral, which is a critical process towards the characterisation of 

a crack.



 

108 
 

4 THEORETICAL AND VIRTUAL BENCHMARKING OF 

THE NOVEL PC-CD 

4.1 Introduction 

The novel PC-CD algorithm extracts the crack geometry purely operating on measured 

displacement fields. In-order to quantify and benchmark the uncertainty associated with the 

crack geometry extraction using the PC-CD method, two controlled approaches of obtaining 

cracked displacement fields were studied.  

The ability to create virtual datasets is of prime importance for the development and 

benchmarking of image analysis-based methods. In the case of crack study through Digital 

Image Correlation, developing an analysis technique proves difficult and inefficient when 

working with experimental datasets, for several reasons. Firstly, the dataset parameters are 

not perfectly controlled or known, it is therefore impossible to determine where the final 

error comes from. Moreover, the number of available experimental configurations is limited 

by practical constraints, preventing thorough testing of the method capabilities in different 

situations. On the other hand, the use of virtual images allows separate control of all fracture 

parameters and is not limited in term of number of different datasets to produce.
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First, a theoretical simulation of a horizontal edge crack was constructed using Williams’ 

series (see Figure 3.2a for an example). The geometrical parameters of the crack were known 

for the displacement field, therefore could be compared to crack parameters extracted using 

the PC-CD algorithm. Furthermore, to test the Phase congruency’s state of the art de-noising 

method, zero-mean additive white Gaussian noise for different σ values was added to the 

theoretical displacement field. The comparisons gave the errors associated with this novel 

approach and PC-CD method’s performance can be benchmarked with respect to the 

influence of uncertainty in displacement fields. PC-CD was able to accurately detect a crack 

with a mouth opening of 0.1 pixels with typical experimental noise (i.e. medium noise). 

Next, a virtual simulation of a horizontal edge crack was used where a computer-generated 

virtual speckle pattern was deformed using a computer code (ODIN, see later in section 

4.6.1). The speckle pattern was deformed using five different cracked displacement fields, 

which varied in crack mouth opening displacement. The aim of the study was to investigate 

how the discontinuity signal, steeper crack tip gradient and controlled noise levels impact 

the uncertainty of crack geometry obtained by PC-CD method. Furthermore, the PC-CD 

method was compared with the Heaviside function fitting to displacement field with 

characterised uncertainties.   
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4.2 Methodology of the theoretical experiment 

In this section, a theoretical displacement field of a crack in an infinite linear elastic plate (i.e. 

Williams’ series [186]) was used to quantify the accuracy of the algorithm. Crack parameters 

such as crack opening displacement profile 𝛿(𝑥), crack path 𝜓(𝑥), and crack length are 

known parameters in the theoretical crack tip fields and can readily be compared with those 

calculated by the PC-CD method. To evaluate the algorithm’s robustness to noise and 

investigate the influence of uncertainty, zero-mean additive white Gaussian noise [187] was 

added to the theoretical displacement field with an incremental standard deviation of 

Gaussian noise. 

The continuum mechanics solution of the displacement field ahead of a crack in an elastic 

medium is an asymptotic function [101]. Assuming only the first term of the asymptotic 

function for a crack along the horizontal direction i.e. 𝑋 − axis shown in Figure 3.2a, the 

opening displacement, 𝑈𝑦, around the crack as a function of the far field applied stress, 𝜎, 

can be presented by: 

𝑈𝑦 (𝑟, 𝜃) =  
𝜎√𝜋𝑎

2𝜇
√
𝑟

2𝜋
[𝑠𝑖𝑛 (

1

2
𝜃) {𝜅 + 1 − 2𝑐𝑜𝑠2(

1

2
𝜃)}] 

( 45 ) 

 

where μ is the shear modulus and 𝑟 and 𝜃 are radial and phase distance from the crack tip 

and 𝑎 is the crack length. The origin of this 𝑋𝑌 − coordinate system is at the crack tip. The 

crack opening displacement 𝛿(𝑥) is calculated by [188]: 

Displacement in crack plane 𝜃 = 𝜋 ;  𝑟 =  𝑎 − 𝑥  

𝑈𝑦 =
(1 + 𝜈)(𝜅 + 1)

𝐸

𝜎

2
 √2𝑎(𝑎 − 𝑥)  ( 46 ) 

𝛿(𝑥) = 2𝑈𝑦(𝑥) =  
(1 + 𝜈)(𝜅 + 1)

𝐸
𝜎√2𝑎(𝑎 − 𝑥)  ( 47 ) 

Where 𝜐 is Poisson’s ratio and 𝜅 = 3 − 4𝜐 for the plane strain condition. 

The 𝑈𝑦 displacement field and COD was constructed with an arbitrary Young’s modulus of 

8 𝐺𝑃𝑎 and Poisson’s ratio of 0.3. It should be noted that only the singular term of 

displacement field was used in this study.   
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As the distance from the crack tip increases the contribution of non-singular terms increases 

[189] and the crack opening displacement calculated by Eq.( 47 ) is no longer valid. However, 

the aim of this theoretical study was to compare a known crack opening displacement with 

that calculated by the PC-CD method to estimate its accuracy and therefore the 

unrepresentativeness of the selected field has no impact on the estimated accuracy. 

Accurately modelling the typical experimental DIC noise was challenging as there are many 

different factors that contribute to the uncertainty in the displacement field. Hence, to 

simulate the effects of uncertainty in displacement field, additive Gaussian noise with mean 

value of 0, and different increments of standard deviation were added to the theoretical 

displacement field. The standard deviation 𝜎𝐺 , percent additive noise, 𝛤𝑁, was introduced 

with the following form: 

𝛤𝑁 =
𝜎𝐺

(∆𝑈𝑦)
× 100  ( 48 ) 

∆𝑈𝑦 is the range of the displacement field, and has value 1 as 𝑈𝑦 is normalised. The 

simulated 𝛤𝑁 ranges from 0% (no noise) to 10% with increments of 0.01%. For a predefined 

value of 𝛤𝑁, 𝜎𝐺  is the standard deviation of a normal distribution from which a random value 

is extracted, 𝑁(𝑖, 𝑗), and added to the displacement field as shown in:( 49 ) 

𝑈𝑦𝑛𝑜𝑖𝑠𝑒(𝑖, 𝑗) = 𝑈𝑦(𝑖, 𝑗) + 𝑁(𝑖, 𝑗)  ( 49 ) 

𝑁(𝑖, 𝑗) ~ 𝑁(0, 𝜎𝐺
2)  ( 50 ) 

4.2.1 Heaviside step function  

The Heaviside step function can be used to fit a discontinuous function to the displacement 

field line profile normal to the crack for every profile along the crack. This was usually used 

to obtain the crack opening displacement. The Heaviside step function is defined as; 

𝐻(𝑥) = {
0  𝑥 < 0
1/2  𝑥 = 0

1 𝑥 > 0
  ( 51 ) 
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However, the discontinuity location or crack path is needed before fitting the Heaviside 

function to the line profile. Three different methods were looked at to find the crack location: 

• Global maximum gradient of the line profile across the discontinuity; 

• Maximum of difference between windowed moving average with a set smoothing 

threshold; 

• 1D canny edge detector - Convolution with a Gaussian derivative kernel with a 

selected noise suppression.  

A threshold was chosen to determine when the crack location is not detected. This threshold 

also determines the crack length that is found. The Heaviside function was then fitted using 

least square method coupled optimum threshold parameters and COD was subsequently 

calculated. 

4.2.2 Error estimation of the geometrical parameter of a crack 

To evaluate the errors, the square root of the mean square error (RSME) was used. For the 

crack opening displacement: 

𝑅𝑆𝑀𝐸(𝛿̂) = √
∑(𝛿̂ − 𝛿)

2

𝑎̂
  ( 52 ) 

where 𝛿̂ is the calculated crack opening displacement profile extracted from 𝑈𝑦𝑛𝑜𝑖𝑠𝑒  , 𝛿 is 

the theoretical COD profile given by Eq. ( 47 ) and 𝑎̂ is the observed crack length.  

For crack path analysis, the error is defined by: 

𝑅𝑆𝑀𝐸(𝜓̂) = √
∑(𝜓̂ − 𝜓)

2

𝑎̂
  ( 53 ) 

where 𝜓̂ is the calculated crack path and, 𝜓 is the prescribed crack path; in this case it is 

constant as the crack path is a straight line.  

For crack length, the error defined by: 

Relative Error (𝑎̂) =
|𝑎−𝑎̂|

𝑎
× 100%  ( 54 ) 

Where, 𝑎̂ is the observed crack length and 𝑎 is the prescribed theoretical crack length.  
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4.3 Theoretical analysis and discussion 

The COD profile 𝛿̂, crack path position 𝜓̂ and crack length 𝑎̂ were extracted from the noisy 

displacement discontinuity models using the PC-CD method with default parameters, and 

compared with the one extracted by fitting Heaviside function (see section 4.2.1). 

The theoretical data was also assessed by three types of Heaviside analysis: Gradient-based, 

Gaussian derivative-based [25], and windowed-smoothing based. Out of these, the Gradient-

based method (Figure 4.1b) yielded the most accurate and least scattered results for the 

crack path, with an almost consistent RMSE of less than 0.5. While Gaussian and Windowed 

Heaviside methods higher range scatter with a range of 0.2 and 0.35, both above 1 RMSE.  

However, the crack length measurement for Gradient Heaviside (Figure 4.1c) was strongly 

impacted by the additive noise giving a maximum error of 25%, at near 10% additive noise. 

Windowed smoothing-based and Gaussian derivative-based methods were more noise 

robust for extracting crack length, but the additive noise impacted the precision of the crack 

path (see Figure 4.1b) and gave a less precise COD profile (Figure 4.1a). Among the Heaviside 

techniques, the Gaussian derivative-based method performed relatively better in finding the 

crack length and crack path with the additive noise.  

Although the Heaviside method of calculation of COD was noise robust, it was also imprecise 

due to non-linear variation of displacement across the crack near the crack tip (see Figure 

3.2e). Furthermore, it was also sensitive and strongly dependent on the location of the crack 

path and length, suggesting the crack path error impacted the COD measurement. The 

Heaviside performance was sensitive to thresholding parameters; therefore its accuracy can 

be restricted to the adopted threshold parameter, causing a level of uncertainty in the final 

result. It should be noted that the Heaviside results presented in Figure 4.1 selected the best 

manual threshold as its automation would be difficult.   
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Figure 4.1 Theoretical Uy noise analysis a) Error analysis for Crack opening displacement b) Error 
analysis for Crack path c) Relative crack length error with different additive noise  
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4.4 Spatial resolution and overlap analysis and discussion 

The DIC technique allows for full-field displacement measurements, theoretically, at every 

data point within a selected region of interest. However, in practice, the displacement data 

point is not associated for that pixel, but rather the averaged displacement of the domain 

around the data point. This results in the loss of spatial resolution at the gain of quantified 

surface displacement measurement. The change of spatial resolution has ramifications on 

the crack parameter extraction. The impact of overlap and spatial resolution will be studied 

in this section.  

Computing the displacement measurement of a surface using the least squares method 

(LSM) algorithm requires the step size and subset size to be characterised by the user. Subset 

size illustrates the area over which each displacement data point position and displacement 

measurement is averaged. Step size represents the pixel-based distance between each 

displacement data point on the reference image which can also determine the amount of 

overlap between the subsets. If the spacing size is equal to the subset size, this results in 

each subset being an independent measurement, meaning there is no overlap between 

subsets. Overlapping subsets usually represent the smoothing of the surface displacement 

measurement.  

 The calculation of the overlap is given by:  

Overlap % =
Ssubset − Sstep

Ssubset
 

( 55 ) 

An overlap study was conducted to determine the best analysis parameter to study the 

spatial resolution. Subset size (Ssubset) was kept at a constant of 31 while varying step sizes 

from 1 to 31 ( Sstep = 1,2,3 … 30, 31) which provided a homogeneous overlap spacing 

between 0% to 96.8%. The displacement calculations were made using the “accurate” mode 

with no smoothing and no outlier filter on the DaVis 8.2.3 software package. The 

displacement calculations for the spatial resolution study were all made on a single dataset; 

CMOD with 1 pix and no virtual image noise. The reason for choosing this crack profile was 

the crack artefact is not visible on the deformed image and therefore the analysis would be 

independent of the error sources posed by the crack artefact. It is difficult to isolate all error 

sources within displacement calculations, however using this profile removes one source of 

error for this study. 
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PC-CD algorithm was used iteratively and automatically to successfully calculate the crack 

parameters. Crack parameters such as COD, crack length and crack path were obtained from 

the displacement field and then compared to virtual crack parameters used to deform the 

initial image, once again using Eq.( 52 )( 53 )( 54 ). The overlap study is depicted in Figure 4.2.  

Figure 4.2 DIC subset overlap error study with subset size 31 a) COD RMSE, b) COD RMSE of the blue 
dashed region in a), c) Crack length error d) Crack length error of the blue dashed region in c),  
e) Crack path RMSE  
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It is seen that the DIC overlap plays a somewhat significant role in the accuracy of the 

extracted crack parameters. Figure 4.2(a and b) show that the RMSE for Crack Opening 

Displacement gradually decreases from 0% to 70-80% overlap where the error hits a 

minimum of ~0.01 pix. After ~80% overlap, the error is seen to increase drastically, hitting a 

maximum error at 96.8% overlap with an error of 0.23 pix. Figure 4.2(c and d) show the crack 

length error with respect to different overlap and it is observed to follow a similar trend to 

RMSE COD with a larger spread. Figure 4.2d shows that the crack length error hits 0 three 

times, overlaps at 36%, 54% and 68% which appear to be random arbitrary values. Figure 

4.2d also shows that between overlap values of 25% to 80%, the crack length error is 

consistently below 10 pixels, and doesn’t seem to show an obvious improvement between 

this range (25% to 80% overlap). However, after 80% overlap, the crack length error is seen 

to increase to more than 10 pixels. After 85% overlap, the error exceeds 100 pixels suggesting 

that the PC-CD algorithm fails to extract the full discontinuity successfully. The crack path 

RSME, depicted in Figure 4.2b, however, shows that there are no obvious trends between 

crack path RSME and overlap as and the error appears to be random. The minimum crack 

path RSME is observed to be at 10% overlap with a step size of 29 while the maximum error 

is at 0% overlap. However, there seems to be a trend with the range of the crack path RSME. 

The range appears to decrease as the overlap is increased and the error appears to be 

tending towards ~3 pix RMSE, with no obvious improvement for the crack path parameter 

between 75 -96.8% overlap. This study shows that the most optimum overlap parameters 

are between 70% to 80% between interrogating subsets.  

Now, a spatial resolution will be conducted using the optimum overlap parameters found 

above. The overlap for the following study will be kept relatively constant between 74% −

78% , this time, modifying both subset size (Ssubset) and step size (Sstep). The overlap 

parameter cannot be kept at an absolute constant as subset and step size, both require to 

be an integer. The displacement calculations were made using the “accurate” mode with no 

smoothing and no outlier filter on the DaVis 8.2.3 software package. The displacement 

calculations were made on the same dataset as the overlap study; CMOD with 1 pix and no 

virtual image noise. The twelve-displacement field with varying subset and step sizes (see 

Table 29) were then exported and MATLAB version of PC-CD algorithm was used iteratively 

and automatically to successfully calculate the crack parameters. Crack parameters were  

once again obtained from the displacement field and then compared to the virtual crack 

parameters used to deform the initial image, using Eq. ( 52 )( 53 )( 54 ).  
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Table 29 depicts the DIC parameters that were used for the spatial resolution analysis to 

achieve a relatively constant overlap.  

 

SUBSET SIZE 

(PIX) 

STEP SIZE 

(PIX) 

OVERLAP  

(%) 

9 2 77.8 

13 3 76.9 
17 4 76.5 
21 5 76.2 
25 6 76.0 
29 7 75.9 
31 8 74.2 
39 9 76.9 
43 10 76.7 
65 15 76.9 
85 20 76.5 

105 25 76.2 
Table 29 Iterative least square DIC parameters used for spatial resolution study 

The spatial resolution study is depicted in Figure 4.3. It was seen that by increasing the subset 

size, the displacement field was smoothed out and therefore COD values provided a higher 

level of certainty in Figure 4.3a. This did result in a loss in spatial resolution and crack 

definition. Decreasing the subset size increased the spatial resolution, making the crack well 

defined within the displacement field hence enabling PC-CD method to extract the crack path 

and crack length with a lower error as seen in Figure 4.3(b and c).  

It was observed that there are outliers in Figure 4.3(b and c) as the relation between subset 

size and error is expected to be a linear relation. This is due to the inconsistent data point 

positioning for each spatial resolution analysis, which cannot be controlled. It was apparent 

that the data point positioning played a pivotal role in the accurate calculation of the crack 

path. It is shown that displacement data point positioning is an under-looked parameter with 

in the displacement calculation that impacts the calculated displacement field hence 

effecting the crack parameters. However, if the crack artefact is visible, the error posed by 

the crack artefact is dependent on the percentage of corrupted pixels within each subset 

[60]. This suggests that subset size plays a pivotal role with the uncertainty of the 

displacement data close to the crack faces which are important for when crack parameters 

need to be extracted. 
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Figure 4.3 Spatial resolution study a) COD RMSE b) Crack path RMSE c) Crack length RMSE 
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For accurate COD measurements, large subset size and for accurate crack definition (crack 

path and crack length), lower subset size is essential. It is interesting that this observation is 

similar to the one stated in section 3.11, regarding crack characterisation. A good 

compromise for subset size selection is between 25-31 which minimises the error for all 

extracted crack parameters. Increasing subset size beyond 31 shows little improvement in 

COD accuracy while decreasing subset size below 25 shows little improvement in crack length 

and 1.1 pix (compared to 9 px subset size) improvement in crack path. However, if the user 

desired to optimise both crack path and crack length at a cost of further analysis and time 

complexity, the developed method should be used twice. Firstly, small subset size for 

optimised crack length and crack path positions and secondly, large subset size for optimised 

COD measurements.  
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4.5 Selecting Phase Congruency parameter values 

This section will investigate the sensitivity of the Phase congruency parameters on the 

accuracy of the extracted crack parameters. A simulation study was carried out to find 

optimal values for the phase congruency parameters  𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶  using a single virtual 

dataset. The virtual dataset used in this study was used previously, CMOD with 1 pix with no 

virtual image noise. The displacement calculations were made using the “accurate” mode 

with no smoothing and no outlier filter on the DaVis 8.2.3 software package with subset size 

of 31 and a step size of 8. Crack parameters were extracted from the displacement field 

automatically, while incrementally adjusting PC parameters, 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶 .PC parameter, 

𝜆𝑚𝑖𝑛 is adjusted between 2 to 20, incrementally by 1 while  𝑑𝑃𝐶  is adjusted between 0.6 to 

1.8, incrementally by 0.1. The extracted crack parameters are then, compared to virtual crack 

parameters used to deform the initial image, once again using Eq.( 52 )( 53 )( 54 ).  

Figure 4.4 depicts the outcome of the study.   

 

Figure 4.4 Phase congruency parametric study of 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶, a) Impact of PC parameters on the 
RSME COD b) Impact of PC parameters on the RSME crack path (CP), c) a) Impact of PC parameters on 
the error in crack length, d) PC parameter error score – summation of normalized a), b) and c).  
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To find the most optimum PC parameters, RMSE COD, RMSE CP and crack length error values 

(i.e. Figure 4.4(a, b and c) will need to be minimized. A universal error matrix is created by 

combining all the error matrices Figure 4.4(i.e. a, b and c). First, the error matrices are 

normalized so that each PC parameter (i.e. 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶.) is given a score between 0 and 1, 

1 representative of maximum error, based on how well it performed for each error matrix. 

Next, all the normalized error matrices are summed together to create a parametric based 

error score matrix (i.e. Figure 4.4d). The lowest scores on the parametric based error score 

matrix indicate the best crack extraction PC parameters. Observation of Figure 4.4d show 

that the best PC parameters live in 𝜆𝑚𝑖𝑛 = 2 − 5 and 𝑑𝑃𝐶 = 0.9 − 1.2 giving an average 

error score of ~0.2 and a maximum error score of 0.3. The default PC parameters 

(i. e. 𝜆𝑚𝑖𝑛 = 4 and  𝑑𝑃𝐶 = 1.2) selected for all the studies (see section 3.2) lie within this 

optimized parameter boundary.  
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4.6 Methodology of the virtual experiment 

In order to benchmark the PC-CD method, several virtual datasets were created using ODIN. 

The aim was to investigate the impact of crack mouth opening displacement and noise to 

determine how accurately the method can extract crack parameters from cracked bodies. 

The analysis can act as a guideline to approximate the uncertainty of the crack parameters 

based on the crack mouth opening of an experiment and uncertainty of the displacement 

field. Additionally, in this analysis the PC-CD method was compared to Heaviside function 

fitting where PC-CD yielded better results.  

4.6.1 Generated Datasets with ODIN 

In the present work, a MATLAB code named ODIN [190] was developed by Dr. Selim Barhli, 

University of Oxford. ODIN allows one to create a set of virtual images from a finite element 

model. The input consists of the nodal and elemental structures of the finite element model 

as well as the displacement vector at each node. The code has been tailored to accept various 

element shapes (triangle and quadrilaterals). The user also defines the pixel size of the virtual 

camera and a multiplier to apply to the displacement values if needed. Finally, a picture of 

the surface speckle pattern was also to be provided. 

Using the William’s series to displace a virtual speckle pattern is limited to an idealised crack 

in an infinite elastic plate. To study the performance of the developed algorithm in more 

general conditions, ODIN code was used to deform virtual images with the displacement field 

output of a finite element simulation. A virtual camera pixel size of 0.125 mm/pixel was 

used to produce the images with a size of 2048 × 2024 pixels that replicates a typical 

experiment. The speckle pattern, Figure 4.5, was also computer generated.   



 

124 
 

 

Figure 4.5 Virtual speckle pattern 

The virtual specimen was a 253 × 256 cm plate containing a straight edge crack, of 

126.5 mm in length. The FE simulation was used to deform the virtual specimen as a linear 

elastic material with nominal properties of 𝐸 = 207 GPa and 𝜈 = 0.3. Datasets with crack 

mouth opening displacements of 0.1, 0.5, 1, 5 and 15 pixels were generated by altering the 

by the multiplier (i.e. from 12.5 µm to 1.875 mm). 

4.6.2 Study of displacement uncertainty and image noise 

The aim of the virtual experiment was to evaluate the uncertainty induced in crack path, 

length, and opening displacement measured by the algorithm. The effects of experimental 

uncertainties in the displacements calculated by DIC were studied, by adding Gaussian noise 

to the virtual data both in the un-deformed and in the deformed images. The speckle pattern, 

subset size and step size were kept constant to simplify the comparison between 

displacement noise and experimental noise: subset size and step size of 31, 8 pixels 

respectively, were used for the following studies.  

To include the experimental noise, a similar adaptation of Eq. ( 48 ) was used: 

𝛤𝑁 =
𝜎𝐺

(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛)
× 100 ( 56 ) 

 

where 𝛤𝑁 is percent additive noise,  𝜎𝐺  is the standard deviation of Gaussian noise, 𝐼𝑚𝑎𝑥  is 

maximum grey-scale intensity, and 𝐼𝑚𝑖𝑛 is minimum grey-scale intensity of the images. A 

random but similar magnitude additive noise was added to each of the reference and 

deformed images for every analysis. The reference and deformed images were analysed by 

the LaVision Davis’ Strain Master software. Percentage additive image noise in terms of grey-

scale values ranging from 0% to 4% was studied with increments of 0.01.  

In the case where no deformation was applied, the DIC analysis returned zero average 
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displacement in 𝑥 and 𝑦 directions. The standard deviation of the displacements in 𝑥 and 𝑦 

directions from zero quantifies the error that is due to the added noise. The relationships 

between percentage additive image noise, image signal to noise ratio (SNR) and image 

displacement uncertainty are shown in Figure 4.6a, which shows that displacement 

uncertainty increases as the SNR decreases. Figure 4.6a also shows that the uncertainty for 

both 𝑈𝑥 and 𝑈𝑦 are similar and increase at the same rate as the SNR decreases. There is a 

linear relationship between percentage additive image noise and uncertainty in 𝑈𝑥 and 𝑈𝑦 

displacement field, however, the relationship stops being linear once the SNR is below 

28 dB. Once the SNR is below 15 dB, the uncertainty in the displacement fields starts the 

decrease. The reason for this is because synthetic noise corrupts image pixels such that the 

DIC least squares algorithm cannot match subsets or that the correlation value is below the 

threshold and hence displacement vectors are not obtained. Figure 4.6b shows that all the 

subsets are matched until 2% percentage additive noise which is like 28 dB SNR. After 2% 

of additive image noise, the percentage of unmatched vectors start to increase reaching 

~90% unmatched vectors at 3.8% additive image noise. After 3.8% additive image noise, 

the DIC algorithm cannot obtain any displacement vectors from the images.   
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Figure 4.6 Displacement uncertainty analysis a) Image Noise vs SNR and Displacement SD b) Image 
Noise vs Missing data 

The SNR of a digital image varies with parameters such as lighting conditions, exposure time 

and CCD sensor, and typical CCD cameras present SNR values between 30 − 100 dB [191]. 

Three different noise levels were therefore selected for further study: (i) No noise (𝛤𝑁 = 0 

and SNR ➝ +∞ dB) which is an idealised case; (ii) medium noise which is selected to 

represent a typical experiment (𝛤𝑁 = 0.7 and SNR = 39.2 dB); (iii) High noise (𝛤𝑁 = 3 and 

SNR = 26.56 dB) which is selected at the edge of the boundary where the Digital Image 

 

 



 

127 
 

Correlation software with a least square algorithm fails to carry out the analysis. . The 

percentage of additive image noise level for case (ii) was chosen after evaluating the quality 

of the images taken in a number of recent experiments carried out by Stanier et al. [192] and 

also those available in the literature [193-195]. Stanier et al. [192] calculated the SNR to be 

~40 dB in one of their deformation experiments and they state that it is likely to be adequate 

for producing detailed and smooth deformation fields. Baldi et al. [193] calculate ~52 dB for  

their displacement error studies and also note that this noise induced bias is very small 

compared to typical experimental noise. Tong [194] created synthetic image noise to assess 

the accuracy of his proposed improved subpixel registration algorithm.  He uses 6 synthetic 

image noise levels, 0%, 0.25%, 0.5%, 1%, 2% and 4% on an 8-bit image (256 gray colours) 

which produce SNRs of +∞ , 4760, 1204, 311, 74.1 and 18.6 dB respectively. It can be seen 

from his work that he displays only four SNR’s for his study, which are 1%, 2% and 4% image 

noise levels as the results for the 0.25% and 0.5% were too close. In his work, 1% and 2% 

image noise was used to simulate a normal experimental image noise, which gives an SNR 

range of 311 dB to 74.1 dB. To accommodate all the SNR values in the references stated 

below, 39.2 dB was selected conservatively to simulate a normal experimental noise.  
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4.7 Virtual analysis and discussion 

The five different CMOD were considered for each noise level, and the crack path, length, 

and opening displacement profile were extracted in all cases using the PC-based algorithm. 

The best performing Heaviside function that was identified from the previous section, i.e. 

Heaviside Gaussian derivative kernel [25] and was used to extract the crack parameters to 

compare with the PC-based algorithm. The deformed images were analysed by DIC using 

LaVision’s Strain Master [37] using the least square technique with uniform subset grid size 

of 31 with step size 8. No smoothing or outlier filter was used. The positioning of the uniform 

subset grid was constant for all CMOD profiles on all the reference images to preserve 

positioning independency.  

 

 

Figure 4.7 Virtual analysis of crack detection methods a) Uy map of CMOD 0.1 pixels with high additive 
image noise b) Crack opening displacement error c) Crack path error d) Crack length error 
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The PC-CD algorithm is fully automatic9 while the Heaviside algorithm required adjustment 

and thresholding in each case to obtain optimal crack parameters. An example of the map of 

the displacement in the 𝑦 direction for the 0.1 pixel CMOD with high additive image noise is 

shown in Figure 4.7a. The white regions of the displacement map are uncorrelated subsets. 

Visually, a distinguishable step in the displacement field was observed, but in relatively small 

manner compared to the noise, while a large fraction of the displacement vectors was lost 

due to image noise, causing the discontinuity to be less visible in the displacement map. Both 

crack detection methods (automatic PC-CD) failed to detect the crack in this case. It was not 

possible to obtain fracture parameters from this displacement field without the aid of 

smoothing or fitting techniques, however this will amplify the uncertainty of the parameters 

and was not pursued. However, by outlier deletion, an attempt to remove the additive noise 

and to amplify the discontinuity can be attempted. Figure 4.7a was used as an extreme 

example to depict how an outlier deletion and recovery can be used in section 3.5. 

In all the other cases, both PC-CD and Gaussian Heaviside successfully computed the crack 

parameters and the parameters were then compared to their true value using  

Eq. ( 52 )( 53 )( 54 ) which are depicted in Figure 4.7(b, c and d), respectively. It is clearly seen 

that PC-CD performs better than Gaussian Heaviside in all instances of crack path, COD and 

crack length. Figure 4.7b shows that PC consistently gave precise COD measurements for no 

noise and medium noise for different CMOD profiles while high noise measurements showed 

the error was declining as the CMOD profile was increased. 

  

                                                            
9 The automatic and default parameters were used with no adjusting. Outlier deletion procedure was 
not used in the analysis 
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This was an indication that the discontinuity profile is increasing in signal compared to the 

noise. However, this was not observed for the Gaussian Heaviside which suggests that there 

could be systematic errors similar to those associated with COD observed in Figure 4.7a. Sub-

pixel data accuracy of the algorithm was observed in Figure 4.7c: given that spatial resolution 

(step size) is 8 pixels, the algorithms successfully detected the crack path less than 5 pixels 

of error. Gaussian kernel derivative’s limitation to point precision for discontinuity detection 

was shown in the Figure 4.7c with crack path errors of more than 18 pixels. It was observed 

for CMOD of 15 pixels, the error has increased to roughly 6 pixels for each noise study. 

Figure 4.7d shows the algorithm accurately found the crack tip location for CMOD of 1, 5, 15 

pixels without any error whereas for CMOD of 0.1 and 0.5 pixels, the crack tip discontinuity 

was lost within the noise. As for Gaussian Heaviside, crack length error increases as the crack 

mouth is more open as observed for no noise. This was because Heaviside function fails to 

fit the step function close to the crack tip, hence detecting a smaller crack.   
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4.8 Conclusion 

The novel PC-CD technique was derived to extract the crack’s geometrical parameter from 

predetermined and controlled 2D displacement fields via theoretical and virtual methods. 

The technique was benchmarked on these controlled linear-elastic displacement fields for 

the effects of uncertainty and discontinuity signal and have shown to extract the crack’s 

geometrical parameters with good accuracy. A spatial resolution study on a virtual dataset 

showed that the placement and size of the subsets play a role in the uncertainty of the 

measured crack parameters. The method was fully automatic which removed the user 

judgement and bias from the analysis. Although the application can be applied to any surface 

geometry, the benchmarking has only been administered to long mode I cracks. Detection 

and benchmarking of mixed mode and short cracks have been added to future work.  

Furthermore, it was shown that the accuracy of PC-CD was dependent on the uncertainty of 

the imported displacement fields. For example, results presented in Figure 4.7 have been a 

key evidence to show that noise and crack artefact impact the crack measurements, however 

PC-CD seemed obviously more noise and crack artefact robust ready to tackle these 

problems. The analysis demonstrated that the PC-CD algorithm is a robust automatic 

technique for crack detection and parameter extraction. 
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5 APPLICATION OF PC-CD TO EXPERIMENTAL 

SURFACE DISPLACEMENT FIELDS 

5.1 Introduction 

The novel PC-CD method and its application to theoretical linear elastic displacement fields 

has been presented in the previous chapter. In this chapter, the PC-CD method was applied 

to crack detection and quantification in two different classes of materials, in order to 

examine its accuracy and robustness in real laboratory conditions. The cases of quasi-brittle 

and ductile materials were studied. The PC-CD was applied to an additional ductile 

experiment where the effects of crack closure and overload were studied. The crack 

geometry extracted by PC-CD was validated through optical microscopy, high resolution 

fractography and visual inspection.  

  

5.2 Quasi-Brittle Material: Rock 

The cracking process of a rock material is highly influenced by the microstructure of the 

material. By using the natural texture of the specimen surface as speckle pattern, cracking 

and crack growth can be monitored in detail in relation to the structure of the rock material. 

A brief description of a test on a double edge notch tension (DENT) rock specimen is 

presented. This is not a geometry recommended by the International Society of Rock 

Mechanics [196] and as such it may not necessarily render a valid fracture toughness value. 
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Since the aim of the experiment was to verify the applicability of PC-CD algorithm on quasi-

brittle material and not produce a valid fracture toughness test, it has no negative impact on 

the results. The experimental application was designed and realised by Dr Mathias Flansbjer, 

(SP Technical Research Institute of Sweden). The data was made available to this study after 

the experiment. The author of this thesis takes no credit for production of the experimental 

images, however, the analysis of the images was fully conducted by the author of this thesis 

and was used in his paper [1].  

 

5.2.1 Experimental details 

The specimen was a fine-grained granitic rock with a surface area of 60 × 60 mm2 and a 

thickness of 10 mm. An annotated photo of the test set up is shown in Figure 5.1a; the 

sample width was (2𝑊) was 60 mm, each of its notch length (𝑎) was 10, and each of its 

notch radii (𝑑) was 5 mm. The studied material was a fine-grained granitic rock. To make the 

texture more prominent in the images, the surface of the specimen was polished in a grinding 

machine before testing. This allowed the natural pattern of the specimen be used for DIC 

analysis without need for an artificial speckle pattern (e.g. spray paint) which can obscure 

the crack tip. However, this method can result in blurriness in the speckle pattern due to the 

height difference of the surface asperities. Therefore, to evaluate the effectiveness of the 

natural pattern of the specimen as speckle pattern, a detailed noise analysis was performed 

which is explained in the next section.  

The specimen was glued to the loading platens of the testing machine, ensuring that the 

loading line and the centre axis of the specimen coincided as close as possible. The tensile 

load was controlled at a constant crosshead displacement rate of 0.06 mm/min.  

A 2D DIC measurement setup comprised a 4 megapixel CCD camera and a Schneider-

Kreuznach Componon-S 2.8/50 Macro lens was used for the image acquisition. The observed 

area (65 × 65 mm2) covered slightly more than the entire specimen surface, corresponding 

to a pixel size of approximately 32 µm/pixel. To obtain high contrast levels, the specimen 

was illuminated by a white LED light panel. 
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Figure 5.1 Small scale doubled edge notch tensile experiment setup of quasi-brittle material: 2𝑊 
(width) =60 mm, 𝑎 (notch length) =10 mm, and 𝑑 (notch radius) = 5 mm 

5.2.2 Analysis and discussion 

A sequence of 8-bit 2048 × 2048 pixel images were obtained (see Figure 5.1), from which a 

smaller region of 1329 × 681 pixels was selected (see Figure 5.2a with a white dashed box) 

to reduce computation time and to mask the round tip of the notch. The region of interest 

before and after load (i.e. reference and deformed images, Figure 5.2b and c) shows two 

cracks in the deformed image.  
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Figure 5.2 Quasi-Brittle test and analysis (a) captured image of the surface, region of interest is 
indicated between two white dashed lines (b) reference region of interest (c) deformed region of 
interest d) calculated opening displacement Uy field (e) extrapolated Uy displacement field with no 
missing data points 
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The PC-CD algorithm could be used to detect and analyse multiple cracks, but for simplicity, 

only the larger surface discontinuity labelled in the Figure 5.2b as “Crack” was considered in 

this study. A DIC analysis was performed on the images using least squares method with 

subset size 17 pixels and step size of 4 pixels; no smoothing or outlier filter was applied. The 

calculated opening displacement map, 𝑈𝑦, is shown in Figure 5.2d. To estimate the expected 

noise within the displacement field, a baseline noise analysis (no deformation / movement) 

is conducted with the same DIC parameters giving a noise level of 𝜎𝑈𝑥  = 0.009 and 𝜎𝑈𝑦 =

0.012 pixels which is similar to the medium noise analysis that was studied previously in 

section 4.6.2. The mean grey-level intensity within the region of interest changed from 85.3 

to 86.5 counts between reference and deformed images. This change of grey-level intensity 

is visually seen at the location of the discontinuity which resulted to poor correlation for the 

subsets that include the crack, as shown by the censored displacement data (Figure 5.2d). 

Subsets with correlation coefficient of less than 60% were censored. The missing data were 

extrapolated using a linear least square approach (see section 3.6) without modifying known 

values to obtain the final displacement field (Figure 5.2e).  

Automatic PC-CD algorithm was applied to the data with the default parameters and outlier 

deletion was not applied. The key steps of the application of the crack detection algorithm 

are depicted in Figure 5.3: this shows the outcome of the phase-congruency analysis (Figure 

5.3a), the path segmentation using Hough transform on the phase congruency result (Figure 

5.3b); an overlay of the segmented crack on the displacement data (Figure 5.3c) and the 

crack opening profile (Figure 5.3d) on the deformed image. The algorithm successfully 

exposes the discontinuity and quantifies its length, opening displacement profile and path. 

Visual inspection of the data shows that the crack path has been identified with an accuracy 

better than 2 pixels from the mid-point of the damage. Close to the crack tip, the COD is less 

than a pixel, and the crack is observable only in the image due to the light reflected by the 

crack face which changes the grey-scale intensity. At some points, the reflected region 

measured 20 pixels across, which will typically give an over estimation of the crack opening 

displacement if the conventional crack segmentation algorithms were used (i.e. 

thresholding). The damage location (i.e. crack path) is also difficult to map from the 

deformed image, even with visual observation, due to the inhomogeneous intensity.  Since 

the novel PC-CD method is based on displacement fields, the approach tracks the behaviour 

of the crack faces. Although, the reflection affects the correlation, but nonetheless the crack 

is very well detected without user intervention.  
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Figure 5.3 PC-based crack detection (a) Phase congruency of Figure 5.2e (b) segmentation using Hugh 
transformation (c) segmented crack path overlaid on the displacement field (d) Crack path and crack 
opening displacement profile overlaid on the deformed image  
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5.3 Ductile Material 1: Aluminium alloy 2024 

Ductile materials show high levels of plasticity around the crack and therefore the large 

strains of the surface can induce errors in the Digital Image Correlation analysis. An 

experimental dataset was obtained using a fatigue pre-cracked Compact Tension (CT) 

specimen of an aluminium (Al2024) alloy. The material was provided by Airbus Group as a 

20 mm thickness plate in the T351 condition (i.e. solution heat treated and stress-relieved 

by stretching). Post-experiment optical microscopy observation of the 3D-DIC analysis 

surface aided in precise location of the discontinuity. To verify the PC-CD observation, the 

optical microscopy calculated crack path and crack tip, which was calculated manually, was 

compared to the crack path and tip calculated by PC-CD algorithm. The experiment was 

designed by Dr. Selim Barhli to be used for his paper [2]. The author of this thesis participated 

in the experiment and the calibration of the 3D DIC system and was also fully responsible for 

the analysis of the 3D DIC image data and the optical microscopy observation of the crack 

surface. The author of this produced results in his paper [1]. The experimental equipment 

(3D DIC system, optical microscopy, tensile machine and experimental rig) was made 

available by Professor James Marrow, University of Oxford and the OxfordMaterials team.  

5.3.1 Experiment details 

A fracture test of aluminium alloy 2024 was carried according to ASTM E399 [11] , details 

of which is given elsewhere [2]; a brief description of the experiment is given here. A fatigue 

pre-cracked Compact Tension (CT) specimen, schematic of which is shown in Figure 5.4, with 

a width of 𝑊 =  50 mm and 𝑎/𝑊 =  0.5 (𝑎 is the crack length) was tested; other dimensions 

of the specimen are related to 𝑊 according to ASTM E399. The specimen was loaded by 

moving the upper loading pin at a constant displacement rate of 0.2 mm/min until the crack 

started growing. The loading of a CT sample is predominantly dominated by bending around 

a plastic hinge unlike the DENT specimens tested in the previous section which is mainly 

tensile. This change of loading mode provides an extra degree of dissimilarity between the 

two experiments in addition to the difference in material behaviour to evaluate the 

performance of PC algorithm further.  
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Figure 5.4 Fracture test of ductile material 

The images were collected using a stereo-DIC system comprising 2 Toshiba-Teli CSB4000CL-

10A cameras; each camera captured 2008 × 2047 pixel size 10-bit images of the surface of 

the specimen which had a painted speckle pattern applied to it. The pixel size was 15 µm, 

calibrated using a 058-5 LaVision 3D calibration plate. 

 

5.3.2 Micro analysis – Optical Microscopy 

After the fracture test, optical microscopy observation of the surface verified the location of 

the discontinuity. The specimen surface in the vicinity of the crack was cleaned with ethanol 

to remove the paint that had been applied to create the speckle pattern. A set of 

2560 × 1920 pixel images were obtained from the surface of the crack specimen at low 

magnification (1.04 µm/pixel), and at high magnification (0.14 µm/pixel). The low 

magnification images were manually stitched using the overlapped region to construct a 

larger image with dimension of 6625 × 4865 pixels (see Figure 5.5a). The high magnification 

images were similarly stitched to create an image of 39927 × 6932 pixels (see Figure 5.5b); 

this was subsequently scaled down by binning to match the low magnification image 

resolution. Although spatial resolution was lost, the visibility of the crack faces was improved 

and a more accurate crack tip location was obtained (see Figure 5.5c and d).  
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Figure 5.5: Optical microscopy analysis (a) lower magnification image (b) higher magnification image 
(c) high and Low magnification image stitched (d) zoomed in of (c) 
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A pair of stereo images, comprising four images, was analysed: two reference images 

recorded by cameras at different angles to the surface of the non-deformed specimen, and 

two similarly recorded images of the loaded specimen. An example of an image captured by 

the left camera, after the distortion correction, is shown in Figure 5.6a. For a faster 

computational analysis, a region of interest of 400 × 300 pixels was selected (marked by a 

dashed white area in Figure 5.6a). This region of interest is compared in Figure 5.6(b and c) 

for the reference and deformed images. The same region, observed by optical microscopy at 

low magnification, is shown in Figure 5.6d. 

 

Figure 5.6 Ductile fracture test and analysis (a) full field reference image from left-hand camera (b) 
region of interest reference image (c) region of interest deformed image (d) stitched image of optical 
microscopy (see Figure 5.5c) of the same region as shown in (b) 

The images were analysed with subset size of 9 pixels and step size of 1 pixel (~88% overlap) 

to obtain the displacement fields shown in Figure 5.7a. Small subset size were chosen to 

optimise the crack path and crack length parameters in-order to better compare with the 

parameters obtained from optical microscopy. A better COD profile can be obtained by using 

larger subset sizes and lower overlap value.  
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Increased numbers of missing vectors (shown as white patches to the right side of the 

displacement map) occurred due a loss of focus during the experiment (see Figure 5.7b and 

c). However, the non-correlated areas are mostly local, which allowed interpolation to be 

used results of which is given in Figure 5.7b. Best user judgement was employed to manually 

segment the crack from Figure 5.5c, shown with a red line with the crack tip identified by a 

white cross. 

 

Figure 5.7 Stereo-DIC analysis (a) Uy map (b) missing Uy map extrapolated (c) Phase congruency of Uy 
map (d) crack opening displacement (e) crack path calculated by the algorithm (f) crack path calculated 
by the algorithm 
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5.3.3 Analysis and discussion 

The Phase congruency map of the displacement field, shown in Figure 5.7c, highlights the 

discontinuity quite clearly. The crack opening displacement profile, calculated automatically 

by the algorithm is given in Figure 5.7d and that of the crack path in Figure 5.7e. They are 

overlaid on the images taken during Digital Image Correlation experiment. 

The crack path was also overlaid on the stitched image taken by the optical microscope with 

low magnification and is shown in Figure 5.7f. In these figures, the manual segmentation is 

represented in red while the automatically identified crack path is given by green. It is 

appropriate to take the manual segmentation of the crack (red line) as true data has higher 

resolution of the surface was captured and the crack path calculated. Using Eq. ( 53 ), RMSE 

between manual segmentation and crack path proposed by this study was calculated to be 

2.53 pixel over the whole length of the crack. Significantly, the time required to obtain the 

displacement field and the crack parameters using the proposed algorithm was 

approximately 1 min 22 seconds including the DIC analysis. The time to map the crack 

manually by optical microscope was approximately 10 hours.   
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5.4 Ductile Material 2: Bainitic Steel  

The experimental work was completed at the Diamond Light Source on the I12:JEEP 

beamline. A fatigue crack growth overload experiment on Compact Tension (CT) samples, 

with different R-ratios (i.e. 𝑅 =  0.1 and 𝑅 =  0.4) and same overload was conducted in 

conjunction with 3D-DIC, which allowed insight into the crack driving force at the surface of 

the specimen. The surface measurement was acquired at six different stages, before 

overload, at overload and at four crack length positions relative to the overload. The cracks 

were detected, and their parameters were extracted from the experimental data and the 

impact of the crack growth beyond the plastic zone applied by the overload is studied. The 

fractography information was compared to the crack length calculated by PC-CD to assess 

PC-CD’s performance and a potential impact of crack tip blunting on the calculation. The 

crack opening displacement profiles, calculated by PC-CD, were compared between each R 

ratio at each stage and loading. Higher certainty displacement calculation was used to obtain 

the J-integral values using a code [2] developed by Dr. Selim Barhli, University of Oxford (see 

section 3.11) and compared to the crack mouth opening displacement values. The 

experiment was designed by Dr Chris Simpson for the purpose of quantifying overload on 

fatigue crack growth retardation mechanics with X-ray diffraction and the full experimental 

details are explained elsewhere [8]. The fractography data was obtained by collaborators. 

The author of this thesis was fully responsible for the experimental observation via Stereo-

DIC setup which included calibration, data acquisition and analysis of the image data, which 

included the J-integral calculations.   
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5.4.1 Experimental details 

Two in-situ fatigue crack growth (FCG) overload experiments were completed of fine-grained 

bainitic steel CT-samples under plane strain conditions, one at 𝑅 =  0.1 and the other at 

𝑅 =  0.4. Both tests employed the same stress intensity factor range, 

ΔKapp =  27 MPam1/2. 

A schematic of the fatigue cycling can be seen in Figure 5.8, with the associated driving force 

parameters being further detailed in Table 30. 𝑅 − ratio is the ratio of the minimum stress 

and maximum stress experienced during a cycle (e.g. 𝐾𝑚𝑎𝑥/𝐾𝑚𝑖𝑛  = 𝑅 − ratio), while 𝛥𝐾 is 

the difference between maximum and minimum applied stress during a fatigue cycle  

(e.g. 𝛥𝐾 = 𝐾𝑚𝑎𝑥 − 𝐾𝑚𝑖𝑛).  

The experiment was completed under constant or pseudo-constant 𝛥𝐾, which is to say a 

load shedding technique was employed to maintain 𝛥𝐾𝑎𝑝𝑝 close to the noted level of 

27 MPam1/2. The crack growth rate was monitored using an Alternating Current Potential 

Drop (ACPD) system (see Figure 5.9). The ACPD method was mentioned in the literature 

review (see section 2.1.1). At the end of pre-cracking and at a crack length of 23.5 mm 

(~2.5 mm after notch tip), both the CT samples were subject to an overload to 

𝐾 =  60 MPam1/2, which corresponded to an overload factor of 2 and 1.33 at 𝑅 =  0.1 and 

𝑅 =  0.4 respectively. The plastic zone was estimated by Irwin approach [197] and the 

fatigue crack was grown in incremental steps through and ultimately beyond the plastic zone. 

Throughout the experiment, the surface of both R-ratio CT samples was captured by Stereo-

DIC setup as seen Figure 5.9. Although both specimens were observed by X-ray diffraction 

(XRD), this thesis will not entail the results.  

 

Table 30 Experimental conditions for both 
tests, with the values for K and ΔK being 

given in MPam1/2 

  R=0.1 R=0.4 

Kmax 30 45 

Kmin 3 18 

ΔK 27 27 

KOL 60 60 

 

Figure 5.8 Fatigue Crack Growth schematic for testing 
R=0.1 and R=0.4, from [7] 
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Prior to the experimental time on the I12 beamline, pre-cracks were introduced into the 

Compact Tension (CT) samples using a load shedding methodology at 𝑅 =  0.1. The final 

stress intensity factor range used in this initial Pre-Cracking (PrC) was 11 MPam1/2 to ensure 

limited plasticity. After the initial pre-cracking (PrC), random speckle patterns were induced 

to both specimen’s surface; white background coating and small random black speckles to 

cover one side. The objective was to achieve high density small black speckles which dictated 

the size of the displacement subset. The small precise random black speckles were achieved 

by a few trial and error attempts on a mock surface. The optimum size was achieved by 

spraying the black canister from approximately two meters away from the sample surface at 

an angle of 60° from the floor. This method forced for the heavier larger black projectiles to 

fall to the floor before hitting the sample, leaving the much finer and smaller projectiles to 

hit the sample. It was observed from both the sample specimens, the black speckle size 

ranged from 0.01 −  0.15 mm.  

 

 

Figure 5.9 Experimental setup of the Stereo-DIC  
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The LaVision stereo-DIC system (see Figure 5.9) comprised two cameras: a CMOS Imager 

MX4M capturing an image size of 2048 × 2048 pixel with a 10-bit depth and a pixel size of 

5.5 μm; and a CCD Imager E-lite 5M which an image size of 2456 × 2058 pixel with a 12-bit 

to depth and a pixel size of 3.45 μm labelled, Camera 1 and Camera 2 respectively. The 

cameras were both positioned approximately 340 mm from the sample surface (CCD and 

CMOS chip to surface), on the same height with a ~20° angle between cameras (see Figure 

5.9). The aim of this setup was to capture a magnified field of view of the surface, for a higher 

resolution crack analysis. However, the camera frame and grips did not allow for the cameras 

to be positioned closer to the surface of the specimen, with a lower working distance. 

Therefore, extension tubes and an optical lens were used, for both cameras, to increase the 

magnification of each camera, in effect, increasing the field of view. Each camera was 

equipped with a macro lens adapter (15 mm focal length), extension tubes (36 mm focal 

length) and a Tokina AF 100 mm F/2.8 macro lens accumulating to a total of 160 mm in focal 

length. Lighting was achieved by using two 12-LED pulse lights (see Figure 5.9) which were 

pointed towards the surface of the specimen at an angle, both pulse triggered with the image 

acquisition power unit.  

 

Figure 5.10 Calibration of the Stereo-DIC a) View of the calibration plate from Camera 1 b) View of the 
calibration plate from Camera 2 c) Summation of the calibrated Camera 1 and Camera 2 

Computation of the calibration is accomplished using the in-built LaVision’s camera pinhole 

model. Three calibration image pairs of a LaVision calibration plate, regular dot grid spacing 

0.5mm (see Figure 5.10), where different views were captured. The calibration images were 

imported to the LaVision software where the in-built algorithm detected the regular dot 

patterns from both Camera 1 and 2 (see Green grid dots in Figure 5.10(a and b)). Three grid 

dots were selected from both Camera 1 and 2 (Figure 5.10a and b) which are used to map 

Camera 1 and 2 together while triangulating the images. The thickness of the calibration 

plate is 𝑧 = 1.5 mm and was weighted in the calibration calculation.  
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 Although the two cameras had different pixel sizes, it did not impact the calibration and 

mapping process which can be seen in Figure 5.10c, where the two cameras calibrated views 

are summed. It is seen that Camera 1 is de-warped using the triangulation parameters and 

will be used in the surface displacement calculation. With this set-up, the achieved pixel size 

was 7.5 µm/pixel on the re-projected images, as determined from the calibration 

parameters. 

 The DIC calibration, using LaVision Davis 8.4.0 software, applied the polynomial calibration 

algorithm and the obtained re-projection error was less than 0.06 pixels and 0.04 pixels for 

Camera 1 and 2, respectively. The re-projection error is the mean difference between the 

positions of the calibration marks in the calibration image, after correction, and their known 

positions. 

 

Table 32 and Table 31 present the evolution of the internal crack lengths between each stage 

for 𝑅 =  0.1 and 𝑅 =  0.4 respectively where fatigue cycling was induced to grow the crack. 

Each stage represents when load shedding methodology was applied. After the experiment, 

the collected ACPD data, which gives the average crack length through the thickness of the 

sample, was re-calibrated using the fractography data.  

The surface analyses for both samples were recorded once the desired crack length for Stage 

S0 was acquired. The surface of both the samples was captured using 3D-DIC system: 𝑃𝑚𝑖𝑛; 

𝑃𝑚𝑎𝑥; and at each integer load between 𝑃𝑚𝑖𝑛 and 𝑃𝑚𝑎𝑥, for stages shown in Figure 5.11. The 

fatigue cycle was captured for every stage. For 𝑅 =  0.1 and 𝑅 =  0.4, in total, 97 and 110 

different load states were captures, respectively.  

Stage Crack length 

(mm) 

(ACPD) 

Cycles 

after 

Overload 

PrC 1.50 - 

S0 2.58 - 

OVL 2.58 - 

S1 3.05 20000 

S2 3.42 32000 

S3 4.36 69000 

S4 4.86 79000 

 
Table 31 Evolution of crack lengths for R=0.4 

Stage Crack length 

(mm) 

(ACPD) 

Cycles after 

Overload 

PrC 1.50 - 

S0 2.37 - 

OVL 2.37 - 

S1 2.62 2900 

S2 2.78 4900 

S3 3.49 10200 

S4 4.34 16700 

 
Table 32 Evolution of crack lengths for R=0.1   
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For every load state or frame number, 50 static images were captured from each camera at 

10 Hz. An image averaging technique [198] was applied before the displacement calculation. 

The procedure is to divide the sum of the multiple images by 50 to obtain one image for each 

surface load state. The image averaging technique was applied to minimise the inherent 

displacement errors caused by the CCD/CMOS signal variation.  

 

Figure 5.11 Data acquisition of the surface load state a) R=0.1 b) R=0.4  
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Fractography of the samples were performed by collaborators, where the samples were 

cooled in liquid nitrogen and were broken open where the fracture surface was observed. 

The fractography was higher resolution information which was paramount to comparing the 

crack length on the surface analysis of the sample with crack length calculated by PC-CD and 

for the re-calibration of ACPD. The re-calibration of the ACPD allowed for the calculation for 

a more accurate 𝛥𝐾𝑎𝑝𝑝. 
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Figure 5.12 Fractography of the fracture surface a) at R=0.1 b) at R=0.4  
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5.4.2 Analysis and discussion 

For both 𝑅 = 0.1 and 𝑅 = 0.4 experimental datasets, the analysis procedure was exactly the 

same, unless stated otherwise. An image-based region of interest was selected for the 

displacement calculation measuring approximately 8.5 mm ×  9.1 mm, positioned just 

behind the crack notch tip. This protocol was followed in order to reduce the time complexity 

and control the data point positioning which in return enables control over the crack length 

calculation. The reference image for the analysis was the initial image taken 

(Frame number =  1), where the sample was already cracked and under the influence of a 

small load of 𝑃𝑚𝑖𝑛 (𝐾𝑚𝑖𝑛 = 3 and 𝑃𝑚𝑖𝑛 = 18 for 𝑅 =  0.1 and 𝑅 =  0.4, respectively), which 

was taken under consideration for J-integral calculation. A noise study based on spatial 

resolution was conducted. 

Figure 5.13 Uncertainty analysis with spatial resolution 
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The objective was to minimise the inherent systematic DIC noise while deviating subset size 

and step size, keeping overlap constant. The noise study will also be useful for the prediction 

of expected uncertainty for the crack parameter calculations. A rigid body motion was 

applied to the specimen, 𝑅 =  0.4, and displacement field of the rigid body motion was 

calculated using five different parameters; Subset size: 9, 13, 17, 21, 31 with their respective 

step size parameters;  2, 3, 4, 5, 8. (same parameters specified in section 4.7). Standard 

deviation of each 𝑈𝑥, 𝑈𝑦 and 𝑈𝑧 displacement field was then calculated and is depicted in 

Figure 5.13. As expected, it is seen in Figure 5.13, that a larger subset size provides higher 

displacement certainty, but the study shows where the difference in certainty between 

subset size is negligible.  

Two Stereo - DIC analysis were considered.  smaller subset with higher spatial resolution to 

find the crack length and crack path to compare with the fractography data and also to feed 

in the crack path for J-integral calculation (see section 3.11).  A larger subset with higher 

displacement certainty was used to obtain COD and also the displacement field imported 

into an FE model for the calculation of J-integral values. Davis 8.4.0 strain master was used 

to obtain two stereo-DIC analyses of both 𝑅 = 0.1 and 𝑅 = 0.4 datasets; Subset size 17 with 

a step size of 4 and Subset size 31 with a step size of 8 as identified in Figure 5.13 . The PC-

CD was employed iteratively and automatically to all the displacement fields to detect and 

extract the crack parameters; Crack path, crack length and COD. The orientation of the crack 

was specified by the user and outlier deletion was not used in the analysis. The parameters 

for PC-CD were all kept at their default values, i.e. λmin = 4, dPC = 1.2, 𝐼𝑡𝑒𝑟𝑛 =  200, 

αseg = 0.8. 
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The PC-CD calculated crack lengths for 𝑅 =  0.1 and 𝑅 =  0.4 are depicted in Figure 5.14(a 

and b). It is important to note that the figure is not a direct representation of the physical 

crack length of the sample, but in fact, observed crack length at the surface by stereo-DIC 

with respect to load. Normally, the crack length at the surface of the sample can be 

approximated at 𝑃𝑚𝑎𝑥, when the crack faces are not in contact. However, as the load is 

decreased, the crack physically closes, and the crack faces are in contact starting at the crack 

tip, decreasing the observed crack length. This is due to the crack closure effects caused by 

the fatigue crack growth. Even though the specimen is applied a small load (𝑃𝑚𝑖𝑛), the crack 

appears fully closed as the zone has residual compressive stress and is unable to be measured 

by PC-CD.  

As seen for S0, before overload was exerted to the specimen, the crack was peeled open as 

the load was increased to 𝑃𝑚𝑖𝑛, but then fully closed as the load was decreased to 𝑃𝑚𝑖𝑛 

(Figure 5.14a and b). The overload was then applied to the samples, however, a change in 

crack length was not observed at the surface of the sample. The causation is that the 

overload blunts the crack tip and creates a large plastic field ahead of the crack tip.   
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Figure 5.14 Crack length measurement of the surface of different load states a) R=0.1 b) R=0.4 

The crack was then grown incrementally past the plastic zone, (i.e. S1, S2, S3, S4), however 

as seen through the crack length information (see Figure 5.14a and b), the plastic zone was 

keeping the crack faces apart at 𝑃𝑚𝑖𝑛 (from crack notch to approximately the blunting area 

for both 𝑅 ratios) as it was detected as a surface discontinuity by PC-CD. Figure 5.14 also 

shows the change of 𝑃𝑜𝑝𝑒𝑛 and 𝑃𝑐𝑙𝑜𝑠𝑒  loads, which are at loads where a crack starts to open 

and close, phenomenon explained in [199, 200] observed to change as the crack is grown 

past the plastic zone, applied by the overload.    
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The crack length on the fracture surface (see Figure 5.12) was manually measured (distance 

from notch to crack tip) in the higher resolution fractography data (1.5 µm/pixel) to 

compare with the PC-CD analysis. It was seen in the fractography data that the crack tips 

were in strong agreement with both 𝑅 = 0.1 and 𝑅 = 0.4 giving an average crack length 

error of 0.0441 mm and 0.0418 mm, respectively between the two different observations. 

However, for 𝑅 = 0.4, Stage 4 (see Figure 5.14b), PC-CD crack length data points gave 

inconsistent results as the load was lowered to 𝑃𝑚𝑖𝑛. This is strongly in relation with the 

sensitivity of Phase congruency to discontinuities and features. Figure 5.15(a and b) depict 

the displacement field (calculated with subset size 31 and step size of 8) of 𝑃𝑚𝑖𝑛 and 𝑃𝑚𝑎𝑥 

for stage 4, sample 𝑅 = 0.4, used to highlight the discontinuity via Phase congruency.  

In this situation, Phase congruency appeared to have extended the crack segmentation to 

include the non-linear displacement field ahead of the crack tip as part of the discontinuity 

(see Figure 5.15a). Based on the PC-CD crack length data, 𝑅 = 0.1 crack growth on the 

surface of the cracked body was significantly lower compared to the 𝑅 = 0.4 data which was 

satisfied by the fractography data. The PC-CD crack length is incomparable with the ACPD 

data as they observe different areas of the crack. ACPD calculates the average crack length 

through the thickness while PC-CD calculates the crack length on the specimen surface. The 

fractography data shows that the crack front was elliptical during pre-cracking stage.  

Figure 5.16a and Figure 5.17a depict the COD profiles for each frame number and all fatigue 

stages, respectively of 𝑅 = 0.1 and 𝑅 = 0.4. The calculation was made using the higher 

certainty displacement field data (Subset size 31, step size 8) and a static PC-CD crack 

segmentation obtained at 𝑃𝑚𝑎𝑥  at last stage was used. The maximum segmentation acts as 

a selection of data points and as the sample surface is under the influence of deformation, 

the selected data points act as a virtual clip gauge across the propagating crack. Crack 

opening displacement profiles are plotted at 𝑃𝑚𝑖𝑛 and 𝑃𝑚𝑎𝑥 at each stage as shown in Figure 

5.16(b and c) and Figure 5.17(b and c) for 𝑅 = 0.1 and 𝑅 = 0.4 respectively. The crack 

opening displacement profiles, with the exemption of 𝑅 = 0.4 stage 4, agreed with the crack 

length measurements calculated previously.  
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Figure 5.15 Uy displacement field of sample R=0.4 at stage 4 a) Pmin , b) Pmax 
Red dashed line -location of overload, blue dashed line - location of the crack tip using fractography 
data, white dashed area - selected region to re-mesh area for the J-integral calculation, Green cross – 
crack mouth and tip locations calculated by PC-CD, Cyan line – crack path used to calculate the J-
integral 
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Figure 5.16 Mode I Crack opening displacement for R=0.1 a) COD profile for all the frame numbers , b) COD profile for each stage at Pmin c) COD profile for each stage at 
Pmax   
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Figure 5.17 Mode I Crack opening displacement for R=0.4 a) COD profile for all the frame numbers , b) COD profile for each stage at Pmin c) COD profile for each stage at 
Pmax 
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Observation of 𝑃𝑚𝑖𝑛 in Figure 5.16b and Figure 5.17b indicates that the crack opening was 

higher, closer to the overload location compared to the opening at the crack mouth. While 

𝑃𝑚𝑖𝑛 opening profiles stayed constant as the crack was grown in each stage for 𝑅 = 0.1, the 

opening displacement increased in magnitude for 𝑅 = 0.4. It is also observed that once the 

crack had grown beyond the plastic region, the plasticity kept the newly grown crack faces 

apart (i.e. 𝑅 = 0.4, S4). The same phenomenon was not observed in the surface analysis for 

𝑅 = 0.1 as the majority of the crack growth was proceeding in the middle of the sample as 

verified by fractography data (see Figure 5.12). 

Figure 5.16c and Figure 5.17c show the maximum opening displacements for 𝑅 = 0.1 and 

𝑅 = 0.4 respectively. For both 𝑅 ratios, S0 at 𝑃𝑚𝑎𝑥 crack opening displacement profiles are 

completely identical, which is expected as the 3D-DIC calculation was made of the intra-cycle 

of stage 0 and for both samples at a constant ΔKapp =  27 MPam1/2   was applied onto the 

cracked body. The COD profile of both 𝑅 ratios at overload were different even though the 

same 𝐾 was applied, this is due to difference in 𝐾 at 𝑃𝑚𝑖𝑛. The COD at overload of 𝑅 = 0.1 

was representative of 57 MPam1/2 , while 𝑅 = 0.4 was representative of 42 MPam1/2. It 

was seen for 𝑅 = 0.1 and 𝑅 = 0.4 that some compressive forces acted near the overload 

location at 𝑃𝑚𝑎𝑥. The COD profiles at 𝑃𝑚𝑎𝑥 for 𝑅 = 0.4 showed a larger change of 0.015 mm 

in opening displacement as the crack was grown while for 𝑅 = 0.1, the change was as small 

as 0.0025 mm. This was expected, as the crack was applied a higher load and the crack 

length was longer at the surface analysis for 𝑅 = 0.4. 

The impact of mode II and mode III was investigated on the controlled mode I fatigue crack 

growth overload for both 𝑅 = 0.1 and 𝑅 = 0.4. To accomplish this, the crack opening 

displacement profiles were extracted from the Ux (mode II) and Uz (mode III) displacement 

fields for each frame number and all the fatigue stages.  
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The crack segmentation used to extract the mode I opening for 𝑅 = 0.1 and 𝑅 = 0.4 (i.e. 

Figure 5.16a and Figure 5.17a respectively) was utilized by PC-CD. Figure 5.18 shows the 

extracted mode II and mode III opening displacement for both 𝑅 = 0.1 and 𝑅 = 0.4. It is 

observed that mode II for both 𝑅 = 0.1 and 𝑅 = 0.4 (Figure 5.18a and c) the maximum crack 

opening from all the surface composition is almost 15 times smaller than the maximum mode 

I crack opening (Figure 5.16a and Figure 5.17a). While the maximum opening of mode III for 

𝑅 = 0.1 (i.e. Figure 5.18a) is observed to be more than 500 times less than the maximum 

opening of mode I (i.e. Figure 5.16a). However, it’s important to note that the maximum 

opening of mode III for 𝑅 = 0.1 (5.9 × 10−5𝑚𝑚) is much lower than the uncertainty 

analysis forecasted observed at subset size 31 for the Uz displacement field (i.e. Figure 5.13). 

For 𝑅 = 0.4,the majority of the crack opening in mode II and mode III (Figure 5.18c and d) is 

observed to be between 2.5mm and 4.1mm away from the crack notch. This effect can be 

further backed up by observation of the crack path in Figure 5.15.  

Figure 5.18 Mode II and Mode III Crack Opening Displacement profiles of R=0.1 and R=0.4 a) Mode II 
COD for all the frame numbers of R=0.1, b) Mode III COD for all the frame numbers of R=0.1, c) Mode 
II COD for all the frame numbers of R=0.4, d) Mode III COD for all the frame numbers of R=0.4  
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The crack path appears to have propagated diagonally (0.3mm in the y-direction), between 

2.5mm and 4.1mm away from the crack notch. It can be concluded that the impact of mode 

II mode III was minimal on the experiment. 

Higher certainty displacement fields for both 𝑅 = 0.1 and 𝑅 = 0.4 (Subset size 31) was 

imported into ABAQUS 6.14-2 using OUR-OMA (section 3.11), where the crack mouth and 

crack tip location (see Figure 5.15b marked as the green cross for 𝑃𝑚𝑎𝑥) for each load was 

automatically found using default PC-CD parameters. Each J-integral calculation was 

performed using linear elastic properties (see section 1.1) with plane stress, 𝐸 = 210 GPa, 

𝜈 = 0.3 where the J-integral contours were only taken from the values inside the “Free to 

deform region”.  

 

Figure 5.19 Mode I Stress Intensity Factor and CMOD obtained from DIC a) R=0.1 , b) R=0.4  
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The plastic field (i.e. impact of local crack closure and overload) was fully deleted and 

therefore the J-integral calculation is representative of the global field measure of the energy 

release rate. The deleted area is marked by the white dashed area in Figure 5.15(a and b). 

The deleted area was FE mesh refined locally around the crack path (i.e. Cyan line, Figure 

5.15b). The J-integral calculated was performed over several contours to check for contour 

independency. It was seen for all image frames, that the J integral values converged after 5 

contours. The application was fully automatic due to the combination of PC-CD and OUR-

OMA to calculate the J-integral values. The percentage of uncertainty of the global measure 

of the J-integral values was approximated to be ~4% using the benchmarked guideline in 

Ref. [2]. The uncertainty of crack tip positioning (~6 pixel error calculated by the 

fractography data)) and elastic model uncertainty are considered. To be able to compare the 

J-integral values with the CMOD, the values were converted to stress intensity factor using 

the following equation;  

𝐾 = √𝐽 ∗ 𝐸′ ( 57 ) 

where 𝐸′ = 𝐸 for plane stress conditions. Figure 5.19(a and b) depicts the comparison 

between 𝐾𝐼 calculated via OUR-OMA and CMOD using the higher displacement certainty (i.e. 

Subset size 31). The CMOD measurements were taken from the PC-CD data. The limits of the 

secondary axis (i.e. 𝐾𝐼 ) was configured so that for Stage 0, both 𝐾𝐼 and CMOD data points 

were aligned. This allows for the study of the overload.  

5.5 Conclusion  

The characterisation and quantification of cracks from image-based experiments improve 

the understanding of their behaviour. This chapter has shown that using a combination of 

displacement fields and the novel PC-CD method is a powerful tool of extracting the 

geometrical parameters of a crack but is also versatile. PC-CD method helped with the 

automatic extraction of the crack parameters and the extraction was shown to not only be 

limited to linear-elastic or brittle failure mechanisms but also can be applied to elastic-plastic 

fracture, crack blunting and crack closure. For elastic-plastic fracture mechanics, the 

application of PC-CD is beneficial as measurements such as crack opening displacement (in 

mode I, II and III) and the J-integral can be obtained. Due to the automation of the PC-CD 

method, the application can be administered to fracture experiments in real time, which can 

be a decisive tool to propagate a crack in a controlled manner.
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6 APPLICATION OF VPC-CD TO EXPERIMENTAL 

VOLUME DISPLACEMENT FIELDS  

6.1 Introduction 

Previously, the research carried out in this thesis applied the PC-CD method to displacement 

measurements of surface cracks automatically without user judgement. The idea was to 

show the applicability and the proof of concept of this method in the analysis of 

displacement measurements of volume cracks. The following chapter depicts the volume 

crack study of two different material classes; ductile and quasi-brittle.   

6.2 Ductile Material: Al-Ti Metal matrix composite 

The experimental work was carried out at the Joint Engineering, Environmental and 

Processing (JEEP – I12) beam line at the Diamond Light Source in the UK [63]. Two aluminium 

double edge specimens with Titanium particles, one with a long notch and the other with a 

short notch, were loaded until fracture. Limited-angle X-ray tomography scans were 

recorded, before and after fracture to enable the calculation of volume displacement field. 

VPC-CD was used to demonstrate the calculation of the crack opening displacement in the 

thickness, the location of the crack surface and the crack front from the measured volume 

displacement fields of both specimens. The displacement analysis of the short notch was 

conducted with high spatial resolution (i.e. cubic subset size of 323 pixels)., while the analysis 

for the long notch required higher spatial resolution of cubic subset size of 163 due to the 

small size of the crack before failure. 
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The crack surface location obtained from the VPC-CD analysis was superimposed to the 

deformed tomograph of the cracked body. The comparison between the two showed a 

strong agreement. The semi-autonomous crack analysis from the dataset revealed the 

complex mechanics of the crack. The displacement field of the small notch was coupled with 

the crack parameters obtained from VPC-CD and was imported into Abaqus FE software 

package (version 6.14) slice by slice using the methodology detailed in section 3.11. The 

inelastic (Ramberg-Osgood) material law was applied to account for the large yielding 

observed in the displacement field. Domain integral of each slice through the thickness was 

calculated from the FE model giving a unique comprehension to describe the structural 

integrity of the fractured body through its thickness.  

6.2.1 Experimental details 

A newly developed material, Metal Matrix Composite (MMC) of an aluminium with titanium 

(named Al-Ti) is studied. The combination of different X-ray attenuation of aluminium and 

titanium evenly distributed throughout the aluminium matrix made the Al-Ti material 

particularly suitable for DVC analysis. According to ASTM E8 [201], the Al-Ti material 

parameters and the Ramberg-Osgood relationship were calculated to be: Young’s modulus 

of 𝐸 = 100 GPa; Poisson ratio of 𝜈 = 0.3; Yield strength of 𝜎0 = 103 MPa; yield offset of 

𝛼 =  2.75 and hardening exponent of 𝑛 =  6. 
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Figure 6.1 Experimental setup in EH2, I12, DLS with a fractured specimen inside the loading jig (b) 
specimen dimensions, a is the crack length, W the specimen width and b its thickness c) Loading jig 

The experiment, setup is shown in Figure 6.1, was designed to compare the fracture 

behaviour of a metal matrix composite (Aluminium matrix with titanium particles) in four 

different sample conditions: thick specimen with short and long notch (i.e. standard 

specimen), thin specimen with short and long notch. Due to the unavailability of the Instron 

100 kN loading frame originally planned for this experiment, a 10 kN Shimadzu loading 

frame was installed on the rotation stage. This meant only the thin specimens (𝑏 = 5 mm – 

see Figure 6.2) could be tested as the thick specimens (𝑏 = 20 mm) required much higher 

loads than 10 kN to initiate the fracture. 

The test specimen (see Figure 6.2b) was designed to facilitate tomography observations 

whilst the load was increased until initiation of the fracture. Two thin specimens (𝑏 =

 5 mm) with two different notch lengths (𝑎 – see Figure 6.2b) were tested: 𝑎/𝑊 =  0.1 and 

𝑎/𝑊 = 0.5 (2𝑊 = 8 mm). A small load of 50 N was applied to remove any rigidity from the 

experiment to minimise the rigid body motion between the reference and deformed 

tomographs.  
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Figure 6.2 Experimental Setup a) Specimen geometry, a is the crack length, W the specimen width and 
b its thickness , b) Schematic view of the loading details 

Radiographs were recorded using a PCO4000 CCD camera (2560 ×  2160 pixels, 16-bit 

depth), with Module 3 optics selected to image an area of 8.3 ×  7.0 mm (i.e. 3.25 µm per 

pixel). However, the loading frame obstructed 34.5° of the incident beam, resulting in limited 

angle tomography with 145.5° being carried out; 2500 projections were recorded with 

0.05 seconds exposure at 61.86 keV. The samples were loaded in tension progressively and 

observed by radiography to detect the onset of cracking from the notch. Tomographs of the 

sample with short notch (𝑎/𝑊 =  0.1) were recorded at loads 50 N and 6200 N while the 

sample with the long notch (𝑎/𝑊 =  0.5) was recorded at loads 50 N and 3500 N. The 

image reconstruction code was modified by Diamond Light Source staff to cater for the 

limited angle tomography where the obstructed views were interpolated within the 

sinogram.   
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6.2.2 Analysis and discussion of Al-Ti - Short notch 

 Both before and after deformation tomographs for 𝑎/𝑊 =  0.1 was applied a rotation of 

15.2° anti-clockwise around the 𝑍 − axis (co-ordinate system shown in Figure 6.2) in three-

dimensional space to ensure the crack surface was at the same orientation as the 𝑋𝑍 – plane 

allowing for the separation of different modes of fracture. The new tomographs, Load 50 N 

and 6200 N, (see Figure 6.3) each bore the dimension of 2560 × 1550 × 2000 pix 

(8.32 × 6.5 mm) covering the full thickness of the sample and the crack was visually 

observed to be developing behind both notches. Each tomograph was bi-cubically down-

sampled from 16-bit to 8-bit data set (i.e. 0 and 255) to speed up the DVC analysis. A 3D 

median filter with a radius of 2 pixels in all three dimensions was subsequently applied to 

the down-sampled data. The 3D median filter was used for noise reduction while preserving 

the titanium particle features, seen as high intensity features in Figure 6.3. 

 

 

Figure 6.3 X-ray Tomographs of short notch at Y slice = 775 pix (2.5mm) a) Reference tomograph at 
50N load , b) Deformed tomograph at 6200N 

The longer crack was assessed for the VPC-CD analysis and therefore a region of interest 

measuring 1050 × 1550 × 900 pix depicted by the red dashed line (see Figure 6.3) was 

cropped from both reference and deformed tomographs. The further cropped tomography 

data were used in the DVC analysis to retrieve displacement fields.   
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The DVC analysis was performed using the LaVision DaVis (Version 8.3.0) software, 

employing a multipass FFT-based algorithm; the first pass used cubic subset size of 2563 

voxels with an overlap between subsets of 50%, second pass 1283 voxels with an overlap of 

80%, a third pass 643 voxels with an overlap of 80% and a final pass of 323 with an overlap 

of 80% which gives 6 voxels spacing between each data point. This displacement dataset will 

be labelled as V32 for the rest of this section. All points with a correlation coefficient below 

0.8 were discarded (i.e. set to NaN values). The displacement field was then corrected for 

small rigid body displacements and rigid body rotations, measured relative to the reference, 

based on the algorithm described in [202]. 

The full thickness (𝑌 − axis slices) of the specimen for the reference tomograph was partially 

not captured as the specimen partially moved outside of the field of view during tomography. 

The DVC analysis produced 213 data points instead of 258 data points, missing 45 data 

points from the full thickness of the specimen. The missing data points equated to 

approximately 272 pix (0.85 mm) that ranged 1278 pix to 1550 pix from the end of the 

specimen. The region of missing geometry of the specimen is identified in Figure 6.4. The 

missing displacement data points did not affect the crack detection or the analysis procedure 

and therefore was not investigated further in this research. The V32 displacement field was 

specifically used to employ the VPC-CD algorithm and approximate the crack surface location 

(i.e. elevation) and crack opening displacements in three fracture modes.  

A further DVC analysis was performed with larger subset size (labelled V64) to calculate the 

stress intensity factor through the thickness of the sample. The larger subset size consisted 

of much more accurate displacement values and can be imported into an FE model using the 

methodology outlined in section 3.11. The V64 DVC analysis used the same tomography 

images as the previous DVC analysis (i.e. V32), however only the first three passes were 

considered. Therefore, the final pass was cubic subset size of 64 with an overlap of 80% 

(V64)). Similarly to the V32 DVC analysis, the V64 DVC analysis also presented missing data 

points caused by the missing geometry. The average uncertainty (standard deviation of 𝑈𝑥, 

𝑈𝑦 and 𝑈𝑧 after rigid body motion) for both DVC measurements was calculated to be 

0.0042 mm (i.e. 0.13 voxels) for V32 and 0.0015 mm (i.e. 0.046 voxels) for V64.  

The V32 displacement dataset was used previous in section 3.9 as an example to show how 

the VPC-CD was employed to displacement fields. It was observed that the discontinuity was 

successfully extracted, and the crack’s geometrical parameters are presented in this section 

for further discussion and analysis. Visual inspection of the cracked tomograph showed that 
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crack opening behind the notch was observed to be much larger than 100 pix which caused 

erroneous displacement field values at the location of the discontinuity. The removal of the 

spurious displacement values intensified at the crack location was accomplished by the 

outlier deletion and recovery procedure.  

The VPC-CD analysis of the crack elevation depicted in Figure 6.4, shows an almost semi-

elliptical and symmetric crack front where the line of symmetry is at 𝑌 = ~2.05 mm. The 

crack length varied through the thickness of the sample where the minimum and maximum 

crack length was 1.57 mm and 2.51 mm relative to notch. The crack elevation also indicated 

that the crack surface was complex and convoluted through the thickness of the sample, 

where the elevation range was ~1.2 mm. 

 

 

Figure 6.4 Crack surface elevation of short notch crack with labelled slices  
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Crack surface extracted from the proposed method was validated by superimposing the 

crack surface location calculated by VPC-CD to the deformed tomograph. Four 2D slices of 

the deformed tomograph, all slice orientations normal to the crack surface, are taken to help 

with the visualisation. The location of the four 2D slices are in Figure 6.4 distinguished with 

a white dashed line, all labelled 1 to 4. The first three slices, shown as horizontal white 

dashed lines, are in the 𝑋𝑍 – plane, the region of interest depicted by the blue dashed area 

in Figure 6.3. The first three slices are at different locations through the thickness, 𝑦 =  4.08, 

2.32 and 0.19 mm respectively. The slices are selected to show the agreement between VPC-

CD and visual inspection through the thickness. The superimposition of the crack path on 

each individual tomograph slice are shown in Figure 6.5(a, b and c), respectively, which 

shows a good agreement. 

A further tomograph slice (i.e. slice 4, Figure 6.4) is chosen perpendicular to the first three 

slices to evaluate the crack front and observe the discontinuous crack surface. The 

discontinuous crack surface is identified by the yellow arrow, Figure 6.4, where the VPC-CD 

showed a sudden change in crack elevation at 𝑋 =  2.11 mm. The purple arrow, in Figure 

6.4, highlights the location where a large change in crack elevation was observed through 

the thickness of the specimen. The tomograph slice of the labelled slice 4 is shown in Figure 

6.5d, where once again, a strong agreement was observed between VPC-CD crack path and 

visual inspection. The yellow arrow points towards the discontinuous crack surface near the 

middle of the thickness of the sample. The purple arrow points towards the crack near the 

sample surface where a large change in elevation is observed, almost completely in 

alignment with the VPC-CD crack path, validating the VPC-CD crack surface analysis. 

However, the tomograph slice (see Figure 6.5d) also shows a full fracture between the yellow 

and purple arrows and the same is not observed in the VPC-CD crack surface analysis. The 

discontinuity signal direction (i.e. 𝑍 − axis) was checked and no discontinuity was observed 

in the same region. A good reason for the absence of the crack surface is due to the change 

of the crack opening direction from purely 𝑍 − axis to the combination of 𝑍 and 𝑌 axis where 

the discontinuity signal is lost within displacement noise.  
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Figure 6.5 Crack surface superimposed on the tomograph slices shown in Figure 6.4, Horizontal white 
dash line profile (XZ- plane): a) y= 4.08mm , b) y=2.32mm c) 0.19mm, Vertical white dash line profile 
(YZ – plane): d) X = 2.11mm 
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Figure 6.6 Crack opening displacement of different fracture modes through the thickness of Al-Ti with 
short notch a) Mode I, b) Mode II, c) Mode III
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Figure 6.6 depicts the crack opening displacement through the thickness of the sample. 

Although the experiment was of a pure mode I fracture experiment, due to slight 

misalignment, the data showed small in-plane (mode II) and out-of-plane (mode III) crack 

opening. The mode I COD (see Figure 6.6a) showed a constant maximum crack opening at 

the crack mouth (distance from notch =  0 mm) throughout the thickness of the specimen.  

At approximately 𝑋 =  0.7 −  0.9 mm distance from notch, a radical change in the crack 

surface elevation (see Figure 6.4) occurred for the whole thickness of the specimen. The 

change in elevation contributed the mode II COD at the same exact location (see Figure 6.6b), 

further agreement of VPC-CD method. The slight misalignment in the experiment also 

effected the mode III COD (out-of-plane sliding) (see Figure 6.6b) at the sample surface at 

𝑌 =  0 and 𝑌 = 4.15. However, the crack opening is seen to be close to zero at middle of 

the thickness (𝑌 =  1.8 –  2.4 mm) where the sample is the most secure against tearing.  

The fracture toughness through the thickness was calculated automatically using OUR-MA 

code (Section 3.11) by coupling the larger cubic subset DVC analysis (V64) and VPC-CD 

analysis. Due to the large yielding and plasticity, the inelastic Ramberg-Osgood model was 

adopted within the FE treatment. The volume displacement data was deconstructed into 2D 

𝑋𝑍-plane displacement slices, each 2D plane represents a slice from the thickness of the 

sample. Figure 6.7 depicts the FE solution of the von Mises stress directly calculated from 

the injection of a displacement slice from approximately middle of the fracture (i.e. 𝑌 =

2.32 mm). 
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Figure 6.7 FE von Mises stress of a displacement slice at Y =2.32mm 

The “region to mesh” highlights the area where displacement data points are deleted, and 

an FE mesh was refined locally around the crack path. J integral calculation was performed 

over several contours to check for contour independency. Semi-automatic J-integral 

calculation was achieved by keeping the region to mesh area and contour number constant 

for each slice. The J integral calculations were converted to stress intensity factor assuming 

plane stress conditions using the following equation.  

Figure 6.8 shows the strain energy release rate of the crack with respect to the thickness 

converted to stress intensity factor. The percentage of uncertainty was approximated to be 

~7% using the benchmarked guideline in Ref. [2] where uncertainty of crack tip positioning 

(~50 pix error) and inelastic model uncertainty are considered. Red arrow points to the 

location of a single displacement slice depicted in Figure 6.7. The figure shows clear evidence 

of lower stress intensity factor at the middle of the sample compared to the sample surface 

giving a maximum range of ~17 ±  2.4 𝑀𝑃𝑎𝑚½ for a thin sample.  

  

Figure 6.8 Mode I Stress Intensity Factors (KI ) obtained from the J-integral of slice by slice displacement 
analysis through the thickness of Al-Ti with short notch  
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6.2.3 Analysis and discussion of Al-Ti – Long notch  

Both before and after deformation tomographs for 𝑎/𝑊 =  0.5 were applied a rotation of 

16.5° anti-clockwise around the 𝑍 −axis and cropped bearing a new dimension 

1200 × 1550 × 1000 (i.e. 3.9 × 5 × 3.25 mm) as seen in Figure 6.9 

 

Figure 6.9 X-ray Tomographs of long notch at Y slice = 775 pix (2.5mm) a) Reference tomograph at 50N 
load , b) Deformed tomograph at 3950N 

Two cracks were observed, propagating behind both notches, and were similar in size. A 

single crack was considered for the VPC-CD analysis and a region of interest measuring 

300 × 1550 × 300 pix was established for the DVC analysis (see Figure 6.9). Smaller cubic 

subset size was performed on the long notch, as the crack is much shorter and therefore 

more data points are required to be localised around the crack. The DVC analysis was 

performed using the LaVision DaVis (Version 8.4.0) software, employing a multi-pass FFT-

based algorithm; the first pass used cubic subset size of 2563 voxels with an overlap between 

subsets of 50%, second pass 643voxels with an overlap of 50%, a third pass 323 voxels with 

an overlap of 50% and a final pass of 163 with an overlap of 80%. The final pass resulted in 

a high spatial resolution displacement field and a 3 voxel spacing between each data point. 

All points with a correlation coefficient below 0.8 were discarded (i.e. set to NaN values). The 

combined dataset was then corrected for small rigid body displacements and rigid body 

rotations, measured relative to the reference, based on the algorithm described in [202] . 

The average uncertainty (standard deviation of 𝑈𝑥, Uy and 𝑈𝑧 after rigid body motion) was 

0.005 mm (1.54 voxels). VPC-CD was successfully utilised to obtain crack surface /elevation, 

crack front and crack opening displacement through the thickness as shown in Figure 6.10(c 

and d) respectively.  
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Figure 6.10 VPC-CD analysis of Al-Ti long notch a) Deformed tomograph slice at Y = 5mm, b) Deformed 
tomograph slice at Y = 0mm, c) Crack surface elevation, d) Mode I crack opening displacement through 
the thickness 

Outlier removal was used to remove the erroneous displacement values caused by the crack 

artefact where outlier window size and threshold parameters were 15 and 0.0007 

respectively. The VPC-CD required some interaction where the PC parameters were fine-

tuned to λmin =  20 and dPC =  1.7 which is seen to improve the discontinuity signal, 

making it sharper. The segmentation algorithm was set to the default parameters and took 

273 iterations for the segmentation to become stagnant and reach an optimized condition. 

The crack elevation of the long notch (see Figure 6.10b) showed a small ~0.35 mm range in 

elevation. The crack front was seen to take the shape of an arrowhead where the line of 

symmetry and maximum crack length location was at 𝑌 =  2.05 mm, similar location as the 

crack front of the short notch (see Figure 6.4). The VPC-CD data shows that the crack has not 

fully propagated through the whole thickness of the sample, where between the thickness 

𝑌 =  4.85 –  5 mm, no crack values were given. Two tomograph slices (see Figure 6.10a and 

b) at both sample surfaces depict that while 𝑌 = 0 mm showed an evidence of crack 

propagation behind the notch, 𝑌 =  5 mm did not, hence in line with VPC-CD analysis.  
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An attempt was made to extract the stress intensity factor using the same methodology 

applied in the previous section (see section 6.2.2). However, due to the length of the crack 

(from notch tip), large subsets (Cubic subset size 64 and 80% overlap) lacked the spatial 

resolution and data point spacing to capture the crack. The crack length (i.e. from notch tip) 

measured maximum 5 displacement data points, for Cubic subset size 32 and overlap of 

80%. Therefore the measured crack length limited only 5 contour paths to be taken, which 

was not sufficient for convergence. Due to the time limitation of this thesis, SIF extraction 

from the long notch was not investigated further. However, the problem may be solved by 

tweaking the DVC parameters so that displacement measurements are made with smaller 

data point spacing which will solve the lack of data points across the crack surface.   
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6.3 Quasi –Brittle Material 1: Graphite 

The strain field in a polygranular isotropic nuclear graphite, a quasi-brittle material, has been 

studied during stable fracture propagation and has been published [4]. The experimental 

work was carried out at the Joint Engineering, Environmental and Processing (JEEP – I12) 

beam line at the Diamond Light Source in the UK [203]. The specimen was incrementally 

loaded and unloaded in a total of ten stages whilst the propagation of the crack was analysed 

with VPC-CD. The crack opening displacement profiles through the thickness, crack surface 

location and crack front were obtained from the displacement field calculated with large 

cubic subset size (lower spatial resolution i.e. 1283 pixels). The crack front calculated by VPC-

CD was compared with the manual visual inspection of the crack front. The experimental 

application was designed and realised by Professor James Marrow, University of Oxford and 

the data was made available to the author of the thesis for the purpose of the crack analysis 

from displacement data. The author of this thesis takes no credit for production of the 

experimental data but was responsible for the crack quantification analysis. 

6.3.1 Experimental details 

The material is one of the graphite’s used in the UK Advanced Gas-cooled Reactor fleet. 

Manufactured by Graftech (formally UCAR) and supplied by EDF Energy Generation, the 

moulded IM1-24 Gilsocarbon (GCMB grade) polygranular nuclear graphite has weakly 

anisotropic properties. Depending on orientation, the reported Young modulus, 𝐸, is 

between 11.6 and 11.9 GPa, with a Poisson ratio, 𝜈, of 0.2 and a tensile strength, 𝜎𝑡, 

between 19 to 20 MPa at a strain of approximately 2.5 × 10−3 [204]. The same grade has 

been studied in previous works by some of the authors from references [205-208].  
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Figure 6.11 (a) The specimen, with wedge inserted, showing a pair of steel balls attached as fiducial 
points. The specimen is within the polycarbonate tube of the loading rig, which has been discoloured 
by exposure to high energy X-rays (b) Side-view drawing of the specimen (c) Top view drawing of the 
specimen (d) Regions of interest for tomography within the specimen. [4] 

The test specimen (Figure 6.11) was designed to facilitate tomography observations whilst 

fracture was propagated quasi-statically from a stress concentrating notch.  

Radiographs were recorded using a PCOedge CMOS camera (2560 ×  2160 pixel, 16-bit 

depth), with optics selected to image an area of 8.3 ×  7.0 mm (i.e. 3.24 µm per pixel). The 

exposure was 0.3 seconds for radiographs.  

Tomographs were recorded with 3000 radiographs over a 180° rotation, and a standard 

back-filtered projection algorithm [209] was used for the image reconstructions. For noise 

reduction, a slice-by-slice 2D median filter of 1 pixel radius was applied to the horizontal 

slices of the reconstructed 3D volumes using the software ImageJ [210].  At each observation, 

three overlapping tomographs were acquired to record a total volume of 17.0 ×  7.0 ×

 7.0 mm, the overlap between tomographs was 2 mm in the vertical axis (Figure 6.11d). The 

maximum path length of X-rays through the specimen was greater than the dimension of the 

tomographed volume, but due to the low X-ray attenuation of graphite, no corrections for 
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the specimen geometry were applied in the reconstruction of these region-of-interest 

tomographs. 

A reference tomograph was obtained with the wedge inserted at a pre-load of 8 N. The 

wedge was then inserted further in displacement control at a rate of 0.2 mm/min whilst the 

load was monitored. Visual inspection of radiographs was used to assess the approximate 

increment of the crack length, and the wedge insertion was arrested at constant 

displacement when the crack was judged to have propagated a sufficient distance. A set of 

tomograph maps were obtained of the loaded specimen, which was then unloaded 

completely by removal of the wedge, and tomography mapping was repeated. This 

procedure was cycled to obtain 5 sets of loaded and unloaded data of a progressively 

propagated crack, although the available beam time did not permit the collection of a final 

set of tomographs of the unloaded specimen in the 5th cycle.  

 

 

Figure 6.12 Load – crosshead displacement data for all cycles; loading is shown with solid symbols, and 
unloading with open symbols. For Cycle 2 and Cycle 3, the loading curve is traced through the available 
data using a quadratic best-fit (both R2 > 0.99). Tomographs maps were collected at the points labelled 
“Load 1” etc. [4]  
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The raw data of the load vs. crosshead displacement for the 5 load cycles are presented in 

Figure 6.12, in which the red crosses identify the recording tomographs whilst the specimen 

was maintained under load at a fixed wedge displacement. The load at these observations 

was manually recorded, before and after each imaging sequence, and did not reduce by more 

than 12% over each period. Contact between the wedge and the test specimen above 10 N 

was apparent in the initial loading of each cycle – the wedge was removed completely 

between each cycle. The data were offset in displacement between cycles, which is 

attributed to damage that occurred at the contact between the wedge and the specimen. 

The reported displacements did not correctly represent the wedge position in the specimen’s 

notch during unloading. This is due to friction that allowed slack movement in the thrust 

bearing to be taken up when the crosshead displacement was reversed, before the wedge 

itself was removed. A software issue affected data logging during cycles 2 and 3 and fewer 

load/displacement data points were available to show the loading curves, so the trend line 

has been fitted through the available data. 

 

6.3.2 Analysis and discussion 

DVC analysis was applied to all of the tomographs to retrieve the displacement field relative 

to the reference tomograph. The 16-bit images were first converted to 8-bit; the extreme 

values of the 8-bit range (i.e. 0 and 255) were assigned to the same minimum and maximum 

grey level values that were observed in the 16-bit data for all the scans, with the objective 

of reducing the potential data loss in this process. Each tomograph was cropped to 

2560 × 1536 × 2112 voxels to remove the majority of the empty volume outside of the 

specimen. The DVC analysis was performed using the LaVision DaVis (Version 8.1) software, 

employing a multi-pass FFT-based algorithm; the first pass used cubic subset sizes of 2563 

voxels with an overlap between subsets of 75% and the second pass 1283 voxels with 75% 

overlap. All points with a correlation coefficient below 0.8 were discarded (i.e. set to NaN 

values). For each observation, the 3 overlapping tomographs were processed separately and 

the displacement vector data were stitched by averaging in the overlapped region. On 

comparison of the average vector representative of each tomograph in the overlap region, 

the magnitude of the difference between vectors was less than 2.0 µm (i.e. 0.6 voxel). This 

was regarded as a measure of the uncertainty in the DVC measurement of displacements.   
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The combined dataset was then corrected for small rigid body displacements and rigid body 

rotations, measured relative to the reference, based on the algorithm described in  The final 

data have a coordinate system defined such that: the lowest point of the notch tip is at 𝑌 =

 0 and the 𝑌 axis is positive towards the bottom of the specimen; the 𝑋 axis is positive 

towards the right, with the notch tip at 𝑋 =  4.5 mm; and the 𝑍 axis is in the X-ray beam 

propagation direction, with centre of the notch at 𝑍 = 1.5 mm.  

The VPC-CD algorithm was used to extract the crack parameters from the displacement fields 

of all loading sequences iteratively and automatically. Displacement orientation 𝑈𝑥 is 

selected as the highest discontinuity signal orientation. Outlier deletion was not used utilised 

as the displacement field consisted of accurate values due to the large subset size. The 

volume Phase congruency was constructed using 𝑋𝑍 – plane slices with default PC 

parameters, λmin = 4 and dPC = 1.2. A seed point was selected at a constant location for all 

loading sequences, just below the notch tip where the segmentation algorithm reached 

stagnant crack mask between 10 –  96 iterations for each loading sequence. Figure 6.13 

depicts the crack parameters extracted via VPC-CD for the final observation. The experiment 

was designed to investigate the energy release rate of a mode I propagating crack, however, 

the final observation showed evidence of mixed mode loading. VPC-CD analysis not only 

approximates the crack surface location but can also map out a full field mixed mode crack 

opening of the crack surface as seen in Figure 6.13(a, b and c). The mixed mode crack opening 

mapping can be a useful tool for the characterisation of any fracture. It can be seen from 

Figure 6.13b that crack mouth opening displacement in mode II is non-uniform through the 

thickness where a maximum opening is between 𝑍 = 0.1 mm. The non-uniform opening 

appears to have caused mode III opening, pivoting from the crack tip and could also be the 

cause of the convoluted crack front. 
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Figure 6.13 VPC-CD calculated crack parameters of Cycle 5 (loaded) a) Crack surface elevation, b) Mode 
I crack opening displacement through the thickness, c) Mode II crack opening displacement through 
the thickness, d) Mode III crack opening displacement through the thickness 
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The positional uncertainty of the crack surface depends on the interval between 

displacement vectors, which in this case was 100 µm. The crack length was also measured 

using the visual analysis of the tomographs (loaded) and compared to the VPC-CD analysis of 

the displacement field (loaded and unloaded). Visual measurements of the crack depth were 

made from the notch across the specimen thickness; the standard deviation of the 

observations provided the uncertainty in crack tip position, which was around 0.4 mm for 

both types of analysis. A good agreement was observed between the two methods for the 

loaded crack, but the VPC-CD analysis of the unloaded displacements consistently showed a 

shorter crack length than the loaded data. 

 

Figure 6.14 Measurement of the crack length: (a) Average crack depths (measured from notch tip at 
y=0 mm), obtained by assessment of the crack tip position by visual inspection of tomographs and VPC-
CD analysis of the DVC displacement field.(b) Crack depth across the specimen thickness, measured 
under load – the full symbols show data obtained by VPC-CD (measurement error ~100 µm) of the DVC 
displacement field, open symbols show data obtained by visual inspection of tomographs 
(measurement error ~30 µm). [4] 



 

186 
 

The observations of the loaded crack define its shape based on how the crack opens  

(see Figure 6.14b). Crack initiation occurred in cycle 1, which is also indicated by the 

reduction in the load/displacement gradient observed above 40 N (see Figure 6.12) but the 

crack did not propagate fully across the specimen thickness; in this cycle the maximum 

deviation of the observed crack front from the average crack length (including the notch 

depth) was ~8%, measured using VPC-CD. There was no significant propagation of the crack 

front in the second cycle. This is consistent with the linear load/displacement trace measured 

during loading in cycle 2, although in this cycle the crack developed fully across the specimen 

thickness to achieve a more uniform crack length. The load peak in cycle 4 and the load 

plateau in cycle 5 indicate further crack extension, which is confirmed by the tomographs, 

and although the load/displacement data in cycle 3 are sparse, there was a clear decrease in 

the load/displacement gradient above 40 N that is consistent with crack propagation. In 

cycles 2 to 5, the maximum deviation of the crack front from the average crack length, 

measured by VPC-CD, was ~5% (average 1.7%). The visual analysis of the tomographs shows 

that the crack was always within 0.4 mm of the central plane of the specimen, except for 

cycle 5 where the crack deviated by up to 1 mm at some positions with an agreement with 

VPC-CD crack surface (see Figure 6.13a). In all cycles, the maximum deviation of the crack 

plane was less than 17°, measured over an arbitrary distance of 2 mm from the crack tip, 

thus in terms of the closest relevant standard (e.g. ASTM 647 [211]) the crack was essentially 

planar. 

VPC-CD analysis of mode I crack opening displacement was compared (see Figure 6.15) to a 

method used previously here ([208]). The method (labelled DVC) applied in the previous 

study measures the difference between the 𝑈𝑥 displacements on either side of the crack in 

a direction perpendicular to the notch plane. These were obtained at a fixed position of 𝑍 =

1.5 mm that is close to the specimen’s central axis, along two 0.4 mm wide bands running 

in the 𝑋 direction that are located approximately 0.4 mm on either side of the crack. The 

distance between each DVC data point is ~0.1 mm, so 4 points were average at each 𝑌 

position. Data points where the standard deviation of the displacement vector magnitude of 

the averaged points was higher than their average value were censored. The censored points 

were less than 1% of the data and arise from poor DVC correlation and therefore affected 

regions where the tomographs overlapped (shown in light grey in Figure 6.15a and b). 

Censored points also arise from local effects of ring artefacts in the tomographs.   
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Ring artefacts are caused by defects in the optical imaging system, such as dust on the 

scintillator, the optics and/or the detector or faulty pixels on the sensor. This generates 

artefacts at a fixed position on the radiographs that become rings in the reconstructed image 

and influence the DVC measured strains [202].   

The difference between VPC-CD to direct DVC analysis is that VPC-CD identifies the 

discontinuity of the crack and uses the displacement vectors closest to the discontinuity, so 

no data were extracted ahead of the crack tip. To make the observations comparable, a single 

data point slice (i.e. 𝑍 = 1.5 mm) from the VPC-CD COD was considered. Both crack opening 

profiles were quite similar, as shown by the examples in Figure 6.15a and b, and both showed 

the residual opening of the crack after unloading that is visualised in Figure 6.15b. The crack 

tip position was sharply defined by the VPC-CD method, but the DVC analysis showed a 

significant zone ahead of the loaded crack tip, several mm in length, with a measurable 

displacement difference across the crack plane.  This was observed previously [206], and has 

been attributed to the effect of microcracking in the fracture process zone. The 

microcracking has not been found by the VPC-CD method, which is sensitive to steeper 

gradients in the displacement field.  

 

Figure 6.15: Measurements of the crack opening displacements. The mode I opening profile was 
obtained by both direct DVC analysis and VPC-CD analysis where the data is taken from the centreline 
position, (Z=1.5 mm) in the (a) loaded and (b) unloaded states (the region where tomographs overlap 
is indicated in light grey) [4] 
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6.4 Quasi–Brittle Material 2: Carbon fibre composite  

Temperature driven fracture in a Carbon fibre composite is examined by coupling X-ray 

tomography, Digital Volume Correlation (DVC) and VPC-CD. The experiment was conducted 

at the Diamond Light Source on the I12 beamline. A small transverse crack between the 

weave layers, and parallel crack surface to the weave orientation was initiated at −80° and 

observed in the tomography scan. The crack was too small to segment from the tomograph 

and microcracking was observed with its surrounding. DVC and VPC-CD was used to detect 

and obtain crack surface location and crack opening displacement through the thickness. The 

analysis was conducted with high spatial resolution (i.e. 323 pixels).) DVC analysis. The 

experimental application was designed and realised by Dr. James Meredith, University of 

Sheffield. The X-ray tomography data was made available to the author of this thesis for the 

purpose of detection and analysis of cracks. The author of this thesis takes no credit for the 

production of the experimental data but was responsible for the analysis of the tomographs. 

6.4.1 Experimental details 

The experimental dataset was obtained on Unidirectional (UD) prepreg carbon fibre 

reinforced polymers (CFRP). UD prepregs are inherently anisotropic, possessing fibre 

dominated longitudinal strengths of greater than 2000 MPa but comparatively poor resin 

dominated transverse strengths of approximately 30 MPa [212]. This, in combination with 

the widely differing longitudinal (−0.3 × 10−6 °C−1) and transverse (30 × 10−6 °C−1) linear 

coefficient of thermal expansion (CTE) [213] leads to residual stress within the laminate 

which can surpass the transverse strength of the ply leading to transverse crack formation 

[214-217].  
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Figure 6.16 Specimen geometry, orientation of the layers and X-ray tomography region of interest.  

Two layups were used for cryogenic fracture analysis, one composed solely of UD fibres and 

the other a typical aerospace layup designed to be robust against temperature driven 

fracture with a UD central core surrounded by woven material. A UD layup of [903, 02, 903] 

(see Figure 6.16) was chosen, as previous work has shown it to be particularly susceptible to 

temperature driven fracture [214]. The specimen for the cryogenic fracture experiment was 

cut in the shape of a cube with dimensions measuring 5 × 5 × 5 mm3. The fibre diameter 

was 6 µm which acted as the material pattern to be able to obtain displacement field through 

DVC analysis. The boundary of the layers is identified by the dark red arrows throughout this 

chapter.  

 

Figure 6.17 Experimental setup 
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The carbon fibre specimen was cooled down from 20°C (room temperature) to −20°C then 

to −80°C using I12's cryostat system. At each step, X-ray tomography scans were obtained. 

Figure 6.17 shows the setup of the experiment: the specimen was cooled on a cold stage, by 

blowing liquid nitrogen from the cryostat system onto an aluminium heat exchanger. The 

cold stage was placed within a vacuum chamber and the heat exchanger was encased within 

an anti-frost chamber. This setup minimised frost accumulation during the measurement 

taken for each temperature for a duration of up to 4 hours allowing for X-ray tomography 

scans to complete. Previous pre-experiment trials with samples equipped with 

thermocouples showed that a 5-minute wait was sufficient for the specimen's core 

temperature to reach steady state when the cryostat temperature was changed. This timing 

was followed in the experiment. Although the setup successfully prevented frost forming on 

the surface of the specimens, it restricted the movement of the stage and preventing 

collection of flat fields for each specimen. A number of flat fields were recorded at the end 

of this stage and was used for the reconstruction of the tomographs. 

A monochromatic beam of energy 53.2 keV was used and radiographs were recorded using 

a PCO. 4000 CCD camera (2560 × 2160 pixels, 16-bit depth), with optics selected to image 

an area of 3.3 mm × 2.8 mm (i.e. 1.3 μm per pixel). Tomography was performed with 3600 

projections over 180° in each scan with a 0.7 seconds exposure.  

Each data set was bi-cubically binned by 2 × 2 and down sampled from 16-bit and 1.3 µm 

per voxel dimension to 8-bit (i.e. 0 and 255) and 2.6 µm per voxel. The new dimensions of 

the tomographs are 1280 × 1280 × 1075 pix. A 3D median filter with a radius of 3 pixels in 

all three dimensions was subsequently applied to the down-sampled and binned data. The 

3D median filter was used for noise reduction while preserving the fibre features.  

Figure 6.18 depicts the pre-processed tomographs, taking a slice at 𝑌 = 0.78 mm on the 𝑋𝑍- 

plane. The deformed tomograms were examined manually for visible damage / cracks. A 

transverse crack was seen to be initiated and only appeared once the specimen was cooled 

down to −80°C (Figure 6.18c and d) but did not appear in scan −20°C (Figure 6.18b).   



 

191 
 

 

Figure 6.18 X-ray tomographs of the Carbon fibre composite of the XZ-plane at y=0.78mm, a) Reference 
tomograph at 20°C. The layer boundaries identified by the dark red arrows. , b) -20°C, no evidence of 
damage c) Deformed tomography at -80°C where is evidence of damage and DVC ROI defined. d) 
Magnification of c) at the region of the transverse crack  

Later, the DVC analysis of scan −20°C showed no evidence of a discontinuity which 

confirmed the observation. The damage was seen to be at the same orientation as the fibre 

orientation of the 02 weave (Figure 6.18c). Damage also completely cut through the full 

thickness of the 02 weave where the fracture stopped at the interface of the upper and lower 

903 weave. 

 Region of interest for the DVC analysis is specified by the red dashed line, where only the 02 

weave is considered measuring 1.48 mm × 3.3 mm × 1.14 mm (570 × 1280 × 440 pixels). 

The region is specified so that different orientations of the weave are not analysed as a 

previous DVC analysis showed large discontinuity between the weave interfaces, hiding the 

localised damage. 
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6.4.2 Analysis and discussion 

Digital Volume Correlation (DVC) analysis was applied to all tomographs to retrieve 

displacement field relative to the reference tomograph. The DVC analysis was performed 

using the LaVision DaVis (Version 8.3.0) software, employing a multipass FFT-based 

algorithm; the first pass used cubic subset size of 2563 voxels with an overlap between 

subsets of 50%, second pass 643 voxels with an overlap of 75% and a third pass 323 voxels 

with an overlap of 75%. All points with a correlation coefficient below 0.8 were discarded 

(i.e. set to NaN values). The dataset was then corrected for rigid body displacements and 

rigid body rotations, measured relative to the reference, using the method described in 

[202]. The average uncertainty for the DVC analysis was 0.00029 mm (i.e. 0.11 voxels). The 

data point spacing was 9 voxels.  

 

The VPC-CD algorithm was used to extract the crack parameters from the calculated 

displacement field. Displacement orientation 𝑈𝑥 was selected for VPC algorithm using 

𝑋𝑍 −plane slices. An outlier deletion filter was applied to all displacement orientations, 

where optimum parameters were selected for window size and threshold of 9 × 9 × 9 and 

0.0001, respectively. Extrapolation method “inpaintn.m” was selected for this analysis. The 

volume Phase congruency was constructed with default PC parameters, λmin = 4 and dPC =

1.2. A seed point at location (0.6864, 0.832, 0.416) and default parameters were selected 

for the segmentation algorithm where the crack mask reached an optimum which ran for 

155 iterations. Figure 6.19a depicts the segmentation of the transverse crack produced by 

the VPC-CD algorithm. The grey dotted area shows the slice location of Figure 6.18d. The 

algorithm used the segmentation to produce the crack elevation (see Figure 6.19b) and the 

crack opening displacement through the thickness (see Figure 6.19c). The VPC-CD algorithm 

took 259 seconds to compute. The crack opening in 𝑈𝑦 and 𝑈𝑧 displacement fields were 

minimal and within the noise threshold and therefore were not considered.  
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Figure 6.19 VPC-analysis of the transverse crack in the Carbon fibre composite a) VPC-CD segmentation 
, b) Crack surface / elevation c) Crack opening displacement through the thickness  

Figure 6.19b shows the transverse crack elevation from the 𝑌𝑍 − plane origin (𝑋 − axis 

location) where the tomography slice location (𝑌 = 0.78 mm) from Figure 6.18 is marked as 

the white dashed line.   
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The crack surface is seen to be relatively planar, fluctuating by a maximum of ~0.35 mm 

axis. At approximately 𝑍 = 0.5 − 0.6 mm, the crack elevation was observed to drastically 

change as the fibres as pointed by the purple arrow (see Figure 6.18(a, b and d)). The 

magnified tomography of the transverse crack (see Figure 6.18d) shows that the void appears 

to have affected the trajectory of the crack. The influence of the void on the crack 

propagation trajectory is seen throughout the thickness depicted clearly by the VPC-CD 

segmentation (see  Figure 6.19a and b). Although the impact is seen, it is difficult to prove if 

the crack interacted with the void. The crack opening displacement (Figure 6.19c) shows that 

the crack opening appears to stay constant in amplitude, but maximal opening location varies 

between 𝑍 = 0.4 − 0.6 mm through the thickness. The maximal crack opening is localised 

to the location of the void at 8 μm. The void is a material imperfection during manufacturing 

and could be the cause of the transverse crack as the material is cooled.  

6.5 Conclusion 

The results presented in this chapter have shown the extraction of crack’s geometrical 

volume information based on DVC processed displacement fields using the novel VPC-CD 

method. The application was seen to be highly versatile, easy to implement requiring 

minimal user judgement. The user is required to select a seeding point on the VPC-CD 

identified region, where the results from the VPC-CD method are invariant of the selected 

seeding point. The VPC-CD method was applied to three different material samples; one 

ductile and two quasi-brittle; where high depth crack information was successfully extracted 

with in the volume of the specimens. Crack parameters such as the crack surface, crack front 

and crack opening displacement in the thickness provided lucid understanding and the 

behaviour of the crack. The J-integral values were obtained in the thickness of the sample 

where 2D slice planes were chosen along the crack front.
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7 CONCLUSION  

The main objective of this research project was to study how image-based methods can be 

used to better understand fracture behaviour of a range of materials. The literature showed 

that image-based methods, once combined with displacement measurement techniques, 

are advantageous in fracture assessments. The combination allows for the full-field 

quantification of the mechanical properties. A strength of the method is that it can readily 

be applied to volume data which allows for an almost full quantification of mechanical 

behaviour within the material. This thesis identified the missing gap in the literature in the 

analysis of these measurements and addressed them. Indeed, the literature showed that the 

fracture analysis of the displacement fields lacked a methodology and required intensive 

user interaction. The bias and judgement driven analysis of fracture can give inconsistent 

results. 

This thesis introduced a cutting-edge method called Phase Congruency based Crack 

Detection (PC-CD) which allowed the automatic extraction of crack parameters from 

measured displacement fields. The idea behind the novel PC-CD method is to identify which 

digital image correlation subsets interact with the crack and provides quantitative analysis 

of crack parameters such as opening displacement. 

The identification of the discontinuous data points across the crack faces was determined by 

phase congruency, which is a mathematical image processing tool that is designed to identify 

features in all phase angles as opposed to gradient based methods which can only detect 

features in two orientations. Furthermore, phase congruency is said to represent the human 

visual cortex of what is perceived as an edge. Phase congruency is not only noise robust, but 

also its invariance to contrast, illumination and scale makes the automatic application to 

identify discontinuous displacement data points beneficial. 
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The quantitative identification of the crack faces was then used to build the crack model: 

displacement difference between the crack faces provide crack opening displacement; mid-

point between the crack faces give an approximation of the crack path.  

The PC-CD was shown to be more accurate and robust to noise than the widely used gradient 

based and Heaviside algorithms. Theoretical analysis also showed that while the uncertainty 

in the displacement field impacted the crack opening displacement measurement, the 

effects were minimal on the location of crack path location and crack length. The spatial 

resolution study based on the virtual experiments showed that selection of subset size, step 

size and subset positioning played a large role in the uncertainty of the crack path location 

and crack length. 

Selection of the DIC parameters such as subset size, step size (i.e. data point spacing) and 

subset positioning play a critical part in the accuracy of PC-CD’s crack extraction. Subset size 

selection is an optimization problem between, high spatial resolution, requiring small 

subsets, and high certainty requiring large subsets. Step size (i.e. data point spacing) and 

subset positioning determine the data point grid placement on the reference image and 

therefore, retrospectively define which subsets interact with the crack. It is key to note that 

if step size is 1, subset positioning becomes irrelevant as a data point is placed at each and 

every pixel location at the reference image.  

To demonstrate the versatility, the method was applied to both quasi-brittle and ductile 

materials with different levels of deformation around the crack tip.  

The crack parameters measured by the method were validated through high resolution 

optical microscopy, fractography and visual observation. The measurements by optical 

microscopy and fractography can be used as validation because of their higher resolution 

compared to the macro-image observation of the surface which was used to calculate the 

displacement measurements. However, what the higher resolution setups possess in 

accuracy, they lack in experimental easiness and versatility. For example, fractography data 

of a fractured sample can only be obtained at the end of the experiment where the specimen 

is split into two. High resolution image gives very valuable information regarding the failure 

behaviour where user judgement is required to characterise the data while carrying out the 

test. To obtain optical microscope data of a fractured surface, the sample requires to be 

placed on a steady stage while moving the sample along the crack path. The images are 

iteratively captured and stitched together to create a high resolution crack map, but at the 

cost of time. The optical microscope has a thin depth of field, so any small movements of the 
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sample, away or towards the microscope lens, will put the crack out of focus and 

unobservable limiting the experimental setup. Therefore the application of the optical 

microscope to observe the crack during mechanical loading can be inconvenient.  

Digital Image Correlation is easy to implement, can capture thousands of images per second 

(i.e. high-speed imaging) and with the aid of PC-CD and with sufficient computer power, the 

method can characterise the captured images in real time. Unlike optical microscopy and 

fractography, crack opening displacement profiles can be obtained while under mechanical 

load.  

Arguably, one drawback is that a reference image (i.e. uncracked surface or closed crack as 

demonstrated in section 5.4) is required, which may not be obtainable. However, typically in 

fracture assessment experiments, fracture is initiated in a controlled manner and therefore 

the reference image is obtainable. 

A cracked ductile sample (i.e. Aluminium, section 5.3) surface was observed by both stereo-

DIC and high resolution optical microscopy. The difference in crack path between high 

resolution optical microscopes combined with manual image segmentation vs. the faster 

automatic PC-CD was less than 3 pixels. A step size 1 with a subset size of 9 was used in the 

DIC calculation. Another cracked ductile sample (i.e. Bainitic steel, section 5.4) with crack 

closure and crack blunting was studied with stereo-DIC and fractography. The average crack 

length difference between the automatic PC-CD and fractography was approximately 6 

pixels. Displacement field calculation was step size of 4 and subset size of 17. 

Since the crack measurements are based on displacement fields, PC-CD method is not limited 

to a certain length scale and can be readily applied to any image-based discontinuous 

measurement. The limitation of the crack detection is the image resolution for displacement 

measurement and the discontinuity signal to noise ratio. While control of image resolution 

can be easy, it can prove more difficult and limited for the effect of noise (e.g. Image 

averaging, see section 5.4.2). Virtual experiment showed that with typical experimental 

noise (i.e. medium noise), PC-CD is able to accurately detect and quantify cracks that have a 

mouth opening of 0.1 pixel. The sub-pixel crack detection and characterisation were 

validated in the quasi-brittle sample (i.e. Rock, see section 5.2) where the crack opening was 

less than a pixel and the crack was only visually observed due to the impact of crack 

propagation on the microstructure. 
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The automatic extraction of a crack’s parameters allow for the better understanding of its 

behaviour and interaction with the microstructure. While obtaining a crack geometry is 

important, quantifying crack parameters is also critical in fracture mechanics. This thesis 

presented a methodology (OUR-OMA) which can be used conjointly with PC-CD to obtain 

automatic Stress Intensity Factor (SIF) on traction for a given displacement field. The 

measured displacements on their own, lack the extra knowledge of the continuum 

mechanics as DIC is purely an image processing tool. OUR-OMA imports the displacement 

measurements in a Finite Element (FE) model, and applies smoothing based on the 

continuum mechanics. It also calculates the stress field using defined material properties. 

The J-integral values are then calculated from the stress on strain fields. The application of 

OUR-OMA and PC-CD is shown to be highly versatile and can be extended to elastic and 

elastic-plastic crack tip fields. The automatic SIF extraction means that the application can 

be effectively administered in real time to fracture assessment experiments. 

The PC-CD method was expanded to the analysis of volumetric displacement measurements 

of cracked bodies. The VPC-CD method allowed the semi-automatic extraction of a crack’s 

full volumetric geometrical parameters which gave more information and a better 

understanding of the failure mechanism. Crack opening displacement in the thickness of the 

crack can be calculated to paint valuable information as to the plane stress and plane strain 

conditions of a cracked body. A multi-phase ductile material (i.e. Al-Ti, section 6.2.2) was 

explored, semi-automatically, with the novel VPC-CD and OUR-OMA methodologies. The 

VPC-CD analysis showed complex and convoluted crack surface through the thickness of the 

sample, due to the microstructure. The crack surface, extracted by VPC-CD, was validated by 

superimposing it on the deformed tomograph, which showed strong agreement. The VPC-

CD analysis also allowed for the study of opening displacement in the thickness which gave 

an insight into the complex mechanics of the crack. OUR-OMA methodology was applied to 

the displacement measurement and stress intensity factor through the thickness of the 

sample was extracted. The VPC-CD method was also applied to a further two quasi-brittle 

materials where the extraction of the crack’s parameters gave in-depth information. The 

microstructure of graphite had pores, which were of the same grey-scale intensity as the 

crack, so it would have been difficult to segment the crack using image-based segmentation 

methods. Similar issues would have been experienced with carbon fibre due to the damage 

process zone impacting the grey-scale intensity of the microstructure. VPC-CD was shown to 

be powerful in the application of quasi-brittle materials.
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8 FUTURE WORK 

In this research, PC-CD and VPC-CD have both been proven to be powerful tools in the 

automatic extraction of crack parameters from measured displacement fields. However, like 

most algorithms, they are limited to the conditions initially instructed to achieve and hence 

have a few areas that can be improved which can increase the optimization and versatility. 

To present an idealized proof of concept, this thesis successfully investigated cracked 

displacement fields of single, horizontal mode I fracture. Although, consciously, mixed mode 

fracture was not studied, two experiments showed evidence of mixed-mode loadings (i.e. Al-

Ti, section 6.2.2 and Graphite, section 6.3) which validated PC-CD’s approach. The 

displacement orientation that carries the highest discontinuity signal is selected for 

identification of discontinuous data points. However, the novel PC-CD method is required to 

be further verified with mixed-mode fracture experiments. The automatic selection of 

displacement would become necessary and can be achieved through statistical analysis, but 

was not considered in the research project due to the analysis of mode I fracture. 

The automatic detection of multiple cracks from a single displacement field were very briefly 

investigated but not included in this research. The idea was to use Hough transform 

iteratively to obtain multiple initial crack masks. 

Consider the following Figure 8.1: a) Phase congruency map of a cracked displacement field; 

b) Edge map; c) Hough transform is applied on the edge map to find the longest straight line, 

identified by the blue line. SelectCC is used to select all the connected components to end 

points of the blue line; d) The selected component is classified as initial mask for the first 

crack and the component is removed; e) A further iteration of the Hough transform is 

applied, but this time to d), to select the second initial mask, identified as the blue line; f) 

The two initial masks obtained from c) and e) are used to segment PC using automatic active 

contours.  
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Figure 8.1 Automatic multiple crack detection a) Phase congruency map , b) Edge map c) Hough 
transform (HT) iteration #1 d) Detected initial mask removed from b), e) Hough transform iteration #2, 
 f) Crack mask where detected lines from Hough transform from c) and e)  are used as initial masks 

This methodology is purely an idea to automatically detect multiple crack may make the PC-

CD method more versatile.  

The optimization of the two Phase congruency parameters, 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶 , discussed in 

section 3.12, can better select the discontinuous data points. It was discussed that the DIC 

parameters, subset and step size, impact the sharpness of the discontinuity while the 

selection of 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶  depend on the scale space of the feature. Hence, Phase 

congruency map can be optimized if the two variables, 𝜆𝑚𝑖𝑛 and 𝑑𝑃𝐶, are informed on the 

selection of subset and step size.  

Accurate classification of outliers in discontinuous displacement fields are important for the 

selection of spurious errors caused by the crack artefact or dust between the lens and the 

sample, as discussed in section 3.1. A literature review and study based on the different 

outlier tools can help PC-CD remove erroneous data points more effectively, and directly, 

improving the results. As mentioned in section 3.5, the wealth of PIV (Particle Imaging 

Velocimetry) literature can help with development of a better outlier deletion model.  

 



 

201 
 

Another process that can be optimized is the recovery of the missing displacement data 

points. Missing displacement data points are common in image correlation while accurate 

recovery can impact the extracted crack parameters (i.e. COD). An investigation based on 

the impact of different extrapolation or data recovery methods may lead to the 

improvement of PC-CD. One method to investigate would be to study Finite Element –based 

recovery, where the missing data points are approximated based on the known continuum 

mechanics, similar to the methodology used in OUR-OMA method. 

The VPC-CD algorithm can be developed so that the crack initial mask is selected 

automatically. The automatic selection of the initial mask not only removes the user 

interaction, but also proposes better initial mask selection. Similar to the observation with 

PC-CD, better initial mask leads on to less iterations and faster convergence.  

In theory, each step of the automatic crack detection procedure can be developed to three-

dimensional space. The literature for volume application of 2D automatic crack detection 

steps can be found here: 

• Step 6 - Volume Bilateral filter [218] 

• Step 7 - Volume Sobel edge operator [219]  

• Step 8 - Volume Hough Transform [220] 

• Step 9 - Volume Select Connected Components [160].  

Volume Hough transform is developed to detect the largest surface area rather than the 

longest line.  

The Volume Phase congruency map can be improved so that instead of a slice by slice 

construction, as proposed by this research, the full volume is used to detect the 

discontinuous data points. This means that the development will solve the slice dependency 

problem (defined in section 3.3). Upon recent research, the author of this thesis found an 

algorithm which uses the full volume based on the monogenic filter. The 3DPC (Three 

dimensional Phase Congruency) was coded by Chris Bridge, Department of Engineering 

Science, University of Oxford. The ref to the code can be found here.[221] 

The Graphite dataset(see section 6.3) for the last loading stage was used to show the 

difference between VPC (proposed by this research) and 3DPC [221]. Figure 8.2 shows the 

comparison between the two where 𝑌 = 4.63 mm slice is taken from both PC maps to show 

the difference.   
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The segmentation of VPC (Figure 8.2a) and 3DPC (Figure 8.2c) is seen to be almost identical. 

It was seen that the difference in crack opening displacement was much below the noise 

threshold. The slice maps of VPC and 3DPC shows an identical feature of the crack, however 

it seems that 3DPC is much sharper and better localised. The investigation of VPC and 3DPC 

is interesting and is added to future work.  

 

 

Figure 8.2 Segmentation comparison VPC vs 3DPC a) Segmentation of VPC , b) Slice of VPC at 
y=4.63mm c) Segmentation of 3DPC d) Slice of 3DPC at y=4.63 
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Appendix A 

 

%% Automatic Crack detection tool by Ahmet Cinar, Department of Mechanical 

Engineering, University of Sheffield, UK 

% Selim Barhli, Department of Materials, University of Oxford, UK 

% Dave Hollis, LaVision, UK 

% Rachel Tomlinson, Department of Mechanical Engineering, University of 

Sheffield, UK 

% James Marrow, Department of Materials, University of Oxford, UK 

% Mahmoud Mostafavi, Department of Mechanical Engineering, University of 

Bristol, UK 

 %For enquiries email : 

% afcinar1@sheffield.ac.uk 

% ahmetron@gmail.com 

 %Paper for citation: https://doi.org/10.1016/j.optlaseng.2017.04.010 

%% Manual 

% 1) Change directory of "FolderName" to select path for "CrackDetection" 

folder 

% 2) Set paths for "Add_on" 

% 3) Edit fine tuning parameters if nessesary 

% 4) Run code "Main_Example.m" 

% 5) Select region of interest (RIO) then double click inside the ROI 

% 6) Select orientation of the crack (Default for example - Verticle (Press 

% V and hit enter" 

% 7) Option to apply Outlier filter (Deletion and fil) (Default for example 

- Y (Press Y and hit enter) 

 %% Output: 

% CrackPath_X - Estimated Crack path location in X-axis 

% CrackPath_Y - Estimated Crack path location in Y-axis 

% COD_Ux - Crack opening dispalcement Ux 

% COD_Uy - Crack opening dispalcement Uy 

%% (Optional) 

%SubP_CrackPath_X - Estimated sub-point Crack Path location in X-axis using 

%Weighted mean 

%SubP_CrackPath_Y - Estimated sub-point Crack Path location in Y-axis using 

%Weighted mean 

%COD_Ux_3P - 3 point average, Crack Opening displacement Ux 

%COD_Uy_3P - 3 point average, Crack Opening displacement Uy 

%% Main Code starts here 
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close all 

clear all 

clc 

 %%%% Fine tuning parameters 

% % Outlier deletion 

% ODw = 5;  % Outlier deletion window (ODw) - Deletion search window (Default 

- 5, Range: 3-20) 

% ODt = 0.01; % Outlier deletion threshold (ODt) - Deletion treshold (Default 

- 0.0 , Range: 0.1 - 0.00001) 

% % Phase congruency 

% PC_1 = 4 % Feature size in scale space (Phase congruency parameter 1) - 

(Default - 4 , Range: 2-20) 

% PC_2 = 1.2 %Feature frequency cut-off point (Phase congruency parameter 2) 

- (Default - 1.2, Range: 0.8-1.6) 

% %Active contour 

% ittern = 100; %Maximum number of itterations - (Default - 100, Range:100-

1000) 

% SEG_1 = 0.8; %Segmentation alpha - active contour smoothness (Default - 

0.8, Range: 0.001-1) 

FolderName = 'C:\Users\Ahmet\Dropbox\'; % Change Directory that contains 

displacement file, "CrackDetecion" in this example 

FileName = 'DisplacementData.txt'; %Displacement data file name 

%% Step 1 

temp=importdata([FolderName FileName]); 

DLast = temp.data; 

j=-1; 

k=1; 

while j<0 

    if DLast(k,2)==DLast(k+1,2) 

        k=k+1; 

    else 

        lx=k; 

        j=1; 

    end 

end 

ly=size(DLast,1)/lx; 

X=reshape(DLast(:,1),lx,ly); 

Y=reshape(DLast(:,2),lx,ly); 

Ux=reshape(DLast(:,3),lx,ly); 

Uy=reshape(DLast(:,4),lx,ly); 

Ux(Ux==0)=nan; 
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Uy(Uy==0)=nan; 

  

V = sqrt((Ux.^2)+(Uy.^2)); 

[~, rec] = imcrop(V); 

close all 

rec =[round(rec(1))  round(rec(2))  round(rec(3))  round(rec(4))]; 

  

 

 

  

C_X = imcrop(X,rec); 

C_Y = imcrop(Y,rec); 

C_Uy = imcrop(Uy,rec); 

C_Ux=imcrop(Ux,rec); 

  

%% Step 2 

prompt = 'Select orientation of crack! Vertical (Y-axis) or  Horizontal (X-

axis) - crack? [V/H]: '; 

Orientation = input(prompt,'s'); 

  

%% Step 3 

  

FC_Ux = inpaint_nans(C_Ux,1); 

FC_Uy = inpaint_nans(C_Uy,1); 

  

figure 

if Orientation == 'V' 

    imagesc(FC_Uy') 

else 

    imagesc(FC_Ux') 

end 

 

%% Step 4 

prompt1 = 'Would you like to apply Outlier deletion? [Y/N] '; 

str1 = input(prompt1,'s'); 

if str1=='Y' 

    ODw = 5; 

    ODt = 0.01; 
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    OFC_Ux = OutDel(FC_Ux,ODw,ODt); 

    OFC_Uy = OutDel(FC_Uy,ODw,ODt); 

    figure 

    if Orientation == 'V' 

        imagesc(OFC_Uy') 

    else 

        imagesc(OFC_Ux') 

    end 

     

    %% Step 5 

     

    FOFC_Ux = inpaint_nans(OFC_Ux,1); 

    FOFC_Uy = inpaint_nans(OFC_Uy,1); 

    if Orientation == 'V' 

        imagesc(FOFC_Uy') 

    else 

        imagesc(FOFC_Ux') 

    end 

     

elseif str1=='N' 

    display('No Outlier applied') 

end 

%% Automatic Crack Detection 

  

if Orientation == 'V' 

    if exist('FOFC_Uy')==1 

        CrackDetection = FOFC_Uy; 

    else 

        CrackDetection = FC_Uy; 

    end 

elseif  Orientation == 'H' 

    if exist('FOFC_Ux')==1 

        CrackDetection = FOFC_Ux; 

    else 

        CrackDetection = FC_Ux; 

    end 

else 

    return 
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end 

  

  

%% Step 6 

B_CrackDetection = bfilter2(NormalizeMatrix(CrackDetection),2,[20 0.1]); 

B_CrackDetection(B_CrackDetection==1) = nan; 

B_CrackDetection =inpaint_nans(B_CrackDetection,1); 

  

%% Step 7 

Edge_B_CrackDetection = edge(B_CrackDetection,'sobel'); 

  

%% Step 8 

H_Theta_Min = -90; 

H_Theta_Max = 89; 

H_minlength = 10; 

H_fillgap = 5; 

  

  

[Hough_H,Hough_T,Hough_R] = 

hough(Edge_B_CrackDetection,'Theta',H_Theta_Min:1:H_Theta_Max); 

Hough_P  = houghpeaks(Hough_H,10,'threshold',ceil(0.5*max(Hough_H(:)))); 

lines = 

houghlines(Edge_B_CrackDetection,Hough_T,Hough_R,Hough_P,'FillGap',H_fillga

p,'MinLength',H_minlength); 

  

max_len = 0; 

  

% Determine the endpoints of the longest line segment 

for k = 1:length(lines) 

    xy = [lines(k).point1; lines(k).point2]; 

     

    len = norm(lines(k).point1 - lines(k).point2); 

    if ( len > max_len) 

        max_len = len; 

        xy_long = xy; 

    end 

end 

% "xy_long" is the longest line 

% highlight the longest line segment 

figure, imshow(Edge_B_CrackDetection), hold on 
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plot(xy_long(:,1),xy_long(:,2),'LineWidth',2,'Color','blue') 

  

line_theta = (atan((xy_long(1,2)-xy_long(2,2))/(xy_long(1,1)-

xy_long(2,1))))*57.2957795; 

  

 

 

%% Step 9 

  

Initial_mask = selectCc(Edge_B_CrackDetection,[],xy_long(2,2),xy_long(2,1)); 

  

  

%% Step 10 

PC_1 = 4; 

PC_2 = 1.2; 

  

PC = phasecongmono(CrackDetection, 6,PC_1, 2, 0.55, 1.0,0.25,10,PC_2,-1); 

  

%% Step 11 

  

ittern = 100; 

SEG_1 = 0.8; %Seg_Alpha 

  

CrackSeg = region_seg(PC, Initial_mask, ittern,SEG_1); 

 %% Crack Parameter Extraction 

if exist('FOFC_Uy')==1 

    Seg_Ux = FOFC_Ux; 

    Seg_Ux(CrackSeg==1)=nan; 

    Seg_Uy = FOFC_Uy; 

    Seg_Uy(CrackSeg==1)=nan; 

else 

    Seg_Ux = FC_Ux; 

    Seg_Ux(CrackSeg==1)=nan; 

    Seg_Uy = FC_Uy; 

    Seg_Uy(CrackSeg==1)=nan; 

end 

  

[COD_Ux, COD_Uy, COD_Ux_3P, COD_Uy_3P, CrackPath_X, CrackPath_Y, 

SubP_CrackPath_X, SubP_CrackPath_Y] = CrackParameterExtraction(Seg_Ux, 

Seg_Uy, C_X, C_Y,PC,CrackSeg,Orientation); 



 

209 
 

  

  

  

if Orientation == 'V' 

     

    figure 

    title('Crack Path co-ordinate location') 

    plot(CrackPath_X,CrackPath_Y) 

    hold on 

    plot(SubP_CrackPath_X,SubP_CrackPath_Y) 

    legend('Mid-point', 'PC Weighted-Mean') 

     

    figure 

    title('Crack Opening displacement (Ux)') 

    plot(CrackPath_X, COD_Ux) 

    hold on 

    plot(CrackPath_X, COD_Ux_3P) 

    legend('Ux COD', 'Ux 3 point average COD') 

     

     

    figure 

    title('Crack Opening displacement (Uy)') 

    plot(CrackPath_X, COD_Uy) 

    hold on 

    plot(CrackPath_X, COD_Uy_3P) 

    legend('Uy COD', 'Uy 3 point average COD') 

     

     

else 

    title('Crack Path co-ordinate location') 

    figure 

    plot(CrackPath_Y,CrackPath_X) 

    hold on 

    plot(SubP_CrackPath_Y,SubP_CrackPath_X) 

    legend('Mid-point', 'PC Weighted-Mean') 

     

    figure 

    title('Crack Opening displacement (Ux)') 
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    plot(CrackPath_Y, COD_Ux) 

    hold on 

    plot(CrackPath_Y, COD_Ux_3P) 

    legend('Ux COD', 'Ux 3 point average COD') 

     

     

    figure 

    title('Crack Opening displacement (Uy)') 

    plot(CrackPath_Y, COD_Uy) 

    hold on 

    plot(CrackPath_Y, COD_Uy_3P) 

    legend('Uy COD', 'Uy 3 point average COD') 

end 
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Appendix B 

function [COD_Ux, COD_Uy, COD_Ux_3P, COD_Uy_3P, CrackPath_X, 

CrackPath_Y, SubP_CrackPath_X, SubP_CrackPath_Y] = 

CrackParameterExtraction(Seg_Ux, Seg_Uy, C_X, C_Y,PC,CrackSeg, 

Orientation); 

  

%% Find Crack Boundaries and Faces 

[m_size, n_size] = size(Seg_Ux); 

Seg_X = C_X; 

Seg_X(CrackSeg==1)=nan; 

Seg_Y = C_Y; 

Seg_Y(CrackSeg==1)=nan; 

if Orientation=='V' 

     

    for i=1:m_size 

        if sum(isnan(Seg_Ux(i,:)))>1 

            NaNLoc = find(isnan(Seg_Ux(i,:))==1); 

            UpperB(i) = max(NaNLoc); 

            LowerB(i) = min(NaNLoc); 

            UpperFace(i) = UpperB(i) + 1; 

            LowerFace(i) = LowerB(i) - 1; 

             

            UpperFace3P = [UpperFace(i) UpperFace(i)+1 

UpperFace(i)+2]; 

            LowerFace3P = [LowerFace(i) LowerFace(i)-1 LowerFace(i)-

2]; 

             

            %% Step 12 

             

            COD_Ux(i) = abs(Seg_Ux(i,UpperFace(i))-

Seg_Ux(i,LowerFace(i))); 

            COD_Uy(i) = abs(Seg_Uy(i,UpperFace(i))-

Seg_Uy(i,LowerFace(i))); 

            COD_Ux_3P(i) = abs(mean(Seg_Ux(i,UpperFace3P))-

mean(Seg_Ux(i,LowerFace3P))); 

            COD_Uy_3P(i) = abs(mean(Seg_Uy(i,UpperFace3P))-

mean(Seg_Uy(i,LowerFace3P))); 
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            CartSpaceUpperX(i) = Seg_X(i,UpperFace(i)); 

            CartSpaceLowerX(i) = Seg_X(i,LowerFace(i)); 

            CartSpaceUpperY(i) = Seg_Y(i,UpperFace(i)); 

            CartSpaceLowerY(i) = Seg_Y(i,LowerFace(i)); 

             

             

             

             

        end 

    end 

    %% Step 13 

    % Crack Path (Mid-point) 

     

    CrackPath_X = CartSpaceUpperX; 

    CrackPath_Y = (CartSpaceUpperY + CartSpaceLowerY)/2; 

     

    % PC-weighted mean (Sub-point CrackPath) 

    ii = 0; 

    for i=1:size(CrackSeg,1) 

        if sum(CrackSeg(i,:)==1)>1 

            ii = ii + 1; 

            CP_Y = []; 

            CP_Y = find(CrackSeg(i,:)==1); 

            SubP_CrackPath_Y(ii) = 

(sum(PC(i,CP_Y).*C_Y(i,CP_Y)))./sum(PC(i,CP_Y)); 

        else continue 

        end 

    end 

    SubP_CrackPath_X = CrackPath_X; 

    %% 

     

elseif Orientation=='H' 

    for i=1:n_size 

        if sum(isnan(Seg_Ux(:,i)))>1 
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            NaNLoc = find(isnan(Seg_Ux(:,i))==1); 

            UpperB(i) = max(NaNLoc); 

            LowerB(i) = min(NaNLoc); 

            UpperFace(i) = UpperB(i) + 1; 

            LowerFace(i) = LowerB(i) - 1; 

             

            UpperFace3P(i) = [UpperFace(i) UpperFace(i)+1 

UpperFace(i)+2]; 

            LowerFace3P(i) = [LowerFace(i) LowerFace(i)-1 

LowerFace(i)-2]; 

             

             

            %% Step 12 

            COD_Ux(i) = abs(Seg_Ux(UpperFace(i),i)-

Seg_Ux(LowerFace(i),i)); 

            COD_Uy(i) = abs(Seg_Uy(UpperFace(i),i)-

Seg_Uy(LowerFace(i),i)); 

            COD_Ux_3P(i) = abs(mean(Seg_Ux(UpperFace3P,i))-

mean(Seg_Ux(LowerFace3P,i))); 

            COD_Uy_3P(i) = abs(mean(Seg_Uy(UpperFace3P,i))-

mean(Seg_Uy(LowerFace3P,i))); 

             

            CartSpaceUpperX(i) = Seg_X(UpperFace(i),i); 

            CartSpaceLowerX(i) = Seg_X(LowerFace(i),i); 

            CartSpaceUpperY(i) = Seg_y(UpperFace(i),i); 

            CartSpaceLowerY(i) = Seg_Y(LowerFace(i),i); 

             

        end 

    end 

    %% Step 13 

    % Crack Path (Mid-point) 

     

     

    CrackPath_X = (CartSpaceUpperX + CartSpaceLowerX)/2; 

    CrackPath_Y = CartSpaceUpperY; 

     

     

    % PC-weighted mean (Sub-point CrackPath) 

    ii = 0; 
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    for i=1:size(CrackSeg,1) 

        if sum(CrackSeg(:,i)==1)>1 

            ii = ii + 1; 

            CP_X = []; 

            CP_X = find(CrackSeg(:,i)==1); 

            SubP_CrackPath_X(ii) = 

(sum(PC(CP_X,i).*C_X(CP_X,i)))./sum(PC(CP_X,i)); 

        else continue 

        end 

    end 

     

    SubP_CrackPath_Y = CrackPath_Y; 

     

end 

  

COD_Ux(COD_Ux==0) = []; 

COD_Uy(COD_Uy==0) = []; 

COD_Ux_3P(COD_Ux_3P==0) = []; 

COD_Uy_3P(COD_Uy_3P==0) = []; 

CrackPath_X(CrackPath_X==0) = []; 

CrackPath_Y(CrackPath_Y==0) = []; 

SubP_CrackPath_X(SubP_CrackPath_X==0) = []; 

SubP_CrackPath_Y(SubP_CrackPath_Y==0) = []; 

  

end 
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Appendix C 

 

Phase congruence intensity at each data point is used to find the peak and sub-point 

approximation of the crack location by using the weighted mean function. 

The weighted mean is given by: 

WM_CPXj =
∑ C_Xi,j ∗ PCi,ji

∑ PCi,ji
 

( 58 ) 

 

Weighted mean crack path co-ordinate = (WM_CPXj, C_Y1,j) 

  

WM_CPYi =
∑ C_Yi,j ∗ PCi,jj

∑ PCi,ji
 

( 59 ) 

 

Weighted mean crack path co-ordinate  = (C_Xi,1,WM_CPYi) 

Depending on the selected orientation of the crack from Step 2, Eq. ( 58 ) is used for vertical 

or Eq. ( 59 ) is used for horizontal discontinuity.  

WM_CPX and WM_CPY are the calculated weighted mean for 𝑋 and 𝑌 − axis component of 

crack path location. C_X and C_Y is the data point coordinate location in 𝑋 and  

𝑌 − axis (pixels / mm) and PC is the phase congruence intensity.  

i and j are the index locations for the data points that only exist within the boundaries of the 

crack mask (CrackMask) (i.e. green points in Figure 3.15b) 

A line profile of Phase congruency is taken across the crack at each data point along the crack. 

The weighted mean is calculated for each line profile to approximate the point of 

discontinuity location. This enables the algorithm to approximate the crack path location 

between data points and achieve a sub-point estimate.  

Data points and their Phase congruence intensity has been used to find the Weighted-mean 

crack path location in Figure 3.15b where the red cross shows the calculated approximation. 

No obvious difference is seen for crack path between Mid-point method and PC weighted 
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mean method by comparing Figure 3.15(a and b). Figure 3.14b shows a magnified  

y-coordinate approximation of the location of both calculations; the blue line shows the Mid-

point method, the orange line shows the PC-weighted mean and the yellow line shows the 

prescribed crack path location.  

It can be observed from Figure 3.14b, the crack path location for mid-point method can only 

exist exactly on data points or half way between two data points. Data point spacing (step 

size) for the following dataset is 4 pixels – giving the mid-point method a precision of 2 pix. 

The prescribed crack path is at 𝑌 coordinate of 1023, while due to the data point spacing 

and positioning, the crack path for the mid-point method can only exist in multiples of two 

(i.e. 𝑌 =  1020, 1022, 1024, 1026). This observation validates the crack path dependence 

on grid placement and data point spacing. 

PC-weighted mean method allows for the crack path to be approximated between the data 

point grid spacing and is not limited like the mid-point method. If the discontinuity is 

accurately captured, the PC-weighted mean method can give the calculation more flexibility 

and a better precision as seen in the Figure 3.14b. RSME (Root Square Mean Error using Eq. 

( 53 )) of mid-point is given to be 3.39 pixels while RSME for PC-weighted mean is slightly 

more accurate at 3.32 pixels compared to the prescribed crack path. 
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