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The incorporation of bismuth into GaAs induces a large decrease in the band gap energy per unit strain. This band engineering ability makes GaAsBi a promising material for near-infrared optoelectronic devices based on GaAs substrates including LEDs and solar cells.

The bismuth incorporation into GaAs and the resulting optoelectronic properties of the epilayers are dependent on the growth temperature and the fluxes of all three constituent atoms. In addition, the propensity of the bismuth atoms to segregate out of the bulk and form into droplets on the wafer surface has restricted the development of GaAsBi optoelectronic devices thus far.

In this work, a systematic series of GaAsBi bulk pin diodes was grown using molecular beam epitaxy using different growth temperatures and bismuth fluxes. This series allows the influence of the growth conditions on the device properties to be independently studied. The devices grown at higher temperatures show lower bismuth contents, evidence of epilayer inhomogeneity using, brighter luminescence, and lower dark currents. The FWHM of the emitted PL is proportional to the bismuth content of the layer and independent of the growth conditions.

GaAsBi multiple quantum well structures studied by other authors have had degraded performance due to strain relaxation. In this work, a series of GaAsBi multiple quantum well structures with different numbers of wells was grown and compared to a complementary set grown previously in Sheffield. The devices grown in this work had a lower strain per period of the MQW and exhibit improved electroluminescence performance for the devices with large numbers of wells.

The electroluminescence of the brightest device was compared to a strain-balanced InGaAs/GaAsP device with a similar structure. The GaAsBi device has weaker electroluminescence than the InGaAs device, however, there are significant current spreading issues which obfuscate a proper comparison. The possibility of using GaAsBi based quantum well LEDs as a broadband light source for optical coherence tomography due to the large FWHM displayed by the LEDs is discussed.
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Chapter 1

Review of semiconductor physics

1.1 Binary III-V semiconductors and homoepitaxy

Gallium arsenide is a binary III-V semiconductor alloy with a direct band gap of 1.42 eV at room temperature, and a lattice constant of 0.565325 nm [1, 2]. GaAs crystallises in the zinc-blende structure as shown in figure 1.1 and is one of the most widely studied and mature semiconductor materials [3]. GaAs is also relatively easy to grow in MBE, due to it possessing a large temperature window for epitaxial growth and a relatively low surface oxide removal temperature. This makes GaAs an excellent choice as a host material for dilute bismides from a growth point of view. The growth of GaAs using MBE will be described in section 2.2.3.

![Figure 1.1: Unit cell showing the zinc blende crystal structure of GaAs. The red and green circles represent Ga and As atoms respectively. The blue lines represent bonds.](image)

Each GaAs unit cell contains four gallium atoms, with each being bonded to four arsenic atoms. The zinc blende structure shown in figure 1.1 is only found in the bulk of the crystal and not at the surface, as it is energetically unfavourable for the lattice to terminate with unsatisfied “dangling” bonds. At the crystal surface the atoms form into a reconstruction to minimise the surface free energy. This reconstruction is periodic, and its structure depends on the surface temperature and incident molecular beam fluxes.

The surface reconstruction is referred to as \((n \times m)\) where \(n\) and \(m\) are integers that refer to the periodicity of the reconstruction in the plane of the surface relative to the lattice constant, in the \([\bar{1}10]\) and \([110]\) crystal directions respectively. The surface reconstruction can be identified and studied using RHEED, which will be explained
in greater detail in section 2.4. As an example, the \((001) - \beta(2 \times 4)\) reconstruction of GaAs is shown in figure 1.2.

![Figure 1.2: The GaAs (001) - \(\beta(2 \times 4)\) surface reconstruction. (top) Top view, (bottom) side view. The red and green circles represent Ga and As atoms, respectively. The size of the atoms indicates which plane the atom is in. Adapted from [4]](image)

1.1.1 Band gap dependence on temperature

If the temperature of a semiconductor is changed, thermal expansion causes the lattice parameter to vary. This changes the size of the Brillouin zone in reciprocal space, and hence the band gap varies with temperature. This has important consequences as the emission and absorption wavelengths of semiconductor devices will vary with temperature. Devices often have to be aggressively cooled to maintain stable performance, such as InGaAsP/InP 1300-1550 nm telecommunications lasers [6]. The change of the band gap with temperature can be modelled using the empirical model of Varshni, see equation 1.1 [5].

\[
E_g(T) = E_0 - \alpha T^2 \frac{1}{\beta + T} \tag{1.1}
\]

Here \(E_0\) is the band gap at absolute zero, and \(\alpha\) and \(\beta\) are fitting coefficients. The band gap of most III-V semiconductor alloys tends to decrease with increasing temperature. Note that heating the device is not usually considered a viable method for producing a device with longer wavelength absorption or emission, as the dark current of the device increases exponentially with temperature.

1.1.2 Homoepitaxy

The deposition of a material onto a substrate made from the same material is termed homoepitaxy. However, the band gaps accessible using homoepitaxy of III-V semiconductors are restricted to binary alloys and the available substrates.

1.2 III-V alloys, heteroepitaxy, and strain

The growth of different semiconductors in contact with each other is termed heteroepitaxy. If the different semiconductor materials have a different band gap then
structures such as quantum wells and barriers can be created, with the band alignment dependent on the conduction and valence band offsets.

1.2.1 Ternary III-V alloys

While binary III-V semiconductors can be used to make a limited range of devices, far more flexibility is offered by alloying two binary materials to produce a ternary alloy. The lattice constant $a$ of a ternary alloy can be described using Vegard’s law, see equation 1.2 [7].

$$a(GaAs_{1-x}Bi_x) = (1 - x)a(GaAs) + xa(GaBi)$$

The band gap of most ternary alloys can be modelled in a similar way, with the addition of a material-dependent bowing parameter. The lattice constants and band gaps of a variety of III-V semiconductors are plotted in figure 1.3.

![Figure 1.3: Lattice constant plotted against band gap for III-V semiconductors. Binary alloys are displayed as blue points, with ternary alloys as solid (direct bandgap) or dashed (indirect bandgap) lines. The alloys GaAsN and GaAsBi are plotted in magenta and red respectively. The group IV elements Si and Ge are included for completeness. Data from [2], except GaAsN [14] and GaAsBi [10]](image)

1.2.2 Band gap of GaAsBi

However, highly-mismatched alloys such as GaAsBi have a more complicated band gap composition dependence [8, 9]. In GaAsBi, the localised bismuth atoms give rise to an energy level close to the GaAs valence band maximum. The interaction of the localised states with the valence band maximum induces a splitting of the valence band into two sub-bands, $E_+$ and $E_-$, with the higher energy sub-band becoming the
new valence band edge. As described by Mohmad [10], the energy of the sub-bands relative to the GaAs valence band maximum is given in equation 1.3.

\[ E_{\pm} = \frac{E_{Bi} \pm \sqrt{E_{Bi}^2 + 4xC_{Bi}^2}}{2} \]  

(1.3)

Here \( E_{Bi} \) is the energy of the localised bismuth states, \( C_{Bi} \) is a parameter that models the strength of the interaction between the localised bismuth states and the valence band of GaAs, and \( x \) is the bismuth content.

The shift of the conduction band in GaAsBi is modelled as varying linearly between the values of GaAs and GaBi, see equation 1.4 [10].

\[ E_{CB} - VCA = E_g - \Delta E_{CBM} x \]  

(1.4)

Here \( E_g \) is the conduction band minima of GaAs relative to the valence band maxima, and \( \Delta E_{CBM} \) is the conduction band offset between GaAs and GaBi [8, 9]. The band gap of GaAsBi is then found using equation 1.5 [10].

\[ E_g(GaAsBi) = E_{CB- VCA} - E_{\pm} \]  

(1.5)

The parameters \( C_{Bi}, E_{Bi}, \) and \( \Delta E_{CBM} \) were treated as fitting parameters and are calculated by Mohmad as 1.65, -0.4, and 2.3 eV, respectively [10]. The variation of the band offsets and the band gap of GaAsBi upon incorporation into GaAs are shown in figure 1.4.

![Figure 1.4](image)

**Figure 1.4:** Band offsets and band gap of GaAsBi relative to the valence band maximum of GaAs as a function of bismuth content

From figure 1.4, the band gap of GaAsBi decreases rapidly as the bismuth content is increased. At 1% bismuth, approximately 72% of the band gap reduction is caused
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by the valence band shift. By 5 % bismuth, this has reduced to 66 %. The model predicts that GaAsBi should reach a negative band gap at 30 % bismuth and that GaBi should have a band gap of -2.34 eV. This extrapolation of the band gap of GaBi is in poor agreement with theoretical modelling, which suggests a value of -1.45 eV [19]. However, the model is in good agreement with experimental data for bismuth contents less than 12 %.

1.2.3 Localised states in GaAsBi

The dilute concentration and large size of the bismuth atoms, relative to the arsenic atoms that they replace, leads to non-uniform perturbations in the periodic potential in the crystal. This manifests as a distribution of radiative localised states extending into the band gap. From power and temperature dependent PL measurements, Wilson et al. identified the presence of two Gaussian distributions below the mobility edge contributing to the localised density of states [? ]. The two Gaussian distributions were attributed to short range alloy disorder and excess hole traps caused by Bi-induced point defects during growth. Richards et al. calculated that the localised states extend up to 75 meV below the mobility edge [28]. The effect of the localised states is to broaden the emission and absorption spectra of GaAsBi layers.

1.2.4 Lattice mismatch and strain relaxation

From figure 1.3, a large range of ternary III-V alloys have been studied, with direct band gaps between 0 and 2.3 eV. However, in reality the compatibility of an alloy with a given substrate is restricted by the mismatch strain between the alloy layer and the substrate. A large lattice mismatch will lead to the build up of strain as the layer thickness increases, eventually leading to the formation of misfit dislocations at the interface. The lattice mismatch strain $f$ is defined in equation 1.6 [12].

$$f = \frac{a_s - a_l}{a_l}$$

(1.6)

The epilayer is said to be in tensile or compressive strain for $f > 0$ and $f < 0$ respectively. As the growth proceeds, the residual strain energy stored in the pseudomorphic epilayer is a function of the lattice mismatch and the layer thickness. Eventually the layer becomes so thick, and the strain becomes so large, that it is energetically favourable for threading dislocations that are already present in the epilayer to move to the substrate/epilayer interface and become misfit dislocations. The point at which this happens is known as the Matthews-Blakeslee critical thickness $h_c$ [13], and is shown in equation 1.7 [12].

$$h_c = \frac{b(1 - \nu \cos^2(\alpha))(\ln(h_c/b) + 1)}{8\pi |f|(1 + \nu)\cos(\lambda)}$$

(1.7)

Here $\nu = 0.312$ is the Poisson ratio for GaAs, $b$ is the length of the Burgers vector for the dislocation, $\alpha$ is the angle between the Burgers vector and the line vector for the dislocations, and $\lambda$ is the angle between the Burgers vector and the vector in the direction of the dislocation with respect to the substrate. Misfit dislocations are highly deleterious to the optoelectronic performance of the epilayer. Therefore, it is critical to avoid strain relaxation where possible.

For 60° dislocations on $a/2<110>\{111\}$ slip systems, $\cos(\alpha) = \cos(\lambda) = 0.5$, and $b = 0.4$ nm. The critical thickness of an epilayer as a function of its lattice mismatch
strain is shown in figure 1.5.

![Graph showing Matthews-Blakeslee critical thickness as a function of lattice mismatch strain.](image)

**Figure 1.5:** Matthews-Blakeslee critical thickness as a function of the lattice mismatch strain

From figure 1.5, the Matthews-Blakeslee critical thicknesses for 1% and 2% mismatch strain are roughly 9.5 and 3.5 nm respectively on GaAs. However, different authors give different numbers for the Matthews-Blakeslee critical thickness [12, 13, 18], which highlights how difficult it is to measure in practice.

When there are no more threading dislocations left in the strained layer further strain relaxation cannot occur until the strain energy is large enough for the generation of further dislocations. Therefore, there is a second critical thickness, above which the relaxation of strain by dislocation generation severely degrades the epilayer properties [17] [18].

1.2.5 Band gap of GaAs based ternary III-V alloys as a function of mismatch strain

Semiconductor devices emitting or absorbing in the near-infrared (750-2500 nm) are used in a huge variety of applications. One of the main factors in the affordability of the devices is the cost of the substrate, with InAs and InP substrates being many time more expensive than GaAs. For devices based on GaAs, the accessible spectral range is limited by the mismatch strain of the deposited epilayers. The band gap dependence on the mismatch strain of several GaAs based alloys (InGaAs [2], GaAsSb [2], GaAsBi [10], GaAsN [14]) is shown in figure 1.6.
1.3 Doping of semiconductors and related devices

By substituting the atoms in a semiconductor crystal lattice with small concentrations of impurity atoms, the electrical properties of the crystal can be dramatically altered. The impurity atoms are required to have a different number of valence electrons compared to the atoms being replaced in the host material. If the impurity has one more (fewer) valence electron than the atom it replaces the impurity is known as a donor (acceptor), as the impurity atom can contribute a free electron (hole) to the semiconductor, and the resulting doped semiconductor is known as n-type (p-type).

From figure 1.6, devices made from InGaAs and GaAsSb can reach a band gap of 1 eV, however, the layer thickness would have to be less than 3.5 nm (from figure 1.5) to avoid strain relaxation, at which point quantum confinement would severely blue shift the ground state transition energy. GaAsN and GaAsBi have a larger change in band gap for a given amount of mismatch strain and can reach a 1 eV band gap with only 0.8% mismatch strain on GaAs. This corresponds to a critical thickness of around 12 nm. Therefore, these two alloys have greater flexibility for growing near-infrared optoelectronic devices on a GaAs substrate, and can reach smaller band gaps without strain relaxation.

Due to the severe degradation in optoelectronic properties with strain relaxation, the trade-off between layer thickness and effective band gap restricts the use of bulk layers in optoelectronics applications to lattice-matched or near-lattice-matched materials such as In$_{0.53}$Ga$_{0.47}$As/InP [20].
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The situation described above is easiest to understand for elemental semiconductors such as silicon, however for III-V semiconductors, the doping behaviour depends on where the dopant atoms are substituted into the lattice. Group II elements can be used to replace the group III atoms to produce a p-type semiconductor, and group VI elements can be used to replace the group V elements to produce an n-type semiconductor. Common p-type dopants for use with III-V semiconductors include beryllium and zinc.

Group IV elements such as silicon can be used as either an n-type or p-type dopant (amphoteric dopant), depending on whether a group III or group V atom is substituted. Silicon doping typically produces n-type GaAs during MBE growth, although there have been investigations into forming p-type GaAs using silicon doping [11].

In this work beryllium and silicon are used as p-type and n-type dopants respectively. The effect of adding dopants is to add extra energy levels in between the valence band and the conduction band for electrons to occupy. These energy levels are close to the conduction band (valence band) in an n-type (p-type) semiconductor, meaning that the electrons can be easily excited into the conduction band (acceptor states).

1.3.1 PN junction

One of the most useful semiconductor devices is the pn junction, consisting of an interface between a p-type and an n-type semiconductor. Pn junctions are widely used in diodes, LEDs, and transistors.

At equilibrium the n-type region has an excess of electrons which can diffuse across the junction to the p-type region, leaving behind a positively charged ion in the n-type region. The minority electrons can then penetrate a certain distance into the p-type region before recombining with a hole. Similarly, the excess holes in the p-type region can diffuse to the n-type region, leaving behind negatively charged ions. These two processes form the diffusion current. The result is that the junction becomes depleted of mobile carriers, forming a depletion region which extends a small distance into the n and p-type layers. The build-up of ions creates an electric field across the junction, causing the carriers to drift in the opposite direction to the diffusion current: this is the drift current. The magnitude of the voltage at the point when the diffusion current and drift current are equal and opposite is known as the built-in potential $V_{bi}$. A diagram of a pn junction at zero bias is shown in figure 1.7.
The conduction properties of a pn junction vary considerably if a bias voltage $V$ is applied. In the case of forward bias (positive terminal connected to the p-type side) the voltage across the junction becomes $V_{bi} - V$, indicating that an increase in forward bias voltage will decrease the potential barrier across the junction. This results in an increase in the current flowing across the junction.

The width of the depletion region decreases as the carriers are pulled towards the junction. In the case of negative bias the voltage across the junction becomes $V_{bi} + V$, indicating that an increase in reverse bias voltage will increase the potential barrier across the junction. The result is that only a small current can flow across the junction. The width of the depletion region increases as the carriers are forced away from the junction.

### 1.3.2 PIN junction

A pin diode is similar to a pn diode, but with the addition of a thick intrinsic layer (i-region) between the n and p-type layers. Ideally, the i-region is fully depleted of charge carriers at zero bias, however, in practice the width of the depletion region depends on the concentration of impurities in the i-region. In addition, dopants from the n and p-type layers can diffuse into the i-region during growth, acting as impurities. A reverse bias can be applied across the device to fully deplete the i-region. When an incoming photon is absorbed in the i-region of a pin diode it creates an electron-hole pair, which is then separated by the electric field across the depletion region, due to the bias voltage across the device. Only the carriers near to the depletion region contribute to the current so that a wider depletion region can lead to a device with increased photo-responsivity. Therefore, the pin structure is often used in photo-detectors and solar cells.
1.4 Light emitting diodes

Light emitting diodes (LEDs) are common optoelectronic devices that have a wide range of applications due to their low cost, highly efficient conversion of electricity into light, and peak emission wavelengths in the ultra-violet, visible, and near-infrared regions of the spectrum. Semiconductor LEDs are based on pn or pin diodes, with the current flowing across the depletion region leading to radiative recombination between electrons and holes. The current, and hence the light output of the diode, is greatly increased by operating the device in forward bias.

The emission wavelength of the LED is determined by the band gap of the material in the depletion region, meaning that the active region does not need to be made from the same material as the substrate or the cladding layers. While a bulk active region is viable in an LED the probability of the electrons and holes coming into contact and recombining is not optimal. The radiative recombination rate can be increased by incorporating quantum wells into the depletion region. Electrons and holes that fall into the quantum well are trapped which localises the carriers into a smaller density. This increases the spatial overlap of the electron and hole wavefunctions and leads to a higher radiative recombination rate. Careful consideration of the well and barrier materials and their composition is necessary to successfully confine the carriers and achieve emission at the desired wavelength.

Aside from an active region embedded inside the depletion region of a pn or pin diode an LED structure contains several additional features which improve the light output. While the growth undertaken in this work does not contain any LED specific optimisations it is useful to know what improvements could be expected if using an optimised structure. LEDs are typically fabricated using a contact pattern which covers as little of the top surface as possible to ensure that the opaque contact material does not block the emitted light. Alternatively, the LED may be fabricated with a transparent contact material such as indium tin oxide or aluminium doped zinc oxide [33].

When an electron and a hole recombine in the active region a photon is emitted in a random direction. However, the light is only usable if it is emitted from the surface of the LED. The growth of a distributed Bragg reflector (DBR) can help to reflect light that is emitted downwards back towards the surface, thereby improving the usable light output. A DBR typically consists of an AlGaAs/GaAs superlattice, with the thickness and number of periods optimised for the desired peak wavelength of the LED [32].

III-V semiconductor materials often have a relatively high refractive index leading to light being totally internally reflected unless it is within a narrow cone of escape with respect to the surface. For a GaAs/air interface the escape cone occupies a solid angle of approximately 0.25 sr for 1050 nm light, i.e. only 2% of the light escapes the top surface of the LED. This is before considering that around one third of the light emitted into the escape cone will be reflected at the interface. Therefore, LEDs often make use of a surface mount epoxy lens which has a refractive index in between that of GaAs and air. The small change in refractive index increases the size of the escape cone at the GaAs: epoxy interface, and the top surface of the lens can be curved to prevent total internal reflection at the epoxy: air interface and to focus the light [31].
1.5 Near-infrared broadband light sources & optical coherence tomography

LEDs also typically have a thick transmissive layer to spread the current evenly over the chip and prevent current crowding and subsequent heating. For a near-infrared LED, the current spreading layer is typically a several micron thick layer of AlGaAs with an aluminium content above 45% to ensure an indirect band gap and efficient transmission of the light emitted from the active region to the surface [32].

1.5 Near-infrared broadband light sources & optical coherence tomography

One potential application which may suit dilute bismide semiconductors is as a near-infrared broadband light source. Such light sources are commonly used in optical coherence tomography (OCT) which is a non-invasive medical imaging technique that uses low coherence interferometry to generate 2D and 3D images of subsurface features in biological tissue, giving doctors valuable information about the patients health.

A key metric of the OCT imaging system is the axial imaging resolution \( \Delta z \) which is proportional to the square of the central wavelength of the light source \( \lambda_0 \) and inversely proportional to its spectral width \( \Delta \lambda_0 \), see equation 1.8.

\[
\Delta z = \frac{2ln2 \ \lambda_0^2}{\pi \ \Delta \lambda_0}
\] (1.8)

Equation 1.8 is only valid for a Gaussian shaped emission spectrum whereas the axial resolution is degraded if the emission spectrum of the light source is non-Gaussian. For example, in [24] the calculated axial resolution of an OCT system using a broadband 1200 nm light source was degraded from 2.5 µm to 2.9 µm due of the emission spectrum being non-Gaussian.

There are several near-infrared wavelength bands suitable for OCT imaging based on the absorption coefficient of the target tissue. The light must be weakly absorbed by the tissue in order to image features that are deeper below the surface: this restricts the central wavelength of the light source. The wavelength range 1000-1060 nm is used for ophthalmology applications as this wavelength has the greatest penetration depth in eye tissue [21, 22]. Since the central wavelength is fixed by the application the axial resolution of the OCT system is most easily improved by increasing the spectral width of the light source: there is a need for broadband light sources with emission centred around 1000-1060 nm.

Several different technologies are used as light sources for OCT, including swept lasers, luminescent doped fibers, and super-luminescent diodes. Super-luminescent diodes based on InGaAs quantum wells are the most widespread technology for broadband light sources above 1000 nm due to their relatively low cost and small size, with a typical spectral width of 50-70 nm. Swept lasers and luminescent doped fibers can offer slightly higher performance at greatly increased cost.
1.5.1 State of the art broadband light sources

There is a great deal of flexibility for designing LEDs based on quantum wells to give a broader emission spectrum: by incorporating quantum wells with different thickness or composition, or by incorporating wells which have transitions between excited states, e.g. $e_2 \rightarrow hh_2$, which is orders of magnitude more likely than the $e_1 \rightarrow hh_2$ transition. Modelling the emission spectrum when including excited states is complicated since the prominence of higher order transitions changes with the injection current, which could result in a non-Gaussian emission spectrum and thus a lower axial resolution of the OCT system.

In [23], the authors demonstrated a layer of InGaAs grown close to its critical thickness on a GaAs substrate emitting at 1000 nm with a FWHM of 80 nm. Indium migration and desorption was enhanced due to a high growth temperature resulting in InGaAs 3D nanostructures with a large size and composition distribution.

The authors of [25] reported a broadband light source based on InAs quantum dots, with central wavelengths of between 1120 and 1190 nm and a FWHM of around 160 nm. The authors relied on a wide distribution in the size of the self-assembled quantum dots and included four layers of dots with different capping layer thicknesses to sequentially shift the emission wavelength, thereby forming a broad spectrum.

1.5.2 Output power requirements for an OCT light source

In [26], the authors calculated the maximum safe exposure limit for the human retina as 2 mW for a 10 second exposure using 1060 nm light. This represents the upper limit on how intense the GaAsBi devices must be to compete with InGaAs based LEDs for retinal imaging. However, the actual power during use of the OCT system is likely to be much lower: in [27] the power incident on the pupil was 226 µW, using 564 nm light. This was despite the maximum permissible exposure limit being 3.6 mW at 564 nm for a 2 hour exposure.

1.5.3 Applicability of GaAsBi to broadband light sources

Quantum well LEDs with GaAsBi active regions may have potential as broadband light sources for OCT applications. As discussed in section 1.2.3, localised states lead to a significant broadening of the luminescence from GaAsBi. By combining the luminescence from several different quantum wells, or from excited state transitions in a single quantum well or series of identical quantum wells, the overall emission spectrum can be broadened, as shown in figure 1.8.
1.6 Summary

The basic structural and optical properties of GaAs and GaAsBi have been introduced. In addition, the operation of relevant semiconductor diodes has been discussed. GaAsBi may be a promising material for a broadband light source for OCT imaging. This will require incorporating a high quality GaAsBi QW active region into an optimised LED structure.

Figure 1.8: Simulated output spectrum (solid line) from GaAsBi quantum well based LED emitting at 1050 nm based on the sum of three component spectra (dashed lines), which could be from three different quantum wells or from a single quantum well with three radiative transitions.

The overall output spectrum of a GaAsBi LED, with its large distribution of radiative localised states, may therefore be made broader than an InGaAs LED for the same level of device complexity (e.g. the same number of wells).

According to figure 1.4, the target central wavelength of 1000 to 1060 nm (corresponding to band gaps of 1.238 to 1.167 eV) can be reached by bulk GaAsBi with a bismuth content of 2.51 to 3.65%, respectively [10]. For a quantum well LED the bismuth content should be higher (approximately 4 to 5%) with the necessary value dependent on the well width and the degree of blue shift resulting from the quantum confinement. This should enable fully-strained quantum wells on a GaAs substrate emitting near the target central wavelength.

Several authors have reported that the luminescence intensity of GaAsBi/GaAs heterostructures peaks at around 3.5 to 4.5% bismuth due to enhanced band offsets and the surfactant effect of the bismuth atoms on the growth [29, 30]. The decrease in luminescence intensity observed after 4.5% bismuth was attributed to bismuth-related growth defects and strain relaxation. This range of bismuth contents corresponds to a band gap which is close to the desired value for an OCT light source.

If the output power can reach the necessary level, GaAsBi LEDs may be a promising as a broadband light source for OCT imaging. This will require incorporating a high quality GaAsBi QW active region into an optimised LED structure.
imaging due to its significant band gap reduction with only a small bismuth incorporation and broad emission due to radiative transitions from localised states.
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Chapter 2

Molecular Beam Epitaxy

2.1 Introduction

Molecular beam epitaxy is a technique that can be used to deposit thin films of materials onto a heated substrate inside a vacuum chamber. A large variety of elements are compatible with MBE, such that a huge number of technologically useful alloys and structures may be studied and produced on an industrial scale. MBE draws from the fields of surface chemistry, vacuum science, cryogenics, and semiconductor physics, to enable the deposition of thin films with monolayer level precision and atomically flat interfaces.

The MBE system used in this work was manufactured by Omicron and was assembled in late 2008. Effusion cells for aluminium, gallium, indium, arsenic, bismuth, silicon, and beryllium are fitted to the system to allow growth of semiconductor alloys based on the group III-arsenides. The MBE system uses 11.4 x 11.8 mm rectangular substrates which are cleaved from larger wafers.

The machine also contains a scanning-tunnelling microscope in an adjacent vacuum chamber, connected to the MBE growth chamber via a transfer tube. After growth in the MBE chamber, the epilayers may be transferred in-vacuo into the STM for further analysis. This allows study of the surface reconstruction without oxidation of the surface or the adsorption of atmospheric gases that would be caused by ex-situ transfer. However, the STM was not used in this work, and will not be discussed further.

2.2 Operating principles

In an MBE system, beams of molecules are generated through thermal evaporation of an ultra-pure source material. One or more of these molecular beams are directed towards a heated crystalline substrate where the molecules can be adsorbed. Thereafter, the molecules can either migrate around the surface before finding a suitable site to incorporate into the growth front, or desorb from the surface.

The temperature of the substrate must be carefully controlled to enhance the mobility of the adatoms, while minimising their thermal desorption. The optimum temperature for growth is further complicated if more than one element is being deposited, meaning the element that has a higher vapour pressure has to be oversupplied to overcome the larger losses due to desorption.
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The deposition process can be studied using RHEED and takes place in an ultra-high vacuum to minimise the incorporation of residual gas atoms into the thin films. A cryo-panel is typically used to remove waste heat from the vacuum chamber, and also acts as a vacuum pump to further reduce the pressure in the system.

These operating principles will be explored in greater detail in this chapter.

2.2.1 Effusion cell design and operation

To generate the molecular beams, effusion cells are widely used. Several variants of effusion cell are used in MBE, depending on the necessary level of control over the beam flux and the properties of the source element. However, the basic design of most effusion cells is similar, and consists of an ultra-pure source element held inside a conical ceramic crucible. This crucible is heated from the outside by a tantalum filament, which is supported by struts made of pyrolytic boron nitride. The filament is designed to heat the crucible evenly, and the shape of the crucible is intended to give a relatively constant beam flux despite depletion of the source material. An electrical current is passed through the filament, and a thermocouple on the outside of the crucible is used for temperature feedback. The beam flux can be controlled by changing the temperature of the source material and can be shut off entirely by moving a shutter blade into the beam path. A specialised algorithm operating on the host PC controls the current to ensure stable cell temperatures and minimal overshoots when changing the temperature of the cell. A steel water cooling assembly typically surrounds the outside of the heating coil, to reduce heating of the MBE chamber by the cell. The effusion cell is held in place by a ConFlat flange and can be removed for maintenance or replaced entirely with an effusion cell containing another element.

The growth chamber is designed such that the effusion cells are mounted below or horizontally relative to the substrate. Several of the source elements (Al, Ga, In, Bi) are liquid at the required operating temperatures, and would leak from the crucible if mounted upside down.

Source purity

The source materials used in an MBE machine can range in purity from 4N (99.99 %) to 8N (99.999999 %), depending on the element and its intended use. The market for such high purity metals is rather small, and thus the cost is roughly exponentially dependent on the purity. For the growth of devices made from mature alloys with extremely low dark currents, higher purity elements are necessary. For the growth of technologically immature alloys like GaAsBi, dark currents in devices are more likely to be dominated by material defects than by impurities, and it is difficult to justify the cost of using the highest purity source elements; see chapter 4 for an investigation into the dark currents of GaAsBi.

Crucible design

The crucibles used in effusion cells are typically made of pyrolytic boron nitride, which can be produced at high purity, has excellent resistance to thermal shock, is chemically inert with most other compounds, has low wettability with most liquid metals used in MBE, has good thermal conductivity, and high electrical resistance.
Other materials such as pyrolytic graphite, alumina, quartz, beryllium oxide, magnesium oxide, tungsten, and tantalum can be used depending on the application.

**Effusion cell design considerations for specific elements**

Modifications to the basic effusion cell design are necessary for most elements. It is useful to split the considerations for using a particular element into three categories: the engineering challenges involved in generating a usable and stable molecular beam, the maturity of the growth of compounds of the chosen element, and its toxicity or other dangerous properties.

The widely used group III elements (Al, Ga, and In), and Bi have relatively low toxicity, and can be used in an effusion cell that closely matches the description given in section 2.2.1. However, Al is typically used in a cold-lip effusion cell to prevent the Al from creeping up the side-wall of the crucible. Ga is typically used in a hot-lip effusion cell to prevent condensation and Ga droplet formation near the orifice. The cold-lip and hot-lip effusion cells are designed to have a temperature gradient along the crucible by utilising heater coils that are more closely spaced towards one end of the cell.

Ga and Bi are denser in their liquid state than in their solid state. Upon freezing, the solid metal starts forming at the surface, and the liquid bulk of the metal becomes trapped in a finite volume. As the liquid cools further and the solid volume at the surface grows larger, the pressure in the liquid increases and the crucible can crack, spilling the remaining liquid metal onto the delicate heater coil assembly. To prevent this, these elements are held at a temperature significantly higher than their melting point when not in use. In order to conduct maintenance on the growth chamber, all of the effusion cells must be below 100 °C to prevent boiling of residual water in the water-cooling assembly, meaning that the source elements must be solidified. To avoid damage to the crucible during solidification of the metals for maintenance (especially with Bi), the temperature of the effusion cell is ramped slowly through the freezing point, typically 0.1 °C/minute, compared to 30 °C/minute during normal operation. The risk of crucible damage is lessened somewhat with Ga since it can be kept at 70 °C during maintenance due to its low melting point of 30 °C. To prevent loss of temperature control during power outages, uninterruptible power supplies (UPS) systems are used.

The widely used group V elements (P, As, and Sb) are typically used in a valved cracker effusion cell, which consists of two heating stages separated by a valve. The two heating stages have minimal thermal crosstalk due to a water cooling shroud and can be set at different temperatures. The temperature of the first stage (crucible temperature) controls the rate at which the source evaporates, with the vast majority of the evaporating group V molecules being tetramers ($\text{As}_4$ in this work). Depending on the growth process being studied, the temperature of the second heating stage can be set to break the tetramers into dimers ($\text{As}_2$ in this work). The second stage, also known as a cracker, is a thin tube containing tantalum filaments which can further heat the evaporant before it reaches the growth chamber. In this work, the crucible temperature is typically set to 370 °C, and the cracker temperature is set to 650 °C (for $\text{As}_4$) or 1000 °C (for $\text{As}_2$). The difference in temperature required for
the two processes (evaporation and cracking) shows the large difference in the inter-
molecular (Van der Waals bonding) and intramolecular (covalent) bond energies.

Arsenic is significantly more toxic than the group III elements used in this work [18],
and as such it is beneficial to have a larger volume of As in the effusion cell to reduce
the refilling frequency and minimise the handling of As by the users. For reference,
the As crucible used in this work has a volume of 500 cm$^3$, while the other sources
are 10-100 cm$^3$. Valved cracker effusion cells are therefore typically larger than the
cells used for the group III elements, and more expensive due to their extra compo-
nents.

Since the valve can be set to open, closed, or any value in between, the use of a valve
allows the beam flux to be rapidly changed to different values whereas a shutter
mechanism only allows the beam to be on or off. This is important for the growth
of multiple-quantum well and superlattice structures where the optimum group V
overpressure for growth may be different for each layer in the structure. If a shut-
tered cell were used for the group V element, the source temperature would have to
be varied for every layer. Due to the large thermal mass of the source element in the
effusion cell, changing the temperature takes at least 15 minutes to obtain a stable
beam flux. Clearly, the use of a valve should greatly decrease the growth time for
such a structure.

The dopants used in this work are Si and Be, for n and p type, respectively. Both of
these elements are solid at their typical operation temperatures and can be used in
standard effusion cells. However, due to the low concentration of dopant atoms in
a typical epilayer relative to the concentration of the III-V atoms, the rate at which
the dopant source material is depleted during a typical growth campaign is sev-
eral orders of magnitude lower than for the group III and V elements. Therefore, a
smaller volume of the dopant elements can be used, and the two dopant sources are
commonly used in a dual-dopant effusion cell, which consists of two independently
heated crucibles with an integrated water cooling shroud between them to reduce
thermal crosstalk. This allows two source materials to be installed on a single port
of the MBE system.

Other III-V elements not described here (B, Tl, N, P, Sb) have additional engineering
and safety requirements for producing a usable atomic or molecular beam. How-
ever, a description of the challenges involved in using these elements in MBE is
beyond the scope of this work.

Shutter transients

When the source material is at thermal equilibrium inside the (closed) effusion cell,
the tantalum shutter blade reflects a portion of the thermally emitted radiation from
the source and reduces the heater power necessary to keep the source at the desired
temperature. When the shutter is opened the reflected radiation is no longer present,
and the surface of the source material cools slightly. This can result in a decrease in
the beam flux after the source is opened, as the control algorithm has to respond and
increase the power supplied to the cell, as shown in figure 2.1. These so-called shut-
ter transients are more prevalent for small capacity effusion cells where the source
material has a smaller thermal mass.
2.2. Operating principles

![Figure 2.1](image)

**Figure 2.1**: Beam flux measurement of Ga cell operating at 970 °C, showing a shutter transient. The cell was opened at 9 minutes and closed at 31 minutes. Data measured using the MBE-STM machine.

From figure 2.1, the initial flux of $4.6 \times 10^{-6}$ mbar decreases to $4.4 \times 10^{-6}$ mbar over the course of around 20 minutes, which should result in a reduction of the deposition rate by approximately 5%. Shutter transients are especially important when growing quantum wells, as the growth conditions can change over the first few minutes of growth.

**Beam fluxes**

The rate $F$ at which molecules are emitted from the effusion cells as a function of the source temperature $T$ can be modelled as an Arrhenius process, see equation 2.1.

$$F = A \exp\left(-E/k_BT\right)$$

(2.1)

Here $E$ is the heat of vapourisation per molecule, and $A$ is a fitting parameter which takes into account the shape of the crucible, the size of the cell orifice, the distance between the cell and the substrate, and the amount of source material remaining in the cell. Alternatively, the beam flux may be modelled using the semi-empirical Antoine equation, as in [17]. The Arrhenius model was used in this work, as it has only one fitting parameter, whereas the Antoine equation has three. In most effusion cells the beam flux can be changed by varying the source temperature. However, effusion cells fitted with a valve can also vary the parameter $A$ by changing the size of the cell orifice.

The vapour pressures of the elements used in this work are plotted in figure 2.2. Note that the beam equivalent pressure at the wafer surface is much lower than the
values shown in figure 2.2, due to the divergent nature of the molecular beam and the small solid angle occupied by the wafer as viewed from the effusion cells.

![Figure 2.2: Vapour pressures of the elements used in this work, as a function of temperature. Sources: Al, Ga, In, Be [22]. As [23]. Bi [24]. Si [25]](image)

### 2.2.2 Wafer heating and temperature calibration

The wafer surface temperature is a critical parameter in the growth of thin films using MBE as it affects the adatom mobility and desorption rate. Too cold and the adatoms lack enough thermal energy to migrate to a step edge, and instead incorporate where they land on the substrate. This leads to a large density of anti-site defects [11]. Conversely if the wafer temperature is too hot, the thermal energy of the adatoms can exceed the surface binding energy, leading to desorption. For this work, the temperature range of interest is broadly 250 to 700 °C.

#### Wafer heating

In the MBE system used in this work, the wafers are heated radiatively from behind by a heater block, which comprises a pyrolytic graphite filament running through a pyrolytic boron nitride diffuser plate. A current is passed through the filament, heating the diffuser plate, which in turn heats the wafer. The wafer is held parallel to the diffuser plate at a distance of approximately 5 mm, to heat it evenly. Most MBE machines feature rotating substrate stages to ensure a more uniform beam flux at all points on the wafer surface. However, the MBE system used in this work does not feature substrate rotation since the substrates are relatively small.

There are several techniques for measuring the wafer temperature in MBE; thermocouples, infrared thermometry, band-edge thermometry, and by observing surface
reconstruction changes via RHEED. Here we note that band-edge thermometry measures the mean bulk temperature of the wafer whereas infrared thermometers and RHEED transitions measure the wafer surface temperature. Clearly, the wafer surface temperature is desired as the growth process is happening at the surface of the wafer. A thermal gradient between the front and back of the wafer may be present, especially if the emissivity of the two surfaces is different (as in the case of a single-side polished wafer). However, this gradient is likely small due to the relatively high thermal conductivity of GaAs at 600 °C [12], and the small thickness of the wafer (typically 0.3-0.6 mm). Coupled with the difficulty of obtaining wafer temperatures in MBE, this temperature gradient can be neglected.

**Thermocouples**

Thermocouples are a contact method of temperature measurement and consist of two different metals connected at a junction. The junction is placed into close thermal contact with the target, and a temperature dependent voltage is generated, which can be calibrated and used to measure the temperature. Thermocouples are effective over a wide range of temperatures and are extremely cheap compared to the other techniques covered here. However, to get an accurate measurement of the substrate surface temperature a thermocouple would have to be located on the surface of the wafer, which would interfere with the growth. Thermocouples placed near to the substrate can be used to give an approximate measure of the substrate temperature, however the error can be >100°C [13].

**Infrared thermometry**

Infrared thermometry (also known as pyrometry) is a non-contact temperature measurement technique and includes single pixel pyrometers and thermal imaging cameras. Pyrometers measure the intensity of infrared radiation given off by hot objects and are calibrated using black body furnaces at a known temperature, which have an emissivity close to 1. The spectral radiance of a real object is multiplied by its emissivity, which defines how well the surface can absorb and re-emit radiation at a given wavelength. Applied to GaAs epitaxy, the emissivity of the wafers varies as a function of wavelength and temperature [14].

Three quantities will contribute to the signal detected by the pyrometer: the thermal radiation emitted from the wafer, the reflection of background radiation off the front of the target, and the transmission of light from the substrate heater through the substrate. Background reflections may have a large effect on the measurement due to other hot objects inside the vacuum chamber. For example, the arsenic cracker is typically operated at 650 to 1000 °C and has a line of sight to the wafer. Specular reflections off the front of the wafer are negligible since the viewport and cracker are unlikely to be at the same angle with respect to the substrate. Instead, diffuse reflections from the rough rear surface of the wafer are more likely to contribute to the signal measured by the pyrometer.

As the heater is significantly hotter than the substrate, light from the heater with energy smaller than the band gap will be mostly transmitted through the substrate. For the temperature range 250-700 °C, the consequence is that the operational wavelength of the pyrometer is restricted to < 940 nm. However, the spectral radiance of a black body object in this temperature range will peak at >2000 nm, meaning
that the pyrometer is restricted to a region of the spectrum where the wafer is not emitting much light, which limits the applicability of pyrometers to GaAs epitaxy. Pyrometers are also expensive and require the use of one of the MBE machine view ports.

**Band-edge thermometry**

Band-edge thermometers are a significant upgrade on pyrometers for GaAs epitaxy, and rely on the temperature dependence of the band gap of semiconductors to measure their temperature. The band gap of a semiconductor varies according to the Varshni equation \[15\]. The light from a tungsten lamp is focused onto the substrate, and photons with energy greater than the bandgap are absorbed. Photons with energy smaller than the bandgap are transmitted and are reflected off the back surface of the substrate. The reflection spectrum can be analysed to identify the absorption edge of the substrate. The specular reflection from the front of the substrate contains some light with energy greater than the substrate band gap as this light has not passed through the semiconductor. Therefore, a diffuse reflection is analysed instead of the specular reflection. Alternatively, the substrate heater can be used as the light source with the light transmitted through the substrate modified by the band gap. However, this is not effective when the heater is at low temperature, and not emitting much light. The temperature of the substrate can then be calculated using the band gap and the Varshni equation. Band edge thermometry is less effective if a thin heteroepitaxial layer with a different band gap to the substrate is deposited. Band edge thermometers can be accurate to 1 °C, however they are expensive and rely on using at least one viewport of the MBE system \[16\].

**RHEED as a tool for wafer temperature calibration**

Observing surface reconstruction changes using RHEED is a less accurate but a more cost effective method of measuring the wafer surface temperature, relative to pyrometry and band-edge thermometry. Since a RHEED system is likely to be installed on an MBE machine for growth rate measurements (see section 2.4), it is cost effective to also use it for wafer temperature calibration.

The RHEED surface reconstruction transitions used for temperature calibration in this work are: the removal of an As cap (295 °C), c(4x4) to (2x4) transition (400-425 °C), and the removal of the native surface oxide (580-600 °C). These tests are typically repeated every couple of weeks, to account for the heating conditions drifting over time.

For the first transition: a thick layer of As can be deposited for around 1 hour with the valve fully open, and the substrate held at room temperature. By comparison with the growth conditions used in this work (growth rate 0.6 ML/s, with the As valve 59% open to achieve 1:1 As:Ga atomic flux ratio), the As layer will be approximately 500 monolayers thick. Due to the low temperature, the As atoms stick where they land and form an amorphous layer. Since the surface is no longer crystalline, the electrons from the RHEED beam are scattered diffusely and the RHEED screen shows a relatively uniform “hazy” pattern. The wafer heating current is increased in small increments every 15 minutes, until the As atoms desorb at approximately 295 °C \[31\] and the underlying surface reconstruction becomes visible on the RHEED
The \( c(4x4) \) to \( (2x4) \) transition is due to the surface atoms rearranging into a different reconstruction to minimise the surface free energy. In the absence of an As flux, the transition occurs at 400 °C [31], and the surface becomes less As-rich, whereas if an As flux is incident on the surface the transition occurs at a higher temperature. The \( c(4x4) \) and \( (2x4) \) diffraction patterns are shown in figures 2.3 and 2.4.

**Figure 2.3:** RHEED pattern of GaAs \( c(4x4) \) reconstruction. Kikuchi lines are also visible in this figure

**Figure 2.4:** RHEED pattern of GaAs \( (2x4) \) reconstruction, showing the \( 4x \) pattern

The amorphous surface oxide must be removed before growth can commence, which is typically done by heating the wafer under an As flux for around half an hour. The removal of the oxide corresponds to an increase in the intensity of the diffraction pattern. For the purposes of temperature calibration, the wafer temperature is incrementally increased every 30 minutes until the oxide has desorbed, which begins at around 580 °C [33]. See figures 2.5 and 2.6 for images of the RHEED pattern before
and after the surface oxide has been removed: these two images were taken with the wafer at the same orientation to clearly show the change in brightness of the pattern.

**Figure 2.5:** RHEED pattern of GaAs (001) surface before removal of surface oxide

**Figure 2.6:** RHEED pattern of GaAs (001) surface after removal of surface oxide

By finding the heater current necessary to heat the wafer to one of the three transition temperatures, a calibration curve can be generated, see figure 2.7. A quadratic polynomial is used to fit the data, allowing the heater current for intermediate temperatures to be determined.
The power supply used to heat the wafer has a current resolution of 0.01 A, meaning that the uncertainty in the current measurement is ±0.005 A. From figure 2.7, this should lead to a precision of roughly ±3 °C in the temperature measurement. In other words, the reproducibility of the wafer temperatures should be ±3 °C, neglecting that the wafer temperature may be non-uniform or may drift over time.

Estimating the accuracy of the temperature calibration is more difficult, as the rate of the transitions is dependent on the temperature. For example, the As atoms in the cap will evaporate from the surface at a lower temperature than 295 °C given a long enough time. Consequently, there is a large uncertainty in assigning a single temperature to these transitions.

Other transitions such as (2x4) to (4x2) in the absence of an As flux, which occurs at between 570 and 600 °C, could also be used as an additional reference point [32].

From the international temperature scale of 1990 [34], temperatures are defined by the freezing point of pure metals. A metal is heated until liquid and allowed to cool, while being observed with a pyrometer. As the metal passes through its freezing point, the temperature plateaus, which is visible with the pyrometer. In theory, such an experiment looking for the phase change could be performed in an MBE machine, by depositing aluminium (melting point 660 °C) or bismuth (271 °C) onto a substrate held at room temperature and observing changes in the RHEED pattern or intensity upon melting of the metal. Assuming the deposited metal had a rough surface due to the low deposition temperature, upon melting it should become smoother if it wets the substrate. This should result in an increase in the reflected electron beam.
intensity. Alternatively, if the metal forms into isolated droplets on the surface, the underlying substrate diffraction pattern may start to become visible. This method of wafer temperature calibration is advantageous because it is based on a well-defined physical transition instead of a rate-driven process such as evaporation or a reconstruction transition. However, coating the wafer surface with a metal would alter its heating profile, since the spectral emissivity of the metal and wafer are unlikely to be similar. Therefore, this technique is unfortunately probably not applicable to MBE.

2.2.3 Growth of GaAs with MBE

Interaction of atoms on substrate

After leaving the crucible, the individual atoms and molecules in the molecular beam can either hit or miss the substrate, with the probability of hitting the substrate dependent on several factors: the angle of the effusion cells with respect to the substrate, the design of the effusion cells, and the distance between the source and the substrate. There is also a trade-off between the number of effusion cells on an MBE machine and the amount of source material that hits the substrate. In an extreme case, mounting the substrate at the orifice of a cell would give a high effusion cell efficiency but would only enable deposition using that cell. At the other extreme, a large number of cells could be accommodated if they were sufficiently far from the substrate. However, it would be difficult to align the molecular beams with the substrate, and difficult to attain a high source flux at the substrate without running the cells at elevated temperature (leading to regular cell replenishment and maintenance). Therefore, the design of the MBE system is optimised to accommodate the necessary number of cells for a particular growth type (e.g. III-As) while still being able to attain a high and uniform flux from the cells. A calculation by Bastiman suggests that only 0.1% of the gallium and arsenic in the effusion cells is incorporated into the substrate as epilayers in the MBE-STM system [37], with the remainder being deposited on the vacuum chamber walls. This calculation compared an estimate of the volume of GaAs deposited between refilling the effusion cells with the volume of Ga and As put into the cells.

The behaviour of the molecular beam upon hitting the substrate depends on the species of molecule, the substrate temperature, and the substrate material. Under ideal conditions, the incoming atoms and molecules stick to the substrate but have enough thermal energy to migrate around the surface until they find a suitable lattice site to incorporate into the bulk of the substrate, typically at one of the terrace edges. If the substrate temperature is too high then the atoms will have enough energy to desorb from the substrate and escape into the vacuum, with a negligible probability of coming into contact with the substrate again. If the substrate temperature is too low, then the atoms will not have enough energy to migrate around the surface and will instead incorporate where they land. This leads to a high defect density and a corresponding degradation of the optical and electronic properties of the epilayers. The optimum temperature for growth of a III-V alloy is further complicated as at least two species of adatoms are present, which may have different vapour pressures (e.g. Ga and As).
On the MBE-STM machine a cracker on the arsenic cell is used to choose between As$_2$ and As$_4$. The adsorption behaviour of As$_2$ and As$_4$ is different and has important consequences for the growth of dilute bismide alloys [38].

During the growth of GaAs, the incorporation coefficient of arsenic atoms from As$_2$ molecules adsorbed on the surface depends on the gallium flux. When As$_2$ dimers are adsorbed on the surface they form a reservoir from which As atoms can incorporate into the bulk crystal. For the case where the Ga atomic flux is less than the As atomic flux, an equal number of gallium and arsenic atoms are incorporated into the crystal and excess As is desorbed from the reservoir [39].

For the case where the gallium atomic flux is greater than or equal to the arsenic atomic flux, the incorporation coefficient of the arsenic atoms (in the form of As$_2$ adsorbed on the surface) is unity. The point at which the gallium and incorporable arsenic atomic fluxes are equal is known as a stoichiometric flux ratio.

The incorporation coefficient of As atoms from As$_4$ molecules adsorbed on the surface during the growth of GaAs also depends on the gallium flux, however the process is more complicated than for As$_2$. Two As$_4$ tetramers that are adsorbed on the surface can interact, contributing two As$_2$ dimers to the surface reservoir of incorporable As, with an As$_4$ tetramer desorbed from the surface in the process. Therefore, the incorporation coefficient of the As atomic flux saturates at 0.5 with an increasing Ga flux, with the rest of the As atoms desorbing as tetramers [40].

The sticking coefficient of Ga is unity under 470 °C, while at 600 °C the surface lifetime is approximately 10 seconds [41]. For MBE growth of GaAs, the desired number of As and Ga atoms incorporated is equal. Due to the high sticking coefficient of Ga and the Ga flux dependent incorporation coefficient of As, the deposition rate is proportional to the Ga flux. In this case, the optimum growth temperature of around 580 °C provides a high mobility for Ga (and As) adatoms, leading to smooth surfaces. The As atoms lost to desorption are replaced by oversupplying As, with a typical As$_2$:Ga flux ratio of 3-8 [42]. If an excess gallium flux is present then the surface becomes gallium rich and gallium droplets form, from which a crystalline GaAs surface suitable for MBE growth cannot be recovered.

Therefore, in MBE growth the substrate temperature must be accurately calibrated and controlled, with different substrate materials requiring separate calibration. RHEED transitions were used to determine the substrate temperature in this work, as detailed in section 2.2.2.

**Growth modes**

The growth of thin films via MBE can proceed via several modes: layer-by-layer (Frank-Van der Merwe [46]), step flow, island growth (Volmer-Weber [45]), and layer-plus-island growth (Stranski-Krastanov [44]).

Layer-by-layer growth occurs when the adatoms have an extremely high mobility, such that the growth of a new monolayer only starts after the previous monolayer has completed.
However, achieving such a high adatom mobility is difficult in practice, especially when growing a compound semiconductor with constituents that have different surface binding energies. The result is that a second monolayer begins to form before the first monolayer is complete. Therefore, step flow growth is commonly used to produce high quality epitaxial layers by giving the adatoms a larger number of sites to incorporate. This is achieved by introducing a large number of terraces on to the wafer surface by cutting the substrate with a small angular offset (typically 0.1 °) from the desired crystal plane ((001) in this work). For growth at a suitably high temperature, the migration length of the adatoms is larger than the spacing between the terraces, and the adatoms migrate to the terrace edges where they incorporate. As growth progresses, the terrace edges move across the wafer.

If the growth temperature is too low then the mobility of the adatoms is reduced and they instead form into islands with nearby adatoms. These islands can form into 3D structures over time, leading to a roughening of the surface.

Layer-plus-island growth can occur in heteroepitaxy if there is a lattice mismatch between the substrate and the deposited layer. The growth of epilayers with a lattice mismatch to the substrate can initially proceed pseudomorphically until a critical thickness is reached. As the epilayer becomes thicker the growth process can change to island growth as the degree of strain relaxation becomes greater.

**Defects in GaAs**

Arsenic atoms sitting on the gallium lattice sites (As antisite defects) are prominent in GaAs growth at low temperature [15]. Interstitial atoms and vacancies were also observed in low temperature grown GaAs [16]. These defects act as non-radiative recombination centres which will increase the dark current and reduce the luminescence efficiency for this material.

**2.2.4 Vacuum system**

Ultra-high vacuum is a requirement for MBE growth for two reasons: the pressure must be low enough for the molecular beams to reach the substrate without colliding with air molecules, and the incorporation rate of impurities into the thin film must be much lower than the film growth rate.

**Requirements of the vacuum system**

For the first consideration: the molecular beams will typically be much hotter than the gas between the effusion cell and the substrate. At atmospheric pressure, the beam molecules will rapidly lose most of their thermal energy through repeated collisions with the air molecules, will be scattered and eventually deposited on the chamber walls. This is undesirable as the effusion cell would have to be run at a greatly elevated temperature to produce a usable flux of molecules at the substrate surface, and the source material would have to be replenished more often. On the other hand, if there were a perfect vacuum in the chamber, the beam molecules would travel ballistically in the direction of the substrate. In a real vacuum system, the pressure cannot be zero, but the pressure must be low enough that the vast majority of the molecules do not collide with the residual gas molecules. From modelling the beam scattering process as a collision between two hard spheres, the mean
free path $\lambda$ of an atom of diameter $d$ emitted from an effusion cell at temperature $T$ into a vacuum system at pressure $P$ can be determined, see equation 2.2 [1].

$$\lambda = \frac{k_B T}{\sqrt{2\pi d^2 P}}$$

(2.2)

Here $k_B$ is the Boltzmann constant. In the MBE system used in this work, the distance from the effusion cells to the substrate is approximately 0.5 m. If this distance is used as the mean free path, and typical values are used for the other parameters (gallium atoms: diameter 0.27 nm, emitted from an effusion cell at 1000 °C) the necessary vacuum system pressure is $10^{-3}$ mbar.

For the second consideration: it is undesirable for air molecules to incorporate into the thin film, or to have a large surface coverage, and thereby interfere with the adsorption processes of the growth molecules. In semiconductor epitaxy, the air molecules can act as dopants, can cause structural defects, and can act as non-radiative recombination centres. The rate that residual gas molecules impinge on an epilayer surface $F_{\text{impurities}}$ is dependent on their mass $m$, temperature, and the residual gas pressure in the vacuum system, and can be calculated using the Hertz-Knudsen formula [9], see equation 2.3.

$$F_{\text{impurities}} = \frac{P}{\sqrt{2\pi mk_B T}}$$

(2.3)

In the low-pressure regime, there is a negligible rate of collisions between residual gas molecules. However, estimating the temperature of the residual gas is difficult as there are several surfaces (e.g. cryopanel, effusion cells, chamber walls) at different temperatures inside the chamber.

Under the assumptions that the impurities do not perturb the zinc-blende crystal structure of the semiconductor, that the impurity flux is much smaller than the gallium flux, and that the impurity adatoms are immediately buried by the deposition of further gallium and arsenic atoms, the impurity concentration in the thin film may be roughly estimated from the ratio between the impurity incorporation rate $S_F_{\text{impurities}}$ and the gallium flux $F_{\text{Ga}}$, where $S$ is the sticking coefficient of the impurity, see equation 2.4.

$$\frac{S_F_{\text{impurities}}}{F_{\text{Ga}}} = \frac{\text{Growth rate (impurities)}}{\text{Growth rate (Ga atoms)}} = \frac{\text{Concentration (impurities)}}{\text{Concentration (Ga atoms)}}$$

(2.4)

As an example, assuming that the residual gas is comprised wholly of one species of molecule for simplicity (in this case oxygen molecules), the impurity concentration can be calculated. The sticking coefficient of oxygen onto a GaAs surface depends strongly on temperature and the degree of saturation of Ga dangling bonds on the surface - values of between $10^{-8}$ and $10^{-4}$ are given in the literature [10]. The impurity concentration incorporated into a GaAs layer is estimated for a range of residual gas pressures and sticking coefficients in figure 2.8.
Figure 2.8: Calculated impurity concentration in GaAs thin films, as a function of the vacuum system background pressure. The sticking coefficient $S$ is varied from $10^{-8}$ to 1, and the Ga flux corresponds to a typical growth rate of 0.6 ML/s.

The MBE system used in this work has an ultimate pressure of approximately $5 \times 10^{-10}$ mbar. This is the pressure in the growth chamber immediately after a bake-out, when all the effusion cells are at room temperature. At this point, the rate of molecules leaking into the chamber is equal to the rate that the molecules can be pumped out of the chamber. When the effusion cells are heated to their standby temperatures, the pressure increases to $2 \times 10^{-9}$ mbar due to further outgassing of the components.

From figure 2.8, if a sticking coefficient of $10^{-4}$ is assumed for residual gas atoms (the worse case scenario), a vacuum system background pressure of $2 \times 10^{-9}$ mbar should lead to an impurity concentration of around $10^{15}$ cm$^{-3}$. This is around 1000 times lower than the concentration of the dopant atoms in the p-type and n-type GaAs layers grown in this work. Despite the many assumptions involved, this second requirement (low impurity incorporation) on the vacuum pressure is several orders of magnitude more demanding than the first requirement on the vacuum system (mean free path of molecular beams).

Mass spectrometry

The composition of the residual gas in the chamber can be analysed using a mass spectrometer, see figure 2.9.
From figure 2.9, there are a number of peaks corresponding to different constituents of the residual gas. The peak at 2 amu/e (atomic mass units divided by the elementary charge) is due to molecular hydrogen, which is gradually outgassed from the stainless-steel chamber walls. Hydrogen is difficult to remove from the system using a turbo-molecular pump as it is an extremely light molecule.

If there were a significant leak of air into the chamber, one would expect to see peaks from atmospheric gases at 18 (H$_2$O), 28 (CO, N$_2$), 32 (O$_2$), and 44 amu/e (CO$_2$). The rate at which a particular air molecule will leak into the chamber through any microscopic gaps in the ConFlat flanges from outside should be proportional to the size of the molecule and its atmospheric abundance. CO$_2$ and O$_2$ molecules are a similar size, however oxygen is approximately 500 times more abundant in the atmosphere, so one would expect the partial pressure of O$_2$ to be much higher than that of CO$_2$ (neglecting that the pumping efficiency of both molecules could be different). However, there is no peak at 32 amu/e, meaning either: there is no leakage of O$_2$ into the chamber above the detection limit of the mass spectrometer (approximately $10^{-11}$ mbar), or the oxygen molecules rapidly react with the arsenic in the chamber to produce AsO (peak at 91 amu/e). In the first case, if no oxygen is leaking into the chamber, then it is logical to conclude that other similarly sized air molecules are not leaking into the chamber. Therefore, the origin of the peaks at 18 and 44 amu/e must be due to continuous outgassing from the components inside the vacuum chamber. The peak at 28 amu/e could be composed of CO outgassing, or the dry N$_2$ gas that is used to vent the entry lock chamber prior to loading a wafer.
The peaks at 16 and 17 amu/e are probably due to methane and ammonia respectively. These constituents could be due to the reaction of hydrogen with CO$_2$, CO, or N$_2$ inside the chamber.

The largest peak (75 amu/e) is due to atomic arsenic, and potentially doubly ionised As$_2$. Doubly ionised atomic arsenic should cause a peak at 37.5 amu/e, however this peak shows up at 37 amu/e as the mass spectrometer software rounds the data to the nearest integer.

The peak at 91 amu/e is due to AsO, which will be desorbed from the wafers during the oxide removal stage prior to growth. AsO could also in theory be produced from the reaction of arsenic with oxygen molecules that leak into the vacuum chamber.

During growth, the pressure increases up to $10^{-5}$ mbar. However, this is mainly due to the use of the arsenic source during growth. In this case, the incorporation of residual gas atoms should be minimal, and the growth of opto-electronic devices is enabled.

**Design of vacuum system**

The loading of new wafers into the growth chamber, and the outgassing and removal of the surface oxide introduce new contaminant molecules into the growth chamber. The design of the vacuum system is therefore important to minimise the residual gas pressure, see figure 2.10.

---

**Figure 2.10:** Diagram of the MBE-STM used in this work. Each of the two main chambers should also have a vacuum monitoring gauge (more than one gauge is preferable, for redundancy) - these are not shown for simplicity. The effusion cells, RHEED system, cryo-panel, substrate stage, and wafer transfer mechanism are also not shown here. The black boxes represent vacuum gate-valves, with green indicating the valve is open, and red indicating the valve is closed. Note that the MBE machine in this work does not have a wafer preparation chamber, and that the entry lock chamber connects directly to the growth chamber via a gate valve.
2.2. Operating principles

From figure 2.10, the design of the system achieves a low pressure in the growth chamber, while minimising air ingress during wafer loading. The purpose of the preparation chamber is to outgas the wafers, and to remove as much air as possible from the system before introducing the wafers to the growth chamber. Unfortunately, the MBE system used in this work does not have a preparation chamber, and the wafers are introduced directly from the entry lock chamber into the growth chamber. If the wafers were loaded directly into the growth chamber or preparation chamber from the lab, the ultimate pressure would be poor. In addition, these chambers have a relatively large volume, meaning that a more powerful and expensive vacuum pump would be needed to pump the system from atmospheric pressure to ultra-high vacuum in a reasonable time (e.g. 12 hours overnight in preparation for the next day’s growth).

Instead, the wafers are loaded into an entry lock chamber, which is pumped using a turbo-molecular pump backed with a scroll pump. The entry lock chamber has a small volume relative to the other two, and this allows it to be quickly pumped down to its ultimate pressure (approximately $8 \times 10^{-7}$ mbar) in a few hours. The small volume of the entry lock chamber and the use of a small orifice connecting it to the growth chamber help to minimise the number of air molecules that get into the growth chamber.

The various effusion cells, chambers, vacuum gauges, pumps, viewing ports, and transfer mechanisms are held together using steel bolts. The ConFlat flange design is widely used for ultra-high vacuum applications and consists of a sharp circular steel knife blade on the mating surface of each of the two vacuum components that are to be joined. Upon tightening, these two knife edges bite into a soft metal gasket, which deforms to fill any small defects in the knife edges. The gasket is usually made of oxygen-free, high thermal conductivity copper but may also be silver plated if corrosion resistance is required. Alternatively, the gasket can be made of viton if re-usability is important, as in the case of an entry lock chamber (albeit with slightly reduced performance). If utilised correctly, ConFlat flanges can operate to $10^{-13}$ mbar. However, ConFlat flanges require practice to install correctly, and are slow to install (compared to the Klein flange design). In addition, the copper gaskets are not reusable as they are physically deformed when the steel knife-edge bites into them, adding to operating costs.

The materials used to construct the vacuum system must be carefully chosen. Internal metal components must retain their strength and shape at temperatures up to 1000 °C so are usually constructed of high purity molybdenum, tungsten, and tantalum. Insulating elements are often made of pyrolytic boron nitride. All materials used inside an MBE system must have a low vapour pressure and must be able to withstand the bake out procedure. In addition, most of the external components (water cooling pipes, shutter motors, cameras) must be removed prior to the bake out, as they contain plastic components which would otherwise melt.

The growth chamber must be opened to atmosphere periodically for refilling effusion cells and replacing burnt-out ion-gauge filaments. To bring the system up to atmospheric pressure, the chamber is vented with pure nitrogen gas obtained from the boil-off from a tank of liquid nitrogen. The flow of nitrogen gas is kept on after the chamber is opened to reduce backflow of air into the chamber. After the maintenance is complete, the entire MBE machine is baked at 125 °C for several days with
the vacuum pumps operating to remove water vapour that may have condensed inside the chambers. Turbomolecular pumps (and their backing pumps) contain large electric motors which require operating temperatures of $< 50 \, ^\circ C$, so must therefore be located outside the baking enclosure. This typically involves installing the turbomolecular pumps on the end of a long tube or hose, which reduces their efficacy somewhat as the residual gas molecules must ballistically travel into the pump to be removed from the vacuum chamber.

Vacuum pumps

Ultra-high vacuum is obtained in MBE by using several types of vacuum pump, which are effective over different ranges of pressure and have different efficiencies for pumping the various residual gas species. Vacuum pumps can be broadly divided into two categories: gas binding and gas transfer.

Gas binding vacuum pumps consist of a large surface area to which residual gas molecules can stick via a process which depends on the type of pump. However, this surface has a finite capacity for residual molecules and must be regenerated periodically. Types of gas binding vacuum pumps include titanium sublimation pumps, ion pumps, and cryo-panels. These pumps are useful for attaining and maintaining ultra-high vacuum, but do not have the capacity to pump down a chamber from atmosphere.

A titanium sublimation pump (TSP) works by chemically gettering residual gas molecules with titanium and consists of a filament inside the vacuum chamber through which a large current is passed periodically. The filament subsequently heats up, causing the titanium to evaporate and coat the surfaces of the vacuum chamber which have line-of-sight access to the TSP. Titanium is an extremely reactive element, so any residual gas atoms that come into contact with the titanium coated chamber walls will bind to it and be removed from the vacuum. As the titanium coating of the chamber walls is depleted the pumping capacity is reduced, and the coating must be regenerated. TSPs are simple to operate and maintain and are effective at pumping a wide range of gases including water vapour, carbon monoxide, carbon dioxide, nitrogen, and oxygen. However, TSPs are ineffective at pumping hydrogen [2]. The TSP has to be positioned in the MBE chamber in such a way as to avoid coating other sensitive instruments with titanium.

Ion pumps operate by ionising residual gas atoms and using an electric field to accelerate them into a solid cathode, where they react with the cathode material and become trapped. The ion pump consists of a set of hollow electrically isolated anode tubes with a cathode made of titanium at each end. Large permanent magnets are placed around the electrodes outside the vacuum chamber. A voltage of roughly 3-7 kV is applied across the electrodes, which attracts free electrons to the anode tubes. The electrons are then trapped by the magnetic field, resulting in a cloud of high energy electrons oscillating around the axes of the anode tubes. If a neutrally charged residual gas atom moves into an anode tube, there is a high probability that it will collide with an electron, becoming ionised. The high electric field then accelerates the positively charged ion into the negatively charged cathode where reacts with the titanium cathode and becomes embedded. There is also a chance that the ion colliding with the cathode will cause additional titanium to be sputtered over nearby surfaces, which will further reduce the pressure in the chamber in the same manner
as a TSP. Ion pumps can reach ultimate pressures of $10^{-11}$ mbar and are effective at pumping many different types of residual gas molecule, such as noble gases, hydrogen, and nitrogen. However, the vacuum chamber must be roughly pumped before the ion pump is used since the ion pump does not have the capacity to work at atmosphere [3, 4].

Cryo-panels are commonly used in MBE to maintain an ultra-high vacuum, and to absorb any excess heat in the chamber. Cryo-panels consist of a large copper panel that is exposed to the vacuum chamber on one side and cooled on the other side by a liquid nitrogen reservoir. When a gas atom collides with the cryo-panel it can stick to the surface and become trapped, depending on the species of gas and the temperature of the cryo-panel. In this work, the temperature of the cryo-panel is controlled by opening a valve that allows nitrogen to escape from the liquid nitrogen reservoir. The valve is controlled by a PID controller that uses a thermocouple located at the reservoir exhaust for feedback. Liquid nitrogen usage contributes significantly to the running costs of an MBE machine, with a typical machine using 100-250 litres per day. The temperature of the cryo-panel is set to -90 °C in the MBE-STM, which gives effective pumping of water vapour and hydrocarbons while conserving liquid nitrogen [5].

Gas transfer pumps can be used continually, and exhaust atoms and molecules from the vacuum chamber to atmosphere or to a backing pump. Types of gas transfer pumps include turbo-molecular pumps, scroll pumps, and rotary vane pumps. The main disadvantage of gas transfer pumps is that they contain many moving parts which are noisy and require regular servicing, increasing downtime. It is important that pump oil cannot flow back into the vacuum chamber, therefore oil-free pumps are widely used.

Turbo-molecular pumps are widely used in MBE systems due to their large pressure range of operation ($10^{-3}$ to $10^{-10}$ mbar) and high pumping speeds. Turbo-molecular pumps consist of a series of rotor and stator fan blade pairs, with the geometry of the rotors and stators such that the gas molecules preferentially hit the underside of the blades and are accelerated towards the exhaust of the pump. When the molecules are deflected by the rotor blades, the molecule is accelerated, and the blade speed is added to the thermal velocity of the molecule. The mean free path of the gas atoms must be larger than the spacing between the rotors and stators so that the atoms do not lose energy through collisions with other atoms before being accelerated by the next rotor blade. This means that a turbo-molecular pump cannot exhaust to atmosphere and must be used in conjunction with a backing pump capable of $10^{-2}$ mbar, usually a scroll or rotary vane pump. Turbo-molecular pumps are more effective at pumping heavy molecules, since the mean thermal velocity of light molecules such as hydrogen is much higher than the blade speed [6, 7].

Scroll pumps are widely used as backing pumps for turbo-molecular pumps due to their low maintenance operation and ability to exhaust to atmosphere. Scroll pumps consist of two interleaving spiral tracks that are in contact, one of which is fixed while the other oscillates so as to orbit the first track. During operation, a pocket of gas becomes trapped and compressed by the movement of the tracks until it reaches the centre of the spiral, where it is compressed to a smaller volume (and correspondingly higher pressure) and is exhausted to atmosphere. Scroll pumps can attain an ultimate pressure of around $10^{-2}$ mbar [8] and use PTFE tip-seals as lubricant for
the tracks instead of oil.

Rotary vane pumps are commonly used as backing pumps for turbo-molecular pumps and consist of a cylindrical chamber containing an eccentrically mounted rotor. The rotor houses several vanes, which can extend and retract to stay in contact with the chamber walls as the rotor spins. The vanes form sealed compartments within the chamber. The gas enters the pump and is trapped when one of the vanes sweeps across the inlet. As the rotor turns the gas is forced into a smaller volume, increasing the pressure. When the pressure in the compartment exceeds atmospheric pressure, the gas is expelled from the pump. Rotary vane pumps are capable of reaching an ultimate pressure of $10^{-3}$ mbar and are typically used to back turbo-molecular pumps. Rotary vane pumps use oil vapour as a lubricant and coolant, so the pump must be designed such that the pump oil cannot flow back into the vacuum chamber [8].

Vacuum gauges

It is important to monitor the background pressure in the growth chamber to ensure that the vacuum system is functioning properly. The presence of a source of contaminants is relatively easy to verify and locate if the contaminated object (e.g. an effusion cell) causes an increase in the pressure when heated. It is also important to monitor the pressure in the entry lock chamber as contaminants that are present in the entry lock can make their way into the growth chamber when the separating gate valve is opened. The pressure range of interest in the growth chamber is approximately $10^{-4}$ to $10^{-11}$ mbar. In the MBE-STM growth chamber, two ion gauges are used for pressure measurement. Ion gauges emit electrons from a hot filament which are accelerated towards a positively charged grid. The electrons pass through the grid and can then collide with and ionise residual gas atoms. The residual gas ions are then collected by a thin grounded wire. The ions generate a current in the wire that is dependent on the pressure in the vacuum system. Ion gauges are accurate to $\pm 30\%$ and have different detection efficiencies for different molecules [35, 36]. In the MBE-STEM, an ion gauge can be moved in front of the wafer substrate to measure the beam equivalent pressure at the wafer. However, the large uncertainty makes ion gauges a poor method for measuring effusion cell fluxes.

2.3 Comparison of MBE with competitor growth techniques

MBE allows a high degree of control over the thickness and composition of deposited materials and is compatible with a wide range of evaporant materials, including group II-VI, III-V, IV semiconductors and their respective dopant elements. The ability to grow semiconductor heterostructures with sub-monolayer precision and abrupt interfaces allow complicated devices to be grown using MBE, such as lasers, LEDs, solar cells, and photodetectors. These characteristics also allow research into low dimensional quantum systems and novel semiconductor alloys such as dilute nitrides and dilute bismides.

However, MBE is not the only technique for growing semiconductor devices, and has several advantages and disadvantages compared to other techniques. The main competitor to MBE for the growth of III-V semiconductors is metal-organic vapour phase epitaxy (MOVPE), also known as metal-organic chemical vapour deposition
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(MOCVD). MOVPE growth proceeds via the decomposition of metal-organic precursor molecules (e.g. triethylgallium, trimethylbismuth) at the wafer surface [26].

MOVPE is a thermodynamically limited growth technique such that the decomposition of the precursors happens near thermal equilibrium [29]. MBE, on the other hand, is a kinetically limited growth technique, meaning that the epilayer composition is mainly determined by the source fluxes. In the case of GaAsBi, the optimum temperature for growth is generally below 400 °C, and even lower for high bismuth content (>5 % Bi) alloys. At such low temperatures, the precursor molecules used in MOVPE have trouble dissociating. Nevertheless, MOVPE has been used extensively for the growth of GaAsBi [26–28].

MBE can create more abrupt heterojunction interfaces than MOVPE, as the source fluxes are controlled using motorised shutters. The shutters used in this work can close in 0.2 seconds, which is faster than the typical time to deposit a monolayer in MBE (1.67 seconds at a growth rate of 0.6 ML/s). In MOVPE, the deposition occurs under an overpressure of the precursor gases, which remain in the chamber for some time after the precursor flow is shut off, resulting in slightly less abrupt interfaces than in MBE.

Both MBE and MOVPE use a range of toxic materials for deposition. However, MOVPE uses precursors in the gas phase, which requires additional safety measures. In MBE, the toxic materials are in the solid or liquid phase and sealed inside a vacuum system for the vast majority of their time on-site. Therefore, there is a greater risk of a dangerous chemical leak with MOVPE.

For industrial production of semiconductor wafers, MOVPE is more commonly used due to its ability to grow many wafers at the same time, using a much higher growth rate. This results in a higher throughput of wafers using MOVPE compared to MBE. In addition, MBE systems consume large amounts of liquid nitrogen, typically 100-250 litres per day, further adding to the running costs.

MBE and MOVPE share several disadvantages; they are both extremely expensive, meaning that research activity and industrial production is restricted to large universities and companies. Typical installations cost several hundred thousand pounds, with running costs of thousands more per year. Both techniques also use large amounts of electricity and create a moderate amount of toxic waste in the form of contaminated components and waste semiconductor wafers. The end-of-life disposal of contaminated reactors must also consider the ecological impact.

2.3.1 Advantages and disadvantages of the MBE-STM used in this work

Relative to typical MBE installations, the MBE machine used in this work has some notable differences. Many MBE machines use 2-inch diameter or larger wafers for growth. However, the MBE-STM is relatively small and the wafer transfer tube is too narrow to allow for the use of 2-inch wafers. Therefore, the as-packaged wafers are cleaved into 11.4 x 11.8 mm squares before being loaded into the reactor. This has several benefits: 10 wafer squares can be obtained from each 2-inch wafer, resulting in lower expenditure on wafers per growth. In addition, due to the small size of the squares, highly uniform epilayers can be grown without rotating the substrate. This
simplifies the system since a separate motor and power supply to rotate the wafer are not necessary. In addition, the RHEED analysis does not need to take account of the rotation. Other authors have deliberately grown on 2-inch wafers without rotation in order to measure the flux gradients and the resulting influence on epilayer composition and quality, allowing the mapping of a wide range of the growth parameter space with only a single growth run [47]: this is unfortunately not possible on the MBE-STM due to the relatively small wafers and high uniformity.

As an additional drawback, the area of material available for characterisation is limited, meaning that only a limited amount of device fabrication or destructive measurements (such as transmission electron microscopy) can be carried out.

The MBE-STM also does not have a preparation chamber, meaning that wafer outgassing must take place in the growth chamber. This has a deleterious effect on the dark currents of epilayers grown in this machine due to the higher partial pressure of atmospheric gases in the deposition chamber prior to growth. However, the small volume of the entry chamber allows it to reach an acceptable vacuum ($< 10^{-7}$ mBar) in only a few hours. This allows wafers to be loaded into the growth chamber relatively quickly and compensates for the lack of a wafer storage area inside a preparation chamber (as is often the case on other MBE machines), enabling multiple growth runs per day.

### 2.4 Reflection high energy electron diffraction

In-situ monitoring of the deposition process is vital to growing layers of the desired thickness and composition. RHEED can be used to observe phase changes on the substrate surface during growth, and can be used to determine the source fluxes, substrate temperature, and to get a qualitative measure of the surface roughness. RHEED offers real time feedback, and as such is a valuable tool for an MBE grower. Alternatively, the growth rate could also in theory be determined by using XRD to calculate the layer thicknesses of an AlGaAs/GaAs or InGaAs/GaAs superlattice. However, this is slow, and the source fluxes are prone to drift over time as the cells become depleted so that a superlattice structure would have to be grown regularly to have an accurate calibration of the deposition rates.

#### 2.4.1 Operating principles

In a RHEED system, high energy electrons (8-20 keV) are generated via thermionic emission from an electron gun. The electrons are focused into a small diameter and low divergence beam using electric and magnetic fields. Further electron optics allow the beam to be steered such that it impinges on the substrate surface. The electron gun is positioned such that the electron beam is incident on the substrate surface at an angle of typically 1-3 °, see figure 2.11. The small angle ensures that the component of the electrons’ momentum perpendicular to the surface is much smaller than the component parallel to the surface, meaning that the electrons do not penetrate more than a few monolayers into the surface before being reflected off one of the crystal planes. RHEED is therefore extremely sensitive to the condition of the surface, and to the arrangement of the atoms at the surface. After reflection, the electrons can undergo constructive and destructive interference leading to a diffraction pattern. The electrons then strike a phosphorescent screen, which emits visible light
upon absorbing the energy from the electrons. The shape of the diffraction pattern is then visible on the screen and can be analysed by the operator using a camera system and specialist software. When high energy electrons strike a target, X-rays can be produced. Therefore, the phosphorescent screen is typically attached to a leaded glass view port to prevent X-rays from leaking into the lab.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{rheed_diagram}
\caption{Diagram of the RHEED system. The angle $\theta$ is exaggerated in this image for clarity}
\end{figure}

\subsection{2.4.2 Surface reconstructions}

As discussed in section 1.1, the atoms on the wafer surface form into a reconstruction. The arrangement of the surface reconstruction is dependent on: the crystal plane of the wafer surface, the wafer surface temperature, the composition of the surface, and the incoming source fluxes. The surface reconstruction can be identified from its RHEED pattern, and correlated with other measurements (pyrometer temperatures, beam equivalent pressures) to create a reconstruction map for a particular material. Such maps are a valuable tool for crystal growers and enable the use of RHEED to measure the wafer surface temperature.

\subsection{2.4.3 Theory}

The electron beam undergoes constructive interference producing a diffraction pattern only at specific angles. At the maxima of the diffraction pattern: the diffraction condition is met, and the momentum of the electrons is conserved.

For the first case, the diffraction condition is given by Bragg’s law [30], see equation 2.5, where $n$ is an integer denoting the order of the diffraction, $\lambda$ is the de Broglie wavelength of the electrons, $d$ is the spacing between the atomic planes near the substrate surface, and $\theta$ are the angles at which the diffraction condition is met.

$$n\lambda = 2d \sin(\theta)$$  \hspace{1cm} (2.5)

Since the electrons are diffracted by only the top few monolayers, there is no diffraction condition perpendicular to the wafer surface. The usual reciprocal lattice of the bulk structure is then modified to consist of reciprocal lattice rods, which are infinitely long and perpendicular to the wafer surface. The spacing of the reciprocal lattice rods $a^*$ is related to the lattice constant $a$ by equation 2.6.
\[ a^* = \frac{2\pi}{a} \]  

(2.6)

For the second case, the electrons are considered to scatter elastically so that the magnitude of the electron wavevector before and after the scattering event are the same. Inelastically scattered electrons can penetrate deeper into the semiconductor and give rise to Kikuchi lines on the phosphorescent screen [19, 20]. However, inelastically scattered electrons do not contribute significantly to the RHEED oscillations [21]. All the possible end points of the wavevector of an elastically scattered electron form a sphere centred on the scattering site in reciprocal space, known as the Ewald sphere.

To satisfy both of the conditions, and for constructive interference to occur, the scattered electron wavevector must terminate on one of the reciprocal lattice rods and on the surface of the Ewald sphere: in other words, at the intersection of the Ewald sphere and the reciprocal lattice rods.

2.4.4 Practical use of RHEED in MBE

In theory, the smaller the angle between the electron beam and the substrate, the more surface sensitive the diffraction pattern becomes, and the easier it is to see the characteristic reconstruction pattern. However, in reality the electron beam starts to clip on the substrate mounting mechanism as the angle is reduced to the point where the RHEED pattern becomes indistinguishable. In addition, the MBE system used in this work can only view the RHEED pattern along one direction of the wafer, due to the design of the substrate mounting mechanism.

The most important use of RHEED in an MBE system is for the determination of the source fluxes and deposition rate. The sticking coefficients for the group III elements (Al, Ga, and In) are often approximated as 1, whereas the sticking coefficients for As and Bi vary strongly with the wafer surface temperature. Due to this large difference in sticking coefficients, the procedure for finding the source fluxes is different for the group III and group V elements.

2.4.5 Group III flux measurement using RHEED

During growth, the intensity of the spots in the diffraction pattern oscillates, with the frequency of oscillation corresponding to the time taken to grow a complete monolayer. This process can be understood in terms of layer-by-layer growth. For an initially atomically flat substrate, the RHEED signal should be at a maximum as diffuse scattering of the electron beam off the surface is unlikely. Upon initiating growth, the incoming molecular beams strike the substrate and can become adsorbed. These adatoms can then migrate around the surface (assuming the growth is taking place at an optimised temperature), and bond to other adatoms to minimise the surface free energy, forming into islands which are a single monolayer thick. At this point, the RHEED intensity is somewhat reduced due to diffuse scattering of some of the electrons at the surface. As further adatoms bond to the edge of the islands the surface coverage of the islands increases until 50% of the surface is covered by islands, at which point the RHEED signal should be at a minimum. As the monolayer deposition proceeds further, the gaps between islands are gradually filled in, and the
RHEED signal begins to increase. When the gaps are fully filled, an atomically flat surface is recovered, and the RHEED signal should again be at a maximum. This process is illustrated in figure 2.12.

In reality, a second monolayer begins to form on top of the islands in the first monolayer before the first monolayer is complete. This is due to the limited mobility of the adatoms, and acts to reduce the intensity of the diffraction pattern through diffuse scattering of the electrons. A third monolayer can begin to form on top of the second monolayer, and so on, before the first monolayer is complete. This further increases the surface roughness, and results in the oscillations being damped, see figure 2.13 for an example of real RHEED oscillations.
As discussed in section 2.2.3, for GaAs epitaxy under an As overpressure, the growth rate is dependent only on the Ga flux. Therefore, the oscillation frequency of the RHEED pattern can be used to derive the Ga flux. From the zinc-blende crystal structure of GaAs (see figure 1.1), the unit cell consists of two monolayers of material. Clearly, each monolayer consists of two Ga and two As atoms in an area $a^2$, where $a$ is the lattice constant. A deposition rate of 1 ML/s then corresponds to a flux of 2 Ga atoms in area $a^2$ per second. This relationship is summarised in equation 2.7.

$$ F_{Ga} = \frac{2 \times \text{Growth rate}}{a^2} $$

(2.7)

This equation is also valid for the determination of Al and In flux rates when growing the binary compounds AlAs and InAs, respectively, assuming that the sticking coefficients of the group III elements are unity. For deposition of ternary alloys containing more than one group III element, such as AlGaAs, InGaAs, and InAlAs, the total growth rate is the sum of the two group III constituent growth rates. This method cannot be used to directly calculate the group V flux. Instead, the group V flux is determined relative to the group III flux.

### 2.4.6 Group V flux measurement using RHEED

Once the Ga flux has been determined, the point at which the As and Ga fluxes are equal can also be found, to give the As flux relative to the Ga flux.

Under optimal growth conditions for GaAs, the As is over-supplied to compensate for thermal desorption from the wafer, with the degree of As oversupply related to the growth temperature. In this case, the surface has an As-rich (2x1) reconstruction during growth. If the As is under-supplied, the surface becomes Ga-rich, forming a (4x2) reconstruction during growth.
conditions leads to the formation of Ga droplets and a rough surface, which ruins the wafer beyond recovery. Changing from As-rich to Ga-rich growth, the diffraction pattern shows a clear transition, and the As valve position at which this transition occurs can be identified. This test can also be repeated using different wafer temperatures to determine the temperature dependence of the As desorption. The As flux can then be calculated relative to the Ga flux.

A similar flux calibration procedure is not possible for Bi since this would involve observing the transition between a Ga-rich and Bi-rich reconstructions in the growth of GaBi on a GaBi substrate (or a substrate with a similar lattice constant to GaBi). Since GaBi is not thermodynamically stable as a solid compound [43], an alternative method for calculating the Bi flux is necessary, as discussed in section 4.3.2.

2.4.7 Camera system and image processing

As previously discussed, the diffracted electrons strike a phosphorescent screen, which emits visible light, allowing the diffraction pattern to be viewed by a camera. Typically, a monochrome silicon camera is used to observe the RHEED pattern, however these can be expensive (>£1000). In this work, a colour USB webcam was used. In a colour camera, the colour information is generated using a mosaic of red, green, and blue filters (known as a Bayer filter), which is placed above or deposited onto the pixels of the sensor. Interpolation algorithms are then used to reconstruct a colour image from the Bayer filter-modified output of the sensor, and are designed to produce an image similar to what a typical human eye would observe. Due to this interpolation, a colour camera using a Bayer filter is slightly worse at resolving detail in a scene, relative to a monochrome sensor based on the same silicon sensor chip.

The phosphorescent screen used in this work emits mainly green light, meaning that the half of the pixels that are covered with blue and red elements of the Bayer filter will not detect the light (neglecting any transmission of the green light through the blue and red elements). Therefore, the sensitivity of colour cameras is lower than that of monochrome cameras.

However, colour USB cameras are extremely cheap due to the economy of scale associated with the enormous demand for mobile phone cameras and webcams. In this work, a custom designed software package was written in Matlab to view the webcam video feed and calculate growth rates in the MBE system. For an example of the capability of this system, see figure 2.13

2.5 Summary

Molecular beam epitaxy is a widely used method for creating high quality semiconductor materials. Developments in vacuum technology and element purity, along with accurate temperature control of effusion cells and substrate heaters have led to semiconductor devices with low defect densities and impurity concentrations. In addition, this means that the growth of novel dilute bismide semiconductors that have a narrow growth window is possible. The deposition rate can be determined in-situ using RHEED along with a camera and specialised imaging software.
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Chapter 3

Characterisation techniques

There are a large number of characterisation methods that are applicable to MBE grown semiconductor epilayers. These methods can be broadly split into three categories: structural, optical, and electrical measurements. A summary of the techniques used in this work is given in this section.

3.1 X-ray diffraction

X-ray diffraction (XRD) is a non-destructive technique which allows the measurement of several key structural properties of an epilayer, such as the composition, layer thicknesses, and the degree of relaxation. These parameters are typically calculated by comparing the measured data to an iterative simulation of the structure. In addition, the agreement between the simulation and data can give a qualitative estimate of the abruptness of heteroepitaxial interfaces and the existence of any compositional variation. XRD is a fast measurement and does not require additional fabrication steps, meaning that it can be used to quickly obtain feedback for the growth optimisation of future epilayers.

3.1.1 Operating principles

In an XRD measurement, a monochromatic beam of collimated x-ray photons is directed at the semiconductor epilayer. The wavelength of the X-rays is similar to the spacing between adjacent atomic planes in the epilayer leading to diffraction of the X-rays. The diffraction pattern is measured using a detector mounted near the epilayer. The epilayer position, beam position, and detector position are controlled using stepper motors to obtain a high signal and a high angular resolution in the measurement.

3.1.2 Theory – bulk homoepitaxial and heteroepitaxial layers

Each incoming x-ray can undergo one of several processes: specular reflection off one of the planes of atoms, diffuse reflection off surface features or structural defects, or absorption by the crystal.

In the context of this work, we note that bismuth should be effective at absorbing x-rays due to its high density and atomic number, which are similar to lead. However, the GaAsBi epilayers studied in this work are extremely thin (<1500 nm) and have a relatively low concentration of bismuth (<6% of the As atoms replaced with Bi).

The diffuse reflection of X-rays is enhanced if the surface is rough or covered in droplets resulting in a lower count rate in the XRD measurement. In this work the
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presence of droplets and other surface defects is studied by Nomarski microscopy, see section 3.2.

X-rays that are specularly reflected from the atomic planes will make up the overwhelming majority of the X-rays that form the diffraction pattern. Each atomic plane can be considered a weakly reflecting surface, with the overall penetration depth of the X-rays dependent on the reflectivity of each plane. At certain angles of the incident beam the reflected x-rays undergo constructive interference, which can lead to nearly 100% reflection. The diffraction of X-rays of wavelength $\lambda$ by a perfect crystal lattice with plane spacing $d$ can be described using Bragg’s law [11], as shown in equation 3.1. Here, $\omega$ is the diffraction angle, at which maxima in the intensity of the diffracted X-rays will be observed, and $n$ is an integer denoting the diffraction order.

$$n\lambda = 2d \sin(\omega)$$  \hspace{1cm} (3.1)

The diffraction process is shown diagrammatically in figure 3.1.

In figure 3.1, the planes of atoms being studied are parallel to the substrate surface: this is known as a symmetric scan. In this case, the plane normal direction $[hkl]$ is parallel to the diffraction vector $S$, which is the vector that bisects the incident and diffracted beams. The Bragg condition can be met by many different crystal planes: for asymmetric scans (e.g. 224, 113) where the atomic plane is not parallel to the surface, the wafer is rotated to ensure that the diffraction vector is parallel to the plane normal direction, and reciprocal space mapping can be used to find the parameters of interest. The plane spacing $d$ is related to the Miller indices of the crystal plane $(hkl)$ via equation 3.2.

$$d = \frac{a}{\sqrt{h^2 + k^2 + l^2}}$$  \hspace{1cm} (3.2)

Here $a$ is the lattice constant of the epilayer. The above example considers a homoepitaxial layer whereas heteroepitaxial layers are the focus of this work. For a heteroepitaxial layer with the same crystal structure as the substrate, the relaxed lattice constant is not necessarily the same. For cases where the lattice mismatch is small, growth can proceed pseudomorphically, with the in-plane lattice constant of
the epilayer ($a_l$) being deformed to match that of the substrate ($a_s$), see figure 3.2. To accommodate the strain energy, the out-of-plane lattice constant ($c$) is tetragonally distorted.

![Lattice constants](image)

**Figure 3.2:** Lattice constants of the substrate ($a_s$) and epilayer ($a_l$) when the alloys are free-standing and after deposition. Note that the out-of-plane lattice constant ($c$) is distorted to accommodate the strain. The zinc-blende unit cell structure of the semiconductors studied in this work is approximated by a square for simplicity.

The atomic plane spacing of a strained heteroepitaxial layer is therefore different from the plane spacing in the substrate, which results in a secondary diffraction peak at a different angle to the substrate peak. The intensity of the secondary peak is roughly proportional to the thickness of the epilayer, up to a point. This peak is also typically less intense than the substrate peak in which case the penetration depth of the x-rays is much greater than the epilayer thickness. The FWHM of the epilayer peak is inversely proportional to its thickness. In addition, if the epilayer is non-uniform in the growth direction or in the plane of the substrate, on a length scale comparable to the x-ray spot size, the layer can contribute several diffraction peaks to the XRD spectrum.

X-rays reflected from the top and bottom interfaces of the epilayer can constructively interfere to produce fringes which are superimposed on top of the substrate and epilayer diffraction peaks. Since the epilayer is typically several hundreds or thousands of times thicker than the atomic plane spacing, the angular separation between the higher order diffraction peaks is much smaller. The prominence of these fringes is a qualitative indication of the abruptness of the top and bottom epilayer interfaces. An example of a simulated XRD spectrum is shown in figure 3.3.
3.1.3 Theory – superlattices and multiple-quantum wells

The XRD spectra of superlattices and MQWs contain a series of satellite peaks, which are caused by constructive interference between x-rays reflected from the periodic interfaces between the superlattice layers. The closest superlattice peak to the substrate peak is termed the zero order superlattice peak, with the splitting to the substrate peak dependent on the average lattice constant of a single period of the superlattice. The angular spacing between the other superlattice peaks is determined by the thickness of each superlattice period. Additional fringes corresponding to the total thickness of the MQW stack are superimposed on top of the satellite peaks. See figure 3.3 for a simulated MQW XRD spectrum.

3.1.4 Production of X-rays and design of diffractometer

An XRD measurement is usually performed in an all-in-one system, which features interlocked doors made of leaded glass that heavily attenuate the X-rays and protect the lab users. In this work, a Bruker D8 Discover X-ray diffractometer was used.

The X-ray beam is produced via the collision of electrons with an anode. A high voltage power supply (30 KV in this work) is connected across a cathode and the anode to accelerate electrons that are thermionically emitted from the cathode. The emission and acceleration of the electrons takes place in a vacuum to ensure that they do not lose energy through collisions with air molecules. The electrons strike the anode and can produce X-rays. The intense electron beam causes the anode temperature to increase since the heat transfer away from the anode is limited to black
body radiation and conduction through the mounting mechanism due to the vacuum. To ensure that the anode does not melt it is typically disk-shaped and can be rotated. An X-ray-transparent window is used to couple the X-rays out of the tube and into the beam optics.

The anode in the XRD system used in this work is made from copper, which has an extremely high thermal conductivity. This helps to dissipate heat in the anode, despite the relatively low melting temperature of copper. Depending on the application, other anode materials may also be used, such as tungsten, cobalt, or molybdenum.

The X-ray spectrum emitted from the anode is the sum of X-rays produced via bremsstrahlung and characteristic x-rays that are material specific. Bremsstrahlung (translation: braking radiation) is the emission of a photon when a high energy charged particle (in this case an electron) is deflected by another charged particle (in this case an atomic nucleus). Since the distance of closest approach of the electron can vary, the degree to which the electron is deflected varies, and therefore bremsstrahlung generates a continuous spectrum of X-rays. A highly intense beam of monochromatic x-rays is desired for XRD measurements. While the bremsstrahlung process will contribute a small number of X-rays to the beam at the desired wavelength, the power is spread across the entire spectrum. Hence bremsstrahlung is not suitable to produce the X-ray beam by itself.

Characteristic X-rays are produced when a high energy electron transfers its energy to another electron which is in one of the inner orbitals of an atom. The second electron is promoted to a higher energy level or ejected from the atom, creating a vacancy. When an electron from one of the outer shells of the atom falls into the vacancy, a characteristic X-ray is emitted. The transition energies between different electron orbitals are material dependent, such that the anode material determines the wavelength of the characteristic X-rays that are emitted. In this work, the characteristic X-rays are emitted from the copper anode via the transition of an electron in the 2p orbital to the 1s orbital (known as the Ka transition). The resultant X-ray spectrum from this transition is in fact a doublet due to a small splitting between the energy levels in the 2p orbital, with the two peaks termed Ka1 (at 0.154056 nm) and Ka2 (at 0.154439 nm) [4]. Characteristic X-rays typically have a high intensity and a narrow linewidth making them ideal for use in XRD measurements.

However, the X-ray beam is not monochromatic at this point, and one of the two Ka lines, the continuous bremsstrahlung spectrum, and any higher energy characteristic X-rays (e.g. Kβ) must be filtered out of the beam. The higher energy characteristic X-rays are heavily attenuated through the use of a nickel foil filter, the weaker of the two Ka lines (Ka2) is removed using a monochromator, and the beam is collimated using parabolic mirrors.

The collimated beam is then directed towards the sample stage, passing through a slit on its way. The wider the slit, the greater the intensity of the X-ray beam upon hitting the sample. However, this comes at the cost of reduced angular resolution.

In this work, the wafer was mounted on a porous ceramic vacuum chuck, which prevents it from moving when the stage is rotated to be vertical. The stage can be rotated (azimuth, altitude) or translated (x, y, z) in five different directions to allow
for accurate positioning of the wafer with respect to the X-ray beam. The position of each of the goniometers and translation stages are controlled by stepper motors.

Upon diffraction by the sample, the X-rays strike a germanium detector. In a triple-axis XRD system, the angular acceptance range of the detector is limited, which increases the angular resolution of the measurement at the expense of signal intensity. A simplified diagram of the equipment design is shown in figure 3.4. Here \( \theta \) is the angle between the wafer and the detector.

![Figure 3.4: Diagram of XRD measurement. The collimating mirror and monochromator are not shown for clarity](image)

### 3.1.5 Measurement procedure

After placing the wafer on the stage, each of the rotation and translation drives is optimised to obtain the highest possible X-ray intensity for the substrate diffraction peak at the detector. In the XRD system used in this work (Bruker D8 Discover), the X-ray source was kept static, and the stage and detector rotated. There are several different types of scans: rocking curves (varying \( \omega \), while detector is static), detector scans (\( 2\theta \) is varied, while sample stage is static), and coupled scans (where both \( 2\theta \) and \( \omega \) are varied, such that \( \omega = 1/2 + 2\theta + \text{offset} \)). Rocking curves and detector scans are typically used for alignment of the beam on the sample, however the XRD peak width in a rocking curve is related to the crystallite size in the target.

For high quality XRD measurements, both a high angular resolution and a high signal to noise ratio are desirable. A long acquisition time can be used to achieve a high signal to noise ratio. Typically, the crystallographer will take a low-resolution scan first to verify the presence of an epilayer diffraction peak and thickness fringes, before running a high-resolution scan with a longer integration time.

The measurement can then be compared to a fit calculated using specialist software. The user inputs an initial “guess” of the layer thicknesses and compositions, and the software attempts to fit a model to the data. Typically, the user is required to give a relatively accurate initial “guess” of the material parameters to prevent the software from finding a local minimum in the fitting.

### 3.1.6 Effect of strain relaxation on XRD pattern

When the Matthews-Blakeslee critical thickness of an epilayer is exceeded the lattice constant of the epilayer reverts towards its free-standing value, and its diffraction
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peak shifts relative to the substrate peak. This results in dislocations that are already present in the material moving to the interface and becoming misfit dislocations, which is deleterious to the device performance. If the epilayer is strain relaxed then any subsequent layers can be pseudomorphically strained to the epilayer. For example, if a deposited GaAsBi layer is heavily relaxed, then any subsequent layers of GaAs grown above the GaAsBi can be fully strained to the GaAsBi. This results in a tensile GaAs peak which does not occur at the same angle as the substrate GaAs peak. The presence of strain-relaxation can also be verified using Nomarski microscopy (see section 3.2).

3.1.7 Lattice constant of GaBi

The lattice constant of GaBi is crucial to determining the bismuth incorporation in XRD measurements. Several authors have extrapolated the lattice constant of GaBi, with the value varying depending on the host material and the assumptions made for the elastic constants of GaBi. Puustinen gives a value of 0.633 nm, assuming that GaBi has the same elastic constants as GaAs [15], while Song and Rajpalke give values of 0.623 and 0.627 nm, respectively, based on treating GaBi as having the same elastic constants as GaSb [13, 14]. The value of the GaBi lattice constant was taken to be 0.633 nm in this work. However, the values calculated by Song and Rajpalke are likely to be more accurate since there is less of a size difference between antimony and bismuth than between arsenic and bismuth.

3.1.8 Summary

XRD is widely used for rapid feedback during growth optimisation of semiconductors using MBE due to its ability to accurately obtain layer thicknesses, compositions, and estimates of the degree of relaxation. These attributes make XRD a valuable tool for a crystal grower.

3.2 Nomarski microscopy

Also known as differential interference contrast microscopy, Nomarski microscopy is an optical imaging technique that is used to view the surfaces of MBE grown wafers, and can yield information about the surface roughness, droplet density, and the presence of strain relaxation. A typical research-grade optical microscope can be modified into a Nomarski microscopy using additional optical components.

3.2.1 Theory and equipment design

A diagram showing the arrangement of the optical elements in a Nomarski microscope is shown in figure 3.5. A hot-filament bulb is used as a light source for Nomarski microscopy and emits a broad spectrum of randomly polarised light. This light passes through a polariser and is then split into 0° and 90° polarised light by a Wollaston prism. The two orthogonally polarised beams are also spatially separated by a small distance known as the shear (typically around 0.2 μm) by the Wollaston prism, and are unable to interfere with each other. The two beams then pass through the wafer, at slightly different locations. If the two locations on the wafer have a different refractive index or semiconductor thickness, the optical path length is modified. The light passes through a second Wollaston prism that recombines the
two beams, which then undergo constructive or destructive interference depending on their optical path length difference. The interference causes the light intensity to be modified for a given point in the image, which results in increased contrast in the image formed on the camera sensor.

Nomarski microscopy can provide useful information about the sub-surface and surface condition of an epilayer, which is difficult if not impossible to infer from optical microscopy [2]. Additionally, the presence of strain relaxation in an epilayer can be qualitatively verified if a “cross-hatch” pattern is present in the Nomarski images [3]. For examples of Nomarski images, see sections 4.6 and 5.5.

![Figure 3.5: Arrangement of optical elements in a Nomarski microscope](image)

### 3.3 Photoluminescence spectroscopy

Photoluminescence spectroscopy is a fast and non-destructive optical measurement which can be used to determine the distribution of optically active states in a semiconductor. This allows the band gap to be found. Investigations into the energy levels of defects and localised states are possible by varying the measurement conditions (e.g. incident laser power, device temperature, laser wavelength) and observing the effect on the emitted photoluminescence. The composition of a ternary semiconductor can be extracted by comparing the band gap to previous empirical and theoretical models, and PL can also be used to give a qualitative estimate of the optical quality of the material.

#### 3.3.1 Operating principles

A laser is directed at the semiconductor, where it can be absorbed and excite carriers. In order to excite electrons from the valence band to the conduction band, the laser photons must have an energy greater than the band gap. The electrons in the conduction band can then recombine with holes in the valence band resulting in the emission of a photon with energy equal to the band gap. The spectrum of the emitted photons is measured using a monochromator coupled to a photodetector.

#### 3.3.2 Theory

For a semiconductor at zero kelvin, the valence band is completely full, and the conduction band is completely empty. However, the energy separation between the valence band maximum and the conduction band minimum is small enough that at room temperature, electrons can gain enough energy to be excited into the conduction band, which allows the semiconductor to conduct electricity.
While this process can happen spontaneously at equilibrium if an electron gains enough energy to be excited into the conduction band, the use of laser photons as an excitation source vastly increases the rate of excitation, and hence the rate of photon emission. This enhanced rate of photon emission allows its spectrum to be easily measured.

However, there are many pathways for the carriers to recombine, many of which are non-radiative and do not result in the emission of a photon. These non-radiative pathways can be due to structural defects, impurities, and transitions with other bands. Therefore, the intensity of the band gap emission provides a qualitative estimate of the number of defects and impurities in the semiconductor.

A simplified diagram showing the relevant excitation recombination processes in a direct band gap semiconductor is shown in figure 3.6. For an indirect band gap semiconductor, a more complicated diagram, showing the location of the conduction band minimum and valence band maximum in $k$-space is required, however this is beyond the scope of this work since GaAsBi is a direct gap semiconductor [1].

![Diagram of relevant excitation and recombination processes in a direct band gap semiconductor.](image)

**Figure 3.6:** Diagram of relevant excitation and recombination processes in a direct band gap semiconductor: a) radiative excitation and relaxation to band edge, b) radiative recombination, c) recombination via defect level, d) recombination via dopant states (these transitions can result in the emission of a photon, and the dopant energy levels are much closer to the conduction and valence bands, but this is not shown for clarity), e) CHCC Auger recombination, f) CHSH Auger recombination. The teal arrows denote transitions, and the black lines denote the conduction and valence bands.

Figure 3.6a) shows radiative excitation of an electron to the conduction band via the absorption of a laser photon. Since the laser photon has a much greater energy than the band gap, the electron is excited from a state deep in the valence band to a metastable state in the conduction band. Alternatively, the electron could be excited from the valence band maximum, however this would require the absorption or emission of a phonon to conserve momentum, which is far less likely. The electron and hole rapidly thermalise to the band edges such that luminescence with energy greater than the band gap is unlikely. This generation rate of carriers via this process is proportional to the laser power.

Figure 3.6b) shows the radiative recombination of an electron and a hole, with the
emission of a photon with energy equal to the band gap. Measuring the light emitted by this process is the operating principle of PL. In a real PL measurement this emission is broadened due to the energy distribution of the carriers and compositional variation of the epilayer across the laser spot. This process occurs when a hole and electron come into close proximity. Therefore the recombination rate \( R_{\text{rad}} \) is proportional to the density of both carrier types \( n \) and \( p \), see equation 3.3. Here \( B_{\text{rad}} \) is the radiative recombination coefficient.

\[
R_{\text{rad}} = B_{\text{rad}} np
\]  

Figure 3.6c) shows recombination of carriers via a defect level which is inside the forbidden energy gap. This group of recombination processes is also known as Shockley-Read-Hall recombination [5, 6] and do not result in the emission of a photon: the energy of the carriers is dissipated via the emission of phonons (which results in heating of the crystal). Such an energy level can be caused by impurity atoms or structural defects in the semiconductor, which give rise to a localised variation in the band structure. SRH recombination processes include: electron capture (an electron relaxes from the conduction band to the defect level), hole capture (recombination of an electron in the defect level with a hole in the valence band), electron emission (thermal excitation of an electron in the defect level to the conduction band), and hole emission (thermal excitation of a hole in the defect level to the valence band). The SRH recombination process occurs when a single carrier encounters a defect level, therefore the recombination rate is proportional to carrier density \( n \) and the density of defects, see equation 3.4. Here \( B_{\text{SRH}} \) is the Shockley-Read-Hall recombination coefficient, which takes into account the defect density.

\[
R_{\text{SRH}} = B_{\text{SRH}} n
\]  

Figure 3.6d) shows recombination via shallow dopant energy levels inside the band gap. This recombination can result in the emission of a photon, which can lead to additional peaks in the PL spectrum at longer wavelength.

Figure 3.6e) and 3.6f) show CHCC (Conduction band to Heavy hole band, and Conduction band to higher energy state in the Conduction band) and CHSH (Conduction band to Heavy hole band, and Spin orbit split off band to Heavy hole band) Auger recombination respectively. These processes are similar in that they involve the recombination of an electron and hole, but instead of emitting a photon (as in radiative recombination) the energy goes into exciting another carrier. In CHCC Auger recombination the energy goes to another electron in the conduction band, which is excited to a higher energy state in the conduction band, after which it promptly thermalises back to the band edge. In CHSH Auger recombination the energy goes to another hole in the valence band, which can be excited into the spin orbit split off band. Since Auger recombination is a three-particle interaction, the recombination rate is proportional to the cube of the carrier density, see equation 3.5. Here \( B_{\text{Auger}} \) is the Auger recombination coefficient, and the process shown is CHCC Auger recombination (for CHSH recombination \( n^2 p \) should be replaced with \( np^2 \)).

\[
R_{\text{Auger}} = B_{\text{Auger}} n^2 p
\]  

Auger processes are major loss mechanisms in devices which operate with high carrier densities (e.g. InGaAsP/InP 1.55 \( \mu \)m lasers). In a III-V semiconductor the energy gap between the valence band maximum and the spin orbit split off band is chiefly
dependent on the atomic number of the group V element [16]. As bismuth is incorporated into GaAs the band gap decreases and the spin orbit splitting increases. The two are theorised to be equal for approximately 10% bismuth. If the band gap is reduced further then the CHSH Auger process is suppressed which could lead to more efficient lasers operating in the 1.55 µm telecomms band.

For an intrinsic semiconductor under steady state conditions, the carrier density is stable over time and the carrier generation rate \( G \) is equal to the total recombination rate, which is the sum of the recombination rates of the various processes discussed above, see equation 3.6.

\[
\frac{dn}{dt} = 0 = G - R_{SRH} - R_{rad} - R_{Auger} \tag{3.6}
\]

By substituting the equations for the individual recombination processes into equation 3.6, equation 3.7 is obtained. Here Auger recombination is neglected since it dominates the device performance only at extremely high carrier densities.

\[
G = B_{SRH}n + B_{rad}np \tag{3.7}
\]

From equation 3.7, the dominant recombination mechanism depends on the carrier concentration, which, in the case of PL, is dependent on the laser power. Alternatively, in electroluminescence the carrier concentration is dependent on the injection current.

If radiative recombination is dominant in the device, \( B_{SRH}n << B_{rad}np \) and equation 3.8 is obtained.

\[
G \approx B_{rad}np \tag{3.8}
\]

In which case the emitted light through radiative transitions is linearly proportional to the carrier generation rate.

When non-radiative recombination is dominant, \( B_{SRH}n >> B_{rad}np \) and equation 3.9 is obtained.

\[
G \approx B_{SRH}n \tag{3.9}
\]

However, to obtain the dependence of the PL signal, \( B_{rad}np \) on the carrier generation rate \( G \), equation 3.9 must be rearranged to find \( n \). Assuming that \( n \approx p \), this results in equation 3.10.

\[
B_{rad}n^2 = B_{rad} \frac{G^2}{B_{SRH}} \tag{3.10}
\]

In which case the PL signal is proportional to the square of the carrier generation rate.

For an epilayer with a low rate of non-radiative recombination the carrier lifetime will be large. This means that the rate of radiative recombination should be higher and the observed PL (or EL) signal should be higher. Radiative recombination is a loss mechanism in a solar cell. However, minimising the loss of carriers through
non-radiative recombination is more important than minimising the radiative recombination. Therefore, the brighter the PL from a device the better suited it is for solar cell applications.

### 3.3.3 Equipment design

A diagram showing the PL equipment design is shown in figure 3.7.

![Diagram of the photoluminescence equipment](image)

The laser used in this work for PL measurements was a continuous-wave frequency doubled Nd:YAG (neodymium doped yttrium aluminium garnet) laser operating at 532 nm, with a maximum power output of 2 W. This wavelength is easily visible to the naked eye, meaning that (up to a certain laser power) the blink reflex is able to protect the eye from damage by the laser. The laser beam path is also enclosed using safety curtains (except during beam alignment work), and the user can wear goggles that have a high optical density at 532 nm for increased eye protection.

The laser also emits light at 1064 nm (up to 10 mW) as a by-product of the frequency doubling process: this light must be filtered out of the beam using a band pass or short pass filter, or else it will show up in the measured spectrum. However, this light is useful as a reference to calibrate the monochromator.

The laser is directed towards the wafer using mirrors and focused into a spot using a lens. The wafer is mounted vertically on a metal plate using vacuum grease, which is attached to a translation stage. The emitted light is captured by a Cassegrain mirror, which consists of a large primary mirror and a smaller secondary mirror to direct the photons towards a monochromator or spectrometer. The use of a mirror-based optical assembly to collect the light does not introduce chromatic aberrations, as a lens would.

A GaAs wafer has a reflectivity of 0.37 at 532 nm at room temperature [7]. Therefore, a significant fraction of the laser light is reflected from the front surface. This light
must be filtered out of the spectrum after the Cassegrain mirror using a long-pass filter. In addition, the long-pass filter must stop 2nd order diffracted light from interfering with the measurement. For example, if the user wishes to measure a spectrum in the range 800 to 1500 nm, the 2nd order diffraction of 750 nm light will be passed through the monochromator at the same point as the 1st order diffracted 1500 nm light, therefore a 780 nm long-pass filter can be used to remove this light.

A neutral density (ND) filter can also be inserted in the beam path to attenuate the light and modify the range of the measurement.

The main component of the monochromator is a diffraction grating, which separates the incoming photons according to their wavelength. The spectral components of the beam are diffracted at different angles, meaning that the larger the distance the light has to spread out, the higher the resolution of the monochromator. A large wavelength range can be analysed by rotating the grating such that each wavelength falls on an output slit in turn. The grating is rotated using a stepper motor, and the width of the entrance and exit slits can be increased to give a higher signal, at the expense of a greater bandpass of light. In this work, a 55 cm monochromator is used in conjunction with a 600 grooves/mm blazed grating, which is designed to reduce the amount of 0 order diffracted light (analogous to specularly reflected light from a flat surface) and increase the amount of 1st order diffracted light.

Alternatively, a spectrometer with integrated detector could be used instead of a monochromator and separate detector. However, spectrometers have reduced resolution and offer no flexibility with the detector choice, for the study of different wavelength ranges, despite being cheaper.

The detector used in this work is a LN$_2$ cooled germanium detector, which has an excellent specific detectivity in the spectral range 800 to 1700 nm. The Ge sensor is held inside a vacuum to prevent condensation, with a transparent window to pass light from the monochromator. The sensor is in thermal contact with an LN$_2$ reservoir, to reduce its dark current.

In order to reduce the effects of stray light on the measurement, the laser light is optically chopped, such that the PL is emitted in pulses. The chopper contains an optical sensor which measures its rotation frequency and passes it to a lock-in amplifier. The detector output is also coupled to the LIA, which then removes signals that are not the same frequency as the chopper rotation. One possible source of background light is fluorescent room lights, which oscillate with a frequency of 50 Hz (the mains frequency). To remove such light from the measured signal, the chopper rotation frequency must not be set to 50 Hz (or any integer multiple of 50 Hz).

Dedicated computer software operates the monochromator, reads the data from the LIA, and controls the laser.

### 3.3.4 Measurement procedure and practical considerations

For a room temperature PL measurement, the wafer is mounted on the stage using vacuum grease. The stage is translated to obtain the highest PL intensity. Low temperature measurements are also possible using a helium compressor and a cryostat,
however this was not utilised in this work.

The depth at which carriers are created depends on the laser wavelength and the absorption coefficient of the epilayers at that wavelength. For 532 nm light, the penetration depth in GaAs is around 250 nm [8]. The relative intensity of the GaAs PL peak compared to the GaAsBi peak is approximately determined by where the carriers are created. However, this neglects the possibility that minority carriers can migrate in the device before recombining due to either diffusion or drift in the presence of an electric field. The thermal energy ($k_B T$) at room temperature is 26 meV, and processes that have an activation energy (energy barrier) much larger than the thermal energy are unlikely to occur. The band offsets between GaAs and GaAsBi are approximately 23 meV/%Bi in the conduction band, and up to 65 meV/%Bi in the valence band [9], electrons (holes) are unlikely to pass from the GaAsBi into the GaAs at room temperature if the GaAsBi layer contains more than approximately 3% Bi (1% Bi). However, the carriers can easily migrate into the GaAsBi from the GaAs before recombining. This results in the GaAsBi PL peak being brighter than one would expect based purely on where the carriers are excited.

3.3.5 Summary

Room temperature PL is commonly used during growth optimisation, to measure the composition of ternary alloys and to get a qualitative measure of the material quality. Additional studies into the dominant recombination mechanism and distribution of states can be carried out using power dependent and low temperature PL measurements respectively.

3.4 Fabrication of contacts using photolithography

For detailed electrical characterisation of the grown devices, metal contacts must be fabricated on the wafer. The fabrication procedure is relatively straightforward in theory. However, due to equipment downtime, limited availability, and the expense involved: not every wafer grown on the MBE machine was fabricated and hence electrical measurements were not routinely used as feedback for the growth optimisation.

The diodes studied in this work all make use of a common back contact, while the front of the wafer is split into many different contact areas. For the deposition of the back contact, the wafer was thoroughly cleaned using solvents and placed upside down in a bell-jar evaporator. The metals (InGeAu for n-type contact) were subsequently evaporated onto the wafer under a vacuum. The wafer was annealed at 420 °C to ensure that the ohmic contacts are obtained.

For the front contacts, the contact area pattern was generated on the wafer using ultra-violet photolithography. A chemical (photoresist) which degrades upon exposure to UV light was deposited evenly on the front surface via spin-coating. A mask pattern formed by opaque and transparent sections on a glass slide was placed close to the surface of the wafer and aligned using a microscope. The minimum feature size used in this work was approximately 10 µm, which is much larger than the wavelength of the UV light. Consequently, the mask pattern did not need to consider diffraction of the light. A UV bulb was directed at the wafer, and the sections
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of photoresist not covered by the mask pattern were exposed and degraded. The exposure time and photoresist thickness are critical for effectively transferring the mask pattern onto the wafer. The degraded photoresist was then removed using a developer, and the wafer was cleaned with de-ionised water. The front contact (AuZnAu for p-type GaAs) was then deposited using the bell jar evaporator. The remaining photoresist which was not exposed to the UV light was then removed using acetone, which also removed the gold that was deposited on top of the resist. Further annealing at 360 °C was performed to ensure that the contacts are ohmic.

To isolate the devices from each other, the wafer was coated with more photoresist and put back into the mask aligner. The photoresist was exposed to the UV lamp using a mask that is the inverse of the previously used one, such that the gold coated contact areas are covered. After the exposed photoresist was removed using the developer, the semiconductor around the devices was removed using an etchant, to form mesa structures. The etchant used in this work was a 1:1:1 mixture of HBr, acetic acid, and potassium dichromate, which gives smooth etched surfaces for GaAs (001) [10]. It was assumed that this etchant is also effective for GaAsBi, since no systematic studies of GaAsBi etchants have been published to the author’s knowledge. After etching, the photoresist covering the contact areas was removed and the devices were ready for electrical characterisation. An image of several mesa structures is shown in figure 3.8.

![Figure 3.8: Microscope image of front contact mesa structures on surface of wafer](image)

The mask used in this work was designed for characterisation of photodetectors, with the “half-moon” cut-out shape functioning as a window for light to reach the semiconductor. However, this mask has some drawbacks for EL and photovoltaic characterisation, as discussed in chapter 5.

All of the device fabrication in this work was performed by Faezah Harun.
Chapter 3. Characterisation techniques

3.5 Current-voltage

Current-voltage (IV) measurements can be performed on the fabricated devices. A microscope is used to view the mesa devices and probe the front contact. The wafer is placed on a gold-coated glass slide to probe the common back contact. The probes are connected to a picoammeter which can be controlled using specialist PC software. The picoammeter scans through a range of voltages and records the current. For measuring the dark current of the devices, the microscope light is switched off and the experiment is covered with a black cloth.

3.5.1 IV characteristics of diodes

The current $I$ flowing through of a diode as a function of the bias voltage $V$ can be described using the Shockley diode equation [12] see equation 3.11.

$$I = I_s \exp \left( \frac{qV}{n k_B T} \right) - I_s$$  (3.11)

Here $q$ is the elementary charge, $k_B$ is the Boltzmann constant, and $T$ is the temperature. The reverse saturation current $I_s$ describes the current at reverse bias and the intercept of the forward bias with the ordinate axis. The ideality factor $n$ accounts for the imperfections present in real diodes, and typically ranges between 1 and 2. A value of 1 corresponding to an ideal diode. An ideality factor of 2 indicates that the recombination of carriers in the i-region is dominated by trap-assisted recombination. If the ideality factor is greater than 2 a more complicated model of the device must be considered.

3.6 Electroluminescence

Electroluminescence (EL) is a similar technique to photoluminescence, but the carriers are injected electrically via probing of the device, rather than by the absorption of laser photons. As such, the equipment used in EL is similar to that shown in figure 3.7. The recombinations mechanisms seen using EL are the same as in figure 3.6. However, in an LED the vast majority of the recombination occurs in the depletion region. Therefore, the emission spectrum depends on the material in the i-region, which may be a different material than the n and p-type in the case of a heterojunction pin diode.

For EL measurements, the fabricated contacts were probed directly (as opposed to mounting the device on a header), and the emitted light was focussed into a monochromator coupled to a LN$_2$ cooled Ge detector.

Since not all of the grown devices were fabricated with electrical contacts, EL was not used as feedback for subsequent growth runs. EL is an measurement of the optoelectronic quality of the epilayer, with high material quality and ohmic contacts necessary for operation. In addition, EL measurements are closer to the real-world applications of semiconductor devices, making the demonstration of EL an important milestone in the development of a novel alloy.
3.7 Summary

There are a large number of methods for characterising semiconductor devices. XRD and PL can be used to provide rapid feedback during growth campaigns, and can also be used for detailed investigations into the structural and optical properties of the epilayers. The fabrication of electrical contacts on the wafers enables measurement of the dark current which can be used to infer the dominant recombination mechanism in the i-region. EL measurements are an important milestone in the development of novel semiconductor alloys such as GaAsBi.
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Chapter 4

Growth of GaAsBi pin diodes with different conditions

4.1 Introduction

The development of GaAsBi optoelectronic devices has been limited by growth difficulties. The bismuth incorporation into GaAs is heavily dependent on the growth temperature and the source fluxes of the three constituent species. In addition, the bismuth atoms tend to segregate out of the bulk due to a large difference in atomic radius between the bismuth and the arsenic atoms that it is replacing. The surface lifetime of the bismuth adatoms at the low growth temperatures involved is large enough that the bismuth atoms form into droplets on the surface.

Despite recent advances in the growth of GaAsBi [9, 12], the influence of the growth conditions on the dark currents of GaAsBi optoelectronic devices is not known. In this work, a systematic series of GaAsBi pin diodes was grown using MBE. This series of devices allows the influence of the bismuth content and growth temperature on the PL, XRD, and IV can be independently studied.

4.2 Review of GaAsBi growth investigations

In this section a review of growth investigations into GaAsBi will be given to help frame this work in the broader context of the field.

4.2.1 Early reports of GaAsBi growth

GaAsBi was first grown by MOVPE in 1998 by Oe and Okamoto, who noted a relatively small change in the band gap with temperature and a large band gap reduction caused by the incorporation of bismuth. They concluded that dilute bismides were promising materials for use in semiconductor lasers due to this apparently temperature insensitive band gap and the possibility for lattice matching to InP substrates in the form of InGaAsBi [1].

One of the first demonstrations of GaAsBi grown using MBE was reported by Tixier et al. [2]. The authors found that for growth temperatures above 450 °C the incorporation of bismuth into GaAs is negligible. The authors also found that a stoichiometric arsenic to gallium flux ratio enhances the incorporation of bismuth, likely due to bismuth and arsenic competing for lattice sites.
4.2.2 Growth of GaAsBi at low temperatures using a stoichiometric arsenic flux

Young et al noted that bismuth has a strong tendency to surface segregate during MBE growth, necessitating the use of low growth temperatures to incorporate bismuth into GaAs. The authors grew GaAsBi layers using MBE using growth temperatures of 320 to 380 °C and used in-situ diffuse light scattering to detect the formation of gallium and bismuth droplets on the sample surfaces during growth [3].

Richards et al. grew GaAsBi layers using MBE using both As$_2$ and As$_4$, under different As$_2$:Ga and As$_4$:Ga flux ratios [14]. The authors concluded that arsenic assisted bismuth desorption is negligible during MBE growth, and that the incorporation of bismuth into GaAs does not depend on the arsenic species used for the epilayer. The authors suggested that As$_4$ is more suitable than As$_2$ for the growth of GaAsBi, as they found that the range of As$_4$:Ga flux ratios with which bismuth can be incorporated is much wider than for As$_2$.

4.2.3 Growth rate dependence of bismuth incorporation

Ptak et al. introduced the concept of a kinetically limited growth regime for GaAsBi [4]. This concept explains an apparent limit to the amount of bismuth that could be incorporated under certain growth conditions, as observed by Lu et al. [5] and Moussa et al. [31]. The authors grew GaAsBi devices using MBE with different growth rates and bismuth fluxes and measured the RMS surface roughness using atomic force microscopy. The authors identified a growth window which gave smooth surfaces. For layers with low growth rates and high bismuth fluxes the bismuth atoms formed into droplets on the surface of the sample instead of being incorporated into the bulk, leading to a high RMS roughness. However, layers grown with the same bismuth flux at a higher growth rate had a smoother surface. A high RMS roughness was also observed for samples with high growth rates and low bismuth fluxes, indicating that bismuth can act as a surfactant to improve the quality of GaAs grown at such a low temperature (315 °C was used in this work). The authors showed that the incorporation of bismuth into GaAs is possible at a range of different growth rates, and that in the growth window that led to smooth surfaces the bismuth atoms had a unity sticking coefficient, indicating that the bismuth content was limited by the bismuth flux. This means that a high degree of control over the bismuth content is possible in this kinetically limited regime.

4.2.4 Growth temperature dependent limit to bismuth incorporation

Richards et al. grew GaAsBi devices using MBE at different growth temperatures and measured the bismuth content. The authors found that in the kinetically limited growth regime, the bismuth content was independent of the growth temperature. Above a certain growth temperature the bismuth content decreased linearly as the temperature increased, with zero incorporation above 440 °C. The authors concluded that there is an upper limit on the amount of bismuth that can be incorporated at a given growth temperature, which does not depend on the growth rate, arsenic species, arsenic overpressure, or bismuth flux [14].
4.2 Review of GaAsBi growth investigations

4.2.5 Theoretical growth models of GaAsBi

Lu et al. proposed a model for the growth of GaAsBi using MBE. In this model the bismuth atoms accumulate into a metallic surface layer that is weakly bonded to the surface [5]. The bismuth atoms then incorporate into the crystal lattice from the surface layer. The authors attempted to predict the bismuth incorporation achieved with different growth conditions, by modelling the rate at which bismuth atoms are incorporated into the crystal and desorbed from the crystal surface by incoming arsenic atoms.

Lewis et al. also proposed a model for the growth of GaAsBi using MBE [8]. The authors grew samples with a range of arsenic fluxes, and found the bismuth content to be independent of the As$_2$:Ga flux ratio with gallium rich conditions. This is contrary to the Lu et al. model. The authors concluded that the amount of bismuth that is incorporated is highly sensitive to the surface coverage of gallium and arsenic during growth. The authors also concluded that a low growth temperature is required as a bismuth-gallium bond can be thermally broken, leading to the ejection of the bismuth atom from the crystal. The authors also demonstrated the growth of GaAsBi containing 22% bismuth, including XRD results. However the authors did not disclose any photoluminescence data.

Zhou proposed a third growth model [6]. The author stated that one of the assumptions made by Lewis, that the Ga atoms landing on Bi terminated sites have the same behaviour as when they land on other Ga atoms, is false. Consequently, Zhou’s model shows a different transition between the flux-limited and temperature-limited bismuth incorporation regimes.

4.2.6 Growth of GaAsBi with high bismuth content

Bennarndt et al reported growth of GaAsBi/GaAs and InGaAsBi/InP with up to 20% bismuth. The authors also attempted to grow GaAs$_{0.68}$Bi$_{0.32}$ lattice matched to InP, however, XRD measurements showed evidence of spinodal decomposition [13].

4.2.7 PL intensity improvement with bismuth incorporation

Several authors have found that the PL intensity decreases with an increasing Bi content for GaAsBi [12, 26]. However, other studies have found that the PL intensity increased up to 4.5% Bi [18, 19]. This was attributed to enhanced carrier confinement and an increased surfactant effect of the Bi atoms using higher Bi fluxes. After 4.5% Bi the decreasing PL intensity was attributed to an increasing density of non-radiative recombination centres.

4.2.8 GaAsBi growth studies

The effect of the growth rate on the PL and surface roughness of GaAsBi alloys was investigated by Mohmad et al. [25]. For the growth of GaAsBi with 6.5% Bi, a higher growth rate was found to result in more intense PL.

Bahrami-Yekta et al. studied the dependence of PL on the growth temperature, bismuth flux, and arsenic overpressure [12] using As$_2$. The authors found that growth at low temperatures leads to enhanced bismuth incorporation with less intense PL.
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An increased As$_2$ overpressure led to a reduced Bi content with more intense PL. Two epilayers with a similar Bi content grown at different temperatures were compared using LTPL with the layer grown at higher temperature showing a lower density of shallow localised states in the band gap.

The growth of GaAsBi with ultra-violet illumination during growth was reported by Beaton et al. [9]. This resulted in narrow PL spectral widths, albeit at low bismuth contents (<1%). The authors also discussed how the fraction of the surface covered by bismuth adatoms correlates with the density of bismuth droplets.

Vardar et al. investigated the mechanisms of droplets formation and bismuth incorporation in GaAsBi [7]. Bi was found to act as a surfactant for the As-rich growth of GaAsBi. However, Bi acted as an anti-surfactant for Ga-rich growth, inducing the formation of Ga-Bi composite droplets.

4.2.9 Deep-level transient spectroscopy studies into GaAsBi defects

Mooney et al. studied deep level defects in n-type GaAsBi and GaAs grown at low temperatures[28]. The authors found that the dominant traps in GaAsBi were defect complexes involving arsenic anti-site defects. The ultra-violet laser illuminated layers grown by Beaton et al. [9] were also tested by Mooney et al. [29]. The GaAsBi layers grown with ultra-violet illumination had a similar concentration of mid-gap electron and hole traps.

Deep level defects in n-type GaAsBi were also investigated by Gelczuk et al. [27]. The authors found that Bi incorporation reduced the total trap concentration by over two orders of magnitude compared to GaAs grown under the same conditions. At least two types of Bi-related traps were identified and studied using deep-level transient spectroscopy.

4.2.10 Previous studies into GaAsBi diodes

Hunter et al. calculated the absorption coefficient of GaAs$_{1-x}$Bi$_x$ pin diodes using photocurrent measurements. The devices had a photoresponse up to almost 1300 nm [30].

Zhou et al. investigated the absorption of light by GaAsBi pin diodes with a range of bismuth contents. The devices all displayed a direct band gap. In addition, the Urbach tailing of the absorption coefficient below the band gap was extended over a large wavelength range. This was attributed to bismuth-induced localised states inside the band gap [16].

A literature review of quantum well diodes based on GaAsBi will be given in section 5.2.
4.3 Growth of GaAsBi using MBE

4.3.1 Preparation for growth

Numerous preparatory steps are necessary before the GaAsBi growth can be initiated. The wafers were delivered as 2-inch diameter discs, and must first be cleaved into 11.4 x 11.8 mm rectangles to fit into the mounting mechanism. The cleaving was performed using a Loomis scribe and break system, which uses a diamond-tipped scribing tool to score the surface, and a roller to cleave the wafer.

Occasionally the cleaving resulted in minor cracking of the wafer, instead of a perfectly straight cleave along a crystal plane. This can lead to semiconductor dust lying on the wafer surface, which must be removed. Typically the dust was removed using a compressed nitrogen gun, or washed away using isopropanol.

After being loaded into the growth chamber, the wafers were outgassed at approximately 400 °C and the vacuum pressure was monitored using an ion gauge. After around 30 minutes the arsenic valve was fully opened and the wafer temperature was increased to 600 °C to remove the native surface oxide. The RHEED pattern was studied during this step, to verify the removal of the oxide. The substrate surface is roughened by the oxide removal process, so a GaAs buffer was deposited to recover a smooth surface for the GaAsBi growth.

4.3.2 Bismuth flux calibration

The gallium and arsenic fluxes were calibrated using RHEED, as described in section 2.4. Calibrating the Bi flux in the same way is not possible as the binary compound GaBi is not stable. Instead, Bi was deposited for 1 hour onto a GaAs substrate held at room temperature. The substrate was then heated to just above the Bi melting point so that the Bi gathered into large droplets on the surface. The droplets were then measured using a microscope, see figure 4.1.
Figure 4.1: Microscope image of bismuth droplets on a GaAs substrate, for the purpose of determining the bismuth flux

From figure 4.1, under the somewhat poor assumption that the droplets are hemispherical, the volume of the deposited Bi and hence then Bi flux per unit area per unit time can be calculated.

4.3.3 Silicon and beryllium flux calibration

In this work, the Si and Be fluxes were calibrated by growing 1000 nm thick layers of n or p-type GaAs on an undoped GaAs substrate. The dopant concentration was then calculated using Hall-effect measurements. A small piece of indium was pressed into each corner of the wafer, to serve as contacts.

4.4 List of devices

Ten devices were grown in this work, see table 4.1. Five of the devices form a series grown at 375 °C using different bismuth fluxes, and six devices form a series grown with the same bismuth flux using different growth temperatures. Note that one of the devices (STG-34, bold in table) is shared between both series, being grown with a bismuth beam equivalent pressure (BEP) of 1.06x10$^{-7}$ mbar at 375 °C. The devices were grown in a random order to remove any potential drift of the source fluxes or substrate temperature across the growth campaign.
4.4. List of devices

<table>
<thead>
<tr>
<th>Device name</th>
<th>Growth temperature (°C)</th>
<th>Bismuth BEP ($10^{-7}$ mbar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STG-3D</td>
<td>375</td>
<td>0.50</td>
</tr>
<tr>
<td>STG-3A</td>
<td>375</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>STG-34</strong></td>
<td>375</td>
<td><strong>1.06</strong></td>
</tr>
<tr>
<td>STG-3B</td>
<td>375</td>
<td>1.50</td>
</tr>
<tr>
<td>STG-39</td>
<td>375</td>
<td>2.12</td>
</tr>
<tr>
<td>STG-3C</td>
<td>355</td>
<td>1.06</td>
</tr>
<tr>
<td>STG-37</td>
<td>365</td>
<td>1.06</td>
</tr>
<tr>
<td>STG-36</td>
<td>385</td>
<td>1.06</td>
</tr>
<tr>
<td>STG-35</td>
<td>395</td>
<td>1.06</td>
</tr>
<tr>
<td>STG-38</td>
<td>405</td>
<td>1.06</td>
</tr>
</tbody>
</table>

**Table 4.1:** List of devices grown for this work

The growth conditions are visualised graphically in figure 4.2.

From figure 4.2, two devices contain roughly 2.2% bismuth (STG-3A and STG-35), and another two contain roughly 1.3% (STG-3D and STG-38), despite being grown under different conditions. This allows the influence of the growth temperature and bismuth flux on the device properties to be independently studied.

The first pair (STG-3A and STG-35) was a fortunate coincidence. However, for the other pair the growth conditions of the second device (STG-3D) were adjusted to grow a device with close to the same bismuth content of the first device (STG-38,
for comparison. The result (1.31% bismuth) shows the level of control over the bismuth incorporation that may be achieved under ideal conditions.

### 4.5 Growth

The devices were grown in February 2016 on 0.1° offcut GaAs (001) n+ substrates, using the MBE-STM in Sheffield. The undoped bulk GaAsBi layer was grown as the i-region in a pin diode structure to enable electrical measurements, with GaAs forming the n and p-type layers. The only difference between the devices was the growth temperature and bismuth flux used to grow the i-region.

The devices were designed to have a relatively thin 100 nm GaAsBi layer to avoid strain relaxation, which would obfuscate any comparative characterisation. A thicker layer would provide greater insight into light absorption in the diode, but there is no guarantee the devices would be fully strained. A diagram of the device structure is shown in figure 4.3.

![Diagram of the device structure for the bulk GaAsBi pin diodes. The p++ layer at the top of the stack is not shown here](image)

**Figure 4.3**: Diagram of the device structure for the bulk GaAsBi pin diodes. The p++ layer at the top of the stack is not shown here

#### 4.5.1 Growth of GaAs n-type and p-type layers

The n and p-type GaAs layers were grown at 577 °C using As$_2$ [11], with dopant concentrations of $2 \times 10^{18}$ cm$^{-3}$ and $4 \times 10^{18}$ cm$^{-3}$ respectively. The As:Ga atomic flux ratio was approximately 1.6:1 to prevent desorption of arsenic from roughening the surface. The growth rate was measured after deposition of the n-type layer using RHEED oscillations, and the temperature of the gallium cell was adjusted if necessary to give a growth rate of $0.60 \pm 0.01$ ML/s. Due to the Ga cell being moderately depleted, the cell temperature required to achieve 0.60 ML/s increased from 1007 to 1011 °C during the growth run. This procedure was required to ensure that the bismuth incorporation was not influenced by variations in the growth rate across the series.
A thin (<15 nm) layer of \( p^+ \) doped GaAs was grown at the top surface to provide a highly doped region to which electrical contacts could be formed. This was accomplished by reducing the temperature of the gallium cell by roughly 45 °C, leading to an increase in the doping concentration.

4.5.2 Growth of GaAsBi i-region

Prior to the growth of the GaAsBi layer, the bismuth shutter was opened to generate a wetting layer of bismuth on the surface [8], and the RHEED pattern underwent a transition from an arsenic terminated \( c(4 \times 4) \) to a bismuth terminated \( (n \times 3) \) reconstruction. The time taken for this transition to occur was recorded and is plotted in figures 4.4 and 4.5 for the two series (growth temperature dependent and Bi flux dependent, respectively). The transition times were recorded using a stopwatch and have a relatively large uncertainty of ± 2 seconds, since the operator subjectively determined the point at which the transition occurred. For similar measurements in the future the RHEED camera software should be used to monitor the intensity of the spots in the reconstruction, with a suitable metric for determining the completion of the reconstruction transition.

![Figure 4.4](image.png)

**Figure 4.4**: Time taken for the RHEED pattern to change to a bismuth terminated reconstruction after opening the bismuth shutter, depending on the substrate temperature

From figure 4.4, two of the devices (at 385 and 405 °C) show an anomalously short time to undergo the \( c(4 \times 4) \) to \( (n \times 3) \) transition. One would expect the transition time to increase exponentially with temperature since desorption of the bismuth atoms is more likely, and the other four devices show this behaviour. It is unlikely that the bismuth flux was larger than predicted for the devices grown at 385 and 405 °C due to the bismuth incorporation devices: see section 4.8.3. Instead, the time could have been incorrectly recorded.
From figure 4.5, the transition time shows strong negative correlation with the Bi BEP, as expected.

After the formation of the bismuth terminated-reconstruction, the Ga cell was immediately opened and the GaAsBi growth commenced. If the bismuth wetting coverage is too large then it is possible that this could result in surface droplets [9], or an increase in the bismuth incorporation near the start of the epilayer, as seen in [10]. As$_4$ was used for the growth of the GaAsBi layers [13, 14] using an As:Ga atomic flux ratio of roughly 2:1. Since the maximum incorporation coefficient of As atoms into the bulk from an As$_4$ flux is 0.5, the incorporable As flux was approximately equal to the Ga flux. A 10 nm GaAs capping layer was grown on top of the GaAsBi layer after a short pause to prevent the bismuth atoms from diffusing to the surface during growth of the p-type layer. The GaAsBi layer was annealed for approximately 45 minutes at 577 °C while the As cracker temperature was changed to give As$_4$ and during growth of the p-type GaAs layer.

### 4.6 Nomarski microscopy

After growth the devices were studied using Nomarski microscopy to observe defects and to check whether any of the layers had undergone strain relaxation. Representative Nomarski images of several of the devices are shown in figures 4.6 to 4.9.
4.6. Nomarski microscopy

**Figure 4.6:** Nomarski image of STG-38 (1.37% Bi) at 10x magnification.

**Figure 4.7:** Nomarski image of STG-3D (1.31% Bi) at 10x magnification.
Chapter 4. Growth of GaAsBi pin diodes with different conditions

From figures 4.6 to 4.9, the devices show a varying density of droplet-like defects.
To address the origin of the droplet-like defects, image thresholding was used to segment the images and allow automatic counting of the droplets. This procedure is described in more detail in section 5.5. The density of droplet-like defects in each device was counted, and is plotted in figure 4.10.

![Figure 4.10: Density of droplet-like defects in Nomarski images of GaAsBi pin diodes, as a function of bismuth content](image)

From figure 4.10, there is no correlation between the droplet density and the Bi content for the devices with less than 4% Bi. The defects in these devices are therefore likely gallium droplets resulting from the cell spitting, or background impurities incorporated from the growth chamber.

The devices with 4.12 and 5.37% Bi show an increased density of defects, which are likely bismuth droplets. These two devices were probably grown close to the Bi content saturation limit at their growth temperature, with the excess Bi atoms not incorporating in the bulk and instead forming into droplets on the surface.

### 4.7 X-ray diffraction

A Bruker D8 Discover X-ray diffractometer was used to measure (004) \( \omega - 2\theta \) scans of the GaAsBi pin diodes, and RADS Mercury simulation software was used to fit the data assuming that the GaAsBi comprised a single uniform layer, see figures 4.11 and 4.12.

#### 4.7.1 XRD dependence on bismuth BEP

The XRD spectra and modelled spectra of the set of devices grown at 375 °C using different bismuth BEPs is shown in figure 4.11.
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From figure 4.11, the GaAsBi layers show up as broad peaks on the low angle side of the substrate peak, with the splitting dependent on the bismuth content. The intensity of the GaAsBi diffraction peaks relative to the substrate peak is similar across the series, evidence that the GaAsBi layers are all a similar thickness. The bismuth content increases with an increasing bismuth BEP, indicating that the growth is taking place in the bismuth-flux-limited growth regime.

Two distinct sets of thickness fringes with a different period are visible in most of the scans: the fringes with a smaller period are due to interference between x-rays reflected off the front surface of the wafer and the interface between the GaAsBi and p-type GaAs. The fringes with a larger period are from interference between x-rays reflected off the top and bottom interfaces of the GaAsBi layer. Therefore, it is possible to infer the quality of the interfaces in each device. In general, all the devices show an excellent agreement with the simulation with the exception of the device grown with a Bi BEP of 0.50x10^{-7} mbar (STG-3D). The smaller period thickness fringes are not visible for this device meaning that the GaAsBi layer has a rough upper interface (since the surface is relatively free from defects, see figure 4.7). This device has a low bismuth flux and a relatively low growth temperature meaning that the surfactant effect may be insufficient to produce an atomically flat upper interface during the time that the GaAsBi layer was annealed.

4.7.2 XRD dependence on growth temperature

The XRD spectra of the set of devices grown with a bismuth BEP of 1.06x10^{-7} mbar at different temperatures is shown in figure 4.12.
4.7. X-ray diffraction

From figure 4.12, the substrate diffraction peaks are generally less sharp than predicted by the model, with a shoulder on the high angle side. The bismuth content of the GaAsBi layers generally decreases with an increasing growth temperature due to enhanced bismuth evaporation and a reduction in the wetting layer surface coverage, which agrees with other studies from the literature [9, 12].

For the devices grown at 395 and 405 °C the GaAsBi diffraction peak is broadened, particularly on the low angle side - these features are marked with red arrows. The XRD fit for these devices is worse than the device grown at 355 °C, despite containing a lower bismuth content.

4.7.3 Bismuth content inhomogeneity

To investigate the origin of the poor agreement between the single layer simulation and the data, the simulation was modified to consist of a bilayer with the thickness and bismuth content of each layer allowed to vary. The bilayer XRD fit of device STG-38 (bismuth content 1.37%, grown at 405 °C) is shown in figure 4.13, alongside the XRD spectrum of the other device which has a similar bismuth content (STG-3D, 1.31% Bi, grown at 375 °C) for comparison.
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Figure 4.13: XRD spectra of pair of devices with 1.3% bismuth, (top) STG-38 (grown at 405 °C) and (bottom) STG-3D (grown at 375 °C). The red arrow shows the region of the spectrum where the single layer model fails to fit the data.

From figure 4.13, the two devices have a similar bismuth content despite being grown at different substrate temperatures. For the device grown at 405 °C, the simulation treating the GaAsBi as a single uniform layer (red line) is a poor fit to the data at around -600 arc seconds (shown by the red arrow). However, the two-layer fit has an excellent agreement with the spectrum.

The fitting parameters (layer thickness and bismuth content) calculated by the single layer and two-layer models of the device grown at 405 °C (STG-38) are shown graphically in 4.14.
From figure 4.14, the two-layer simulation shows a relatively large difference in bismuth content and thickness for the bilayers (blue line), with a higher bismuth content closer to the substrate, similar to [10]. The real bismuth incorporation profile in the layer is almost certainly more complex than this two-layer model. However, choosing a more complicated simulation (i.e. with 3 or more GaAsBi layers) results in diminishing returns in the closeness of the fit and is offset by increased uncertainty in the fitting parameters.

In addition, it is possible that the bismuth content is varying in the plane of the surface since the XRD spot is relatively large (2 mm across). This inhomogeneity could be on the atomic scale due to the incorporation dynamics of the bismuth atoms creating regions of high and low bismuth content. However, in [15] the authors found that lateral composition modulation was more prevalent at lower growth temperatures due to differences in the surface mobility of the group V atoms. Alternatively, the bismuth content could be varying across the entire wafer due to flux gradients during growth. However, this is also unlikely as position-dependent PL measurements show no significant change in the peak emission wavelength across the wafer (not shown here).

The bismuth incorporation profile would be better measured using atom probe tomography [15] or cross-sectional TEM [10]. Analysis of the device grown at 395 °C (STG-35) shows a similar trend in that the XRD spectra is a better fit using a two-layer model (not shown here). Thus, it seems likely that the GaAsBi layers grown at higher temperatures have a non-uniform bismuth content in the growth direction.
4.7.4 XRD fitting parameters for devices

The layer thickness and bismuth content of the GaAsBi devices were calculated using the XRD simulation software, and are shown in table 4.2.

<table>
<thead>
<tr>
<th>Device name</th>
<th>Growth temperature (°C)</th>
<th>Bismuth BEP (x10(^{-7}) mBar)</th>
<th>Bismuth content (%)</th>
<th>Layer thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STG-3D</td>
<td>375</td>
<td>0.50</td>
<td>1.31</td>
<td>85</td>
</tr>
<tr>
<td>STG-3A</td>
<td>375</td>
<td>0.76</td>
<td>2.25</td>
<td>90</td>
</tr>
<tr>
<td><strong>STG-34</strong></td>
<td><strong>375</strong></td>
<td><strong>1.06</strong></td>
<td><strong>3.25</strong></td>
<td><strong>96</strong></td>
</tr>
<tr>
<td>STG-3B</td>
<td>375</td>
<td>1.50</td>
<td>4.12</td>
<td>96</td>
</tr>
<tr>
<td>STG-39</td>
<td>375</td>
<td>2.12</td>
<td>5.37</td>
<td>96</td>
</tr>
<tr>
<td>STG-3C</td>
<td>355</td>
<td>1.06</td>
<td>3.51</td>
<td>95</td>
</tr>
<tr>
<td>STG-37</td>
<td>365</td>
<td>1.06</td>
<td>2.88</td>
<td>95</td>
</tr>
<tr>
<td>STG-36</td>
<td>385</td>
<td>1.06</td>
<td>2.82</td>
<td>91</td>
</tr>
<tr>
<td>STG-35</td>
<td>395</td>
<td>1.06</td>
<td>2.19</td>
<td>93</td>
</tr>
<tr>
<td>STG-38</td>
<td>405</td>
<td>1.06</td>
<td>1.37</td>
<td>91</td>
</tr>
</tbody>
</table>

**Table 4.2:** Bismuth content and thickness of the devices studied in this work, from XRD simulations assuming a single uniform layer of GaAsBi

From table 4.2, the layers are all thinner than the intended 100 nm, which is probably due to shutter transients in the gallium cell during growth. The uncertainty in the layer thickness is ±3 nm, and the uncertainty in the bismuth content is ±0.05%.

The bismuth content of the devices will be discussed further in section 4.8.3.

4.8 Photoluminescence spectroscopy

A 300 mW continuous wave laser operating at 532 nm was used to optically excite carriers in the devices, with the emitted luminescence measured using a monochromator coupled to an LN\(_2\) cooled Ge detector. The laser power density is estimated at 120 W/cm\(^2\).

4.8.1 PL dependence on bismuth BEP

The PL spectra of the set of devices grown at 375 °C using different bismuth BEPs are shown in figure 4.15.
From figure 4.15, the devices grown with different bismuth BEPs all show PL emission due to the GaAsBi layer in the wavelength range 935 to 1155 nm. The intensity of the GaAsBi luminescence generally decreases with increasing bismuth content, in contrast to [18] and [19]. However, the device grown with a bismuth BEP of $1.06 \times 10^{-7}$ mBar at 375 °C (black line) shows weaker PL than the two devices that show longer wavelength emission (yellow and purple lines).

In [18] and [19], the authors optimised the PL intensity for a given bismuth incorporation by varying the growth parameters, and observed an increasing PL intensity for up to 4.5% bismuth (emitting around 1100 nm). In this work, the growth parameters were varied systematically such that trends in the device properties can be observed independent of bismuth content. The devices in [18] and [19] were grown using optimised conditions whereas the devices grown in this work were not.

The peak at 880 nm is a similar intensity for all of the devices, with a FWHM of around 42 nm. The intensity of 880 nm light emitted by the n-type GaAs layer (as measured at the surface) should depend on the absorption coefficient of the GaAsBi layer. Therefore, the majority of the photons at 880 nm are probably emitted in the 300 nm thick p-type GaAs layer. The penetration depth of the laser in GaAs is around 250 nm based on the absorption coefficient at 532 nm [17]. However, many carriers created in the p-type GaAs will migrate and recombine non-radiatively at the wafer surface.

An extremely broad and weak peak is also present around 1150-1200 nm. This peak is probably due to recombination via dopant states in the GaAs layers as similar
peaks were measured for unused doped GaAs substrates.

The FWHM of the GaAsBi PL emission will be studied in further detail in section 4.8.5.

4.8.2 PL dependence on growth temperature

The PL spectra of the set of devices grown with a bismuth BEP of $1.06 \times 10^{-7}$ mbar at different temperatures are shown in figure 4.16. This graph has the same ordinate scale as figure 4.15, to allow a comparison between the two growth series.

![Figure 4.16: PL spectra of devices grown at different temperatures.](image)

From figure 4.16, a decrease in the growth temperature leads to a decrease in the GaAsBi PL intensity and a red-shift of the peak emission wavelength. The device grown at 405 °C (STG-38, blue line) has a GaAs PL peak that appears to be more intense than the other devices. However, the GaAsBi peak is more intense and broad enough to dominate the luminescence at this wavelength such that the GaAs peak appears as a small shoulder on the larger GaAsBi peak.

The PL peak of the device grown at the lowest temperature (355 °C, green line) is extremely weak, and shows up as a shoulder on the dopant luminescence peak. It is likely that the density of non-radiative recombination centres in this device is high due to the low growth temperature.
4.8.3 Bismuth content of layers as calculated using PL and XRD

The bismuth content of the devices is plotted in figures 4.17 and 4.18 as a function of the bismuth BEP and the growth temperature, respectively. The bismuth content was calculated using both XRD and PL, with a close agreement indicating that the layer is uniform. The bismuth content was calculated from the PL peak wavelength using the model published by Mohmad [20], assuming that the PL peak wavelength corresponds to the band gap of the layer. The bismuth content from XRD was calculated using the XRD simulation software, with the GaAsBi diffraction peak splitting with respect to the GaAs peak proportional to the bismuth content.

![Figure 4.17: Bismuth content calculated using XRD and PL, as a function of the bismuth BEP](image)

From figure 4.17, the bismuth incorporation increases approximately linearly up to 1.06x10\(^{-7}\) mbar. However, for further increases in the Bi BEP, the Bi incorporation increases sub-linearly, possibly approaching a saturation limit. The devices with 4.12 and 5.37% bismuth show a significantly higher density of droplets in the Nomarski images (see section 4.6). Therefore, it seems likely that the limit to the amount of bismuth that can be incorporated into GaAs under a stoichiometric As\(_4\) flux for growth at 375 °C is approximately 6-7%, with the excess bismuth atoms forming into droplets.
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Figure 4.18: Bismuth content calculated using XRD and PL, as a function of the growth temperature

From figure 4.18, the bismuth content increases rapidly as the growth temperature is decreased from 405 to 375 °C, corresponding to a reduced desorption of the bismuth atoms and a greater surface coverage of the bismuth wetting layer. For growth below 375 °C, the bismuth content appears to be tending towards a limit of roughly 3.75 - 4%, which indicates that the desorption of bismuth atoms is negligible at this temperature, and that the bismuth incorporation coefficient is approaching unity.

The device grown at 365 °C shows an anomalously low bismuth content from both XRD and PL measurements. This device was grown 4th out of the total series of 10 devices, such that drift in the growth conditions over time is unlikely to be the cause of the low Bi incorporation. To obtain an unexpectedly low bismuth content, the growth temperature, growth rate, or arsenic flux could be higher than intended, or the bismuth flux could be lower than intended. From studying the saved growth recipe for this device, human error (e.g. entering the wrong temperature for a cell) was not to blame. Ultimately, this device does not fit the trend shown by the other devices, which highlights the narrow growth window and difficulty in reliably growing GaAsBi devices.

4.8.4 Integrated PL as a function of bismuth content

From figures 4.17 - 4.18, both the growth temperature and the bismuth flux affect the bismuth incorporation and the PL intensity. To better compare the effect of the growth conditions on the PL intensity, the integrated PL (IPL) is plotted against the bismuth content of the devices in figure 4.19. By comparing the devices in this way, the influence of the growth conditions can be independently investigated, such that
4.8. Photoluminescence spectroscopy

the growth conditions which give the brightest PL for the desired emission wavelength can be found.

The integrated PL was calculated by fitting the spectra as the sum of three Gaussian peaks corresponding to GaAs, GaAsBi, and dopant luminescence. This allows the calculation of the PL emission (intensity and FWHM) from the GaAsBi layer even when the spectrum is dominated by GaAs or dopant luminescence.

![Figure 4.19: Integrated photoluminescence as a function of bismuth content for both series of GaAsBi pin diodes with the device that is part of both series marked in both colours. The devices plotted in red were all grown at 375 °C with varying Bi BEPs, while the devices plotted in blue were grown at different temperatures with the same Bi BEP. The dashed lines are fits to the data.](image)

From figure 4.19, the integrated PL intensity decreases exponentially as the Bi content increases for both series of devices. However, the gradient of the decrease is much steeper for the devices grown at different temperatures (blue circles). Comparing the two devices containing 1.3% Bi (and also the two containing 2.2%), the device grown at higher temperature has significantly brighter PL emission. For a given Bi content, growth at higher temperature produces devices with a lower density of non-radiative recombination centres. These non-radiative centres are unlikely to be misfit dislocations as the devices are all fully strained, and are instead probably anti-site or interstitial defects. However, the precise identity of these defects is unclear. In [21] it was found that rapid thermal annealing at 600 °C completely quenches As$_{Ga}$ anti-site defects in GaAsBi. The same authors noted that no Bi$_{Ga}$ anti-site defects were present in their epilayers.

Note that the device grown at the lowest temperature (STG-3C, 3.51% Bi) has extremely weak PL (green line in figure 4.16) such that the uncertainty in its IPL is
much larger than for the other devices.

4.8.5 Spectral width of PL as a function of bismuth content

The FWHM of the GaAsBi PL peaks were calculated from the width of the Gaussian peak fit outlined above, and plotted as a function of the bismuth content, see figure 4.20.

![Figure 4.20: Dependence of PL FWHM on bismuth content, calculated using Gaussian fitting of the PL data](image)

The uncertainty in the PL FWHM is relatively large and estimated at ±5 nm. This is due to the presence of two other peaks in the spectra, and in some cases the weak PL from the GaAsBi layer. The FWHM of the device with 3.51% Bi (lowest blue circle in figure 4.20) corresponds to the green line in figure 4.16 with the emission being a weak shoulder on the dopant luminescence peak. Consequently the FWHM of this device is likely highly inaccurate. A repetition of this graph using electroluminescence should remove the uncertainty in the FWHM caused by the presence of other peaks.

The PL spectral linewidth of the other GaAsBi devices appears to be increasing with the bismuth content irrespective of the growth conditions or PL intensity. The incorporation of the bismuth atoms is probably introducing a large number of localised states near the valence band edge leading to a broadening of the FWHM [22].

The two devices with 1.3% Bi show a large difference in PL intensities. However, the density of bismuth-induced localised states near the band edge does not appear to be affected by the growth conditions since the two devices have similar FWHM values. This is also true for the two devices with 2.2% Bi. A broad distribution of localised states extending into the band gap will result in a slow decrease in the absorption
coefficient below the band gap \([16, 23]\), and more advanced growth methods may be necessary to reduce the PL line width of GaAsBi alloys to improve performance for multi-junction photovoltaics applications \([9]\). However, this result highlights the increase in FWHM that can be achieved using GaAsBi devices and is promising for the development of broadband light sources.

**4.9 Current–voltage**

The as-grown devices were fabricated into annular mesa devices with a common back contact. The dark current of the devices was measured as a function of bias voltage to compare the devices based on their growth condition. At least 5 mesas were tested on each device, and the one with the lowest dark current density was chosen for analysis, see figure 4.21. This was based on the rationale that there are several stages during growth and fabrication which could lead to a degradation of the mesa performance, but nothing that could improve its performance relative to others on the same wafer.

In most cases the forward dark currents show a small variability between mesas on the same wafer, and scale with area. Therefore, the dark current is dominated by bulk recombination and there is negligible recombination occurring at the surfaces on the side walls of the mesa. This is expected since the mesa is less than 1 \(\mu\)m tall and between 50 and 400 \(\mu\)m in diameter. The large aspect ratio of the device reduces the efficacy of the current spreading, as outlined in section 5.10.3 for a similar set of devices. One would expect the current spreading to improve if a thicker p-type layer were utilised. However, if the current spreading were too severe carriers would spread to the mesa side walls and recombine without reaching the i-region, as illustrated in \([32]\).

The exception was device STG-36 (grown at 385 °C with a bismuth content of 2.82%), which had a factor of two difference in dark current between the different sized devices in forward bias. The most likely reasons for this discrepancy are insufficient cleaning or too much/ too little annealing during the fabrication process. The discrepancy is unlikely to be related to the growth since this device has a reasonably low density of bismuth droplets (see figure 4.10).
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**Figure 4.21**: Dark current density as a function of bias voltage for GaAsBi pin diodes. Not all of the devices are plotted for clarity. The legend denotes the bismuth content and growth temperature of each device.

From figure 4.21, in forward bias the devices all exhibit diode-like behaviour, with ideality factors close to 2. This indicates that non-radiative recombination or recombination in the depletion region dominates the JV curves of the devices. The dark currents in forward bias generally increase with the bismuth content. At high forward bias the dark current of some of the devices is limited by series resistance (characterised by the line curving over at high forward bias) and/or the compliance limit of the source-measure unit (characterised by the flat section in forward bias at around $3 \times 10^{-1} \text{ A/cm}^2$).

In reverse bias, there is more variation between mesas on the same wafer, and not all the devices have dark currents that scale with area. In addition, several of the devices show a changing gradient in the dark current density, meaning that the dominant generation-recombination process is changing as a function of reverse bias. Low resistance paths, possibly at the edge of the mesa structures, probably have a large impact on the reverse dark currents.

To better investigate how the dark currents change as a function of the growth conditions, the reverse saturation current density ($J_{sat}$) of the diodes was used as a figure of merit for the device performance, see figure 4.22. Previous studies have shown that $J_{sat}$ is related to the dislocation density in strained MQW devices [24]. The Shockley diode equation was used to calculate $J_{sat}$, based on the forward bias data.
From figure 4.22, $J_{\text{sat}}$ increases exponentially as the bismuth content increases. However, the gradient of the increase is much steeper for the devices grown at different temperatures (blue circles) than for the devices grown with different Bi BEPs (red circles). Comparing the two devices containing 1.3% Bi, the device grown at higher temperature has a significantly lower $J_{\text{sat}}$. This is also true for the two devices with 2.2% Bi. This implies that growth temperature related defects have a greater impact than Bi related defects on the dark current of the devices. It is likely that the minority carrier lifetime is reduced for the diodes grown at lower temperatures due to a higher rate of defect assisted recombination. Therefore GaAsBi opto-electronic devices should be grown at the highest possible temperature.

4.10 Conclusion

A systematic series of GaAsBi pin diodes was grown using MBE with varying growth conditions. This allowed the influence of the growth temperature and bismuth content on the optoelectronic performance of the devices to be independently studied. The series of 10 devices represents the largest (to the authors knowledge) systematic study of GaAsBi devices grown under different conditions.

XRD measurements showed that growth at lower temperatures produces more uniform epilayers. This has implications for the growth of GaAsBi quantum well based
devices where highly uniform wells are desirable. There is evidence that the bismuth atoms are acting as a surfactant to smooth the GaAsBi surface immediately after growth, since the device grown with the lowest bismuth flux is inferred to have a rough upper surface due to the low prevalence of interference fringes in its XRD spectrum.

PL measurements showed that growth at higher temperatures produces GaAsBi devices with brighter luminescence, for the same bismuth content, most likely due to a lower density of GaAs temperature related defects. Higher bismuth content was also found to reduce the PL intensity, presumably due to an increased density of bismuth related defects increasing the non-radiative recombination rate. However, other authors have noted that the luminescence from GaAsBi layers typically increases with bismuth content up to around 4% due to enhanced carrier confinement and an increased surfactant effect of the bismuth atoms on the growth. The discrepancy suggests that the optimum temperature, to give the brightest luminescence, varies as a function of bismuth content, since the devices in this work were not grown under ideal conditions.

The FWHM of the PL was not affected by the growth temperature, implying that the density of bismuth-induced localised states cannot be reduced by growth at a higher temperature. This is an important result for the development of GaAsBi broadband light sources as it highlights that the inherently large FWHM is a material specific property due to the localised states, and not the result of badly optimised growth. However, this result may prove to be a downside for photovoltaic applications, where a sharp absorption edge onset is desirable.

JV measurements show a similar trend to the PL measurements, in that growth at a higher temperature results in devices with lower dark currents, for the same bismuth content. Likewise, the dark currents also increased as the bismuth content increased. Therefore, devices which exhibit intense PL generally have a low dark current.

Further measurements are needed to verify the nature of the defects that are present in the devices to reinforce these conclusions.
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Chapter 5

Growth and electroluminescence characterisation of GaAsBi/GaAs multiple quantum wells

5.1 Introduction

GaAsBi is a promising material for the growth of a 1 eV sub-cell for use in multi-junction photovoltaics. The incorporation of more than 50 wells is necessary to absorb enough light to achieve current-matching with the other sub-cells. Many previous studies into GaAsBi quantum wells have mostly focused on pseudomorphics structures with less than 11 wells. Previous work conducted in Sheffield by Richards et al. studied up to 63 strained quantum wells. However, the device performance was severely degraded by the presence of catastrophic strain relaxation and a loss of carrier confinement. To improve on the work by Richards et al., a systematic series of strained GaAsBi/GaAs MQWs with between 2 and 120 periods was grown using MBE. The devices have a much lower strain per period of the MQW, which should result in higher performance for the devices with large numbers of wells. A review of relevant GaAsBi quantum well devices will be given in section 5.2.

5.2 Review of previous GaAsBi MQWs

A review of studies into GaAsBi quantum well devices from the literature will be presented in this section. Reports of GaAsBi LEDs, including bulk structures, will also be given.

5.2.1 Growth studies

The growth of GaAsBi/GaAs double quantum wells were grown by Fan et al. [38]. The authors investigated how to grow uniform wells without growth interruptions by varying the bismuth flux.

Fuyuki et al. demonstrated the first growth of a GaAsBi MQW structure, using AlGaAs barriers [39]. Satellite peaks in XRD measurements confirmed the presence of a MQW structure, with between 3.5 and 5% bismuth incorporated in the wells.

Butkute et al. reported the growth of GaAsBi MQW structures with AlAs barriers grown at low temperature with MBE and migration-enhanced epitaxy [40]. The authors found that the AlAs barriers blocked Bi from diffusing out of the wells during annealing at 750 °C. The authors also reported the presence of Bi quantum dots in
the GaAsBi wells [41].

The growth of GaAsBi/GaAs MQWs was also investigated by Patil et al. [24]. The authors used different temperatures to grow the wells (350 °C) and barriers (550 °C), with 11 periods. This was done to reduce Bi segregation and increase the abruptness of the interfaces. PL was demonstrated at 10 K with the devices emitting at up to 1230 nm.

5.2.2 Optoelectronic studies and devices

Kopaczek studied the optical properties of GaAsBi/GaAs quantum wells using photoreflectance and PL [45]. The authors observed transitions between excited states in the wells confirming that GaAsBi/GaAs have a type I band alignment. The PL was dominated by localised states below 150 K, with an S-shape dependence of the PL peak wavelength on temperature.

The growth of a strain-compensated GaAsBi/GaAsP MQW device with 50 periods using MOVPE was reported by Kim et al. [36]. The PL peak of the device was at 1050 nm with 3.5% Bi incorporated. The device was tested as a single-junction solar cell.

Patil et al. demonstrated EL from an 11 period GaAsBi/GaAs MQW device [1]. Operation at 1230 nm was reported with injection current densities of up to 983 A cm\(^{-2}\). Temperature dependent EL measurements showed a S-shaped shift in the peak wavelength. This was attributed to localised states in the GaAsBi.

5.2.3 Review of series C GaAsBi/GaAs MQWs

The devices grown by Richards et al. (series C) are compared to the devices grown in this work. Therefore, the review of the literature concerning these devices is kept separate for clarity.

Growth and structural investigation

The growth of a systematic set of GaAsBi/GaAs MQW devices with MBE was reported by Richards et al. [20] [44]. The authors noted that the wells were much thinner than intended. This effect was attributed to the incorporation of Bi from a physisorbed surface layer that takes a finite time to accumulate. TEM analysis of the 54 well device showed dislocations at the upper and lower MQW interfaces corresponding to strain relaxation. This was supported using XRD analysis, which also showed that the 54 well device was tilted with respect to the substrate. Nomarski microscopy images also showed significant subsurface damage for the devices with strain relaxation. By comparison with InGaAs devices, it was determined that the onset of strain relaxation occurs at a similar strain-thickness product for GaAsBi.

Optoelectronic studies

The PL of the devices with 54 and 63 wells was nearly two orders of magnitude weaker than the rest of the devices and red-shifted by 56 meV. This was attributed to the strain relaxation and a loss of quantum confinement.
The dark currents and photovoltaic characterisation of the devices was reported in [32]. The dark currents were around 20 times higher than a comparable strain-balanced InGaAs/GaAsP device. The GaAsBi devices showed a much longer wavelength absorption edge than a strained InGaAs/GaAs device. However the absorption onset was more gradual than the InGaAs device. The GaAsBi devices also showed a significant increase in the photocurrent at reverse bias which indicated incomplete photo-excited carrier extraction.

The poor carrier extraction was explored in more detail in [13]. At 100 K, under illumination from a 679 nm laser the devices exhibited a stepped profile in IV measurements. It was theorised that the holes were trapped in the wells at zero bias due to the large valence band offset, relative to the conduction band offset. Therefore, electrons could easily escape while holes could not. This resulted in a charging of the i-region, screening of the built-in electric field, and a reduction of the depletion width. As the depletion region moved past each individual well the carriers were extracted, leading to the stepped IV curve. This conclusion was supported by quantum mechanical calculations of the electron and hole bound state energies and their thermal escape time from the wells. Consequently, the design of future GaAsBi MQW structures for photovoltaic applications will have to take into account the disparity in electron and hole escape times. The authors stated that the incorporation of indium or nitrogen into the wells could help to alleviate this issue.

**GaAsBi based bulk LEDs**

The operation of a GaAsBi LED emitting at 987 nm was shown by Lewis et al. [43]. The minimum injection current density reported by the authors was 50 Acm$^{-2}$. The device consisted of an intrinsic 50 nm GaAs$_{0.982}$Bi$_{0.018}$ layer with 25 nm GaAs cladding layers. This structure was embedded in a pin diode.

Richards et al. demonstrated bulk GaAsBi based LEDs grown using MBE with 6% Bi [42]. Emission was obtained at around 1200 nm using current densities as low as 8 Acm$^{-2}$. From temperature dependent EL measurements the authors concluded that there is a continuous distribution of Bi-induced localised states extending up to 75 meV into the bandgap.

### 5.3 List of devices

The GaAsBi quantum well devices grown in this work are named G2, G5, etc. The prefix “G” indicates the year of growth (2016), and the number represents the number of quantum wells.

Richards et al. grew a complementary set of GaAsBi/GaAs MQW in Sheffield [20], and this set of devices is used as a comparison. These devices are referred to as QW3, QW5 etc. in the literature, however in this work they are referred to as C3, C5 etc. to distinguish them more clearly from series G.

A summary of the devices studied in this chapter is given in table 5.1.
### Table 5.1: Summary of devices grown in this work (series G) and devices grown by R. Richards [20] (series C), which are used as a comparison. The number in the device names indicates the number of wells in the MQW stack.

<table>
<thead>
<tr>
<th>Device name</th>
<th>Number of wells</th>
<th>Nominal well thickness (nm)</th>
<th>Nominal barrier thickness (nm)</th>
<th>Grower</th>
</tr>
</thead>
<tbody>
<tr>
<td>G2</td>
<td>2</td>
<td>10</td>
<td>30</td>
<td>T. Rockett</td>
</tr>
<tr>
<td>G5</td>
<td>5</td>
<td>10</td>
<td>30</td>
<td>T. Rockett</td>
</tr>
<tr>
<td>G15</td>
<td>15</td>
<td>10</td>
<td>30</td>
<td>T. Rockett</td>
</tr>
<tr>
<td>G30</td>
<td>30</td>
<td>10</td>
<td>30</td>
<td>T. Rockett</td>
</tr>
<tr>
<td>G40</td>
<td>40</td>
<td>10</td>
<td>30</td>
<td>T. Rockett</td>
</tr>
<tr>
<td>G80</td>
<td>80</td>
<td>10</td>
<td>30</td>
<td>T. Rockett</td>
</tr>
<tr>
<td>G120</td>
<td>120</td>
<td>10</td>
<td>30</td>
<td>T. Rockett</td>
</tr>
<tr>
<td>C3</td>
<td>3</td>
<td>8</td>
<td>150</td>
<td>R. Richards</td>
</tr>
<tr>
<td>C5</td>
<td>5</td>
<td>8</td>
<td>97</td>
<td>R. Richards</td>
</tr>
<tr>
<td>C10</td>
<td>10</td>
<td>8</td>
<td>50</td>
<td>R. Richards</td>
</tr>
<tr>
<td>C20</td>
<td>20</td>
<td>8</td>
<td>22</td>
<td>R. Richards</td>
</tr>
<tr>
<td>C40</td>
<td>40</td>
<td>8</td>
<td>7.3</td>
<td>R. Richards</td>
</tr>
<tr>
<td>C53</td>
<td>53</td>
<td>8</td>
<td>3.4</td>
<td>R. Richards</td>
</tr>
<tr>
<td>C64</td>
<td>64</td>
<td>8</td>
<td>1.8</td>
<td>R. Richards</td>
</tr>
</tbody>
</table>

The nominal structures of the devices in series C and G are shown in figures 5.1 and 5.2, respectively.

**Figure 5.1:** Nominal growth structure of series C GaAsBi/GaAs MQWs grown by Richards et al. For the structure of the i-region, see table 5.1.
5.3. List of devices

From previously published work by Richards et al., devices C53 and C64 show a severe degradation of the PL intensity relative to the other devices [19]. These devices have thin barriers (3.4 and 1.8 nm, respectively), so the average strain per period of the MQW stack is large. In addition to the movement of dislocations to the lower interface of the MQW stack, these devices have also relaxed some of the strain through the generation of dislocations at the upper MQW interface [20]. It is also possible that there is a loss of carrier confinement in these devices which will further weaken the PL. The series C devices were reviewed in section 5.2.

The difference between the two series of devices can be visualised by plotting the average strain per period of the MQWs against the total thickness of the stack. The average lattice parameter per MQW period (< $a_{MQW}$>) can be calculated using equation 5.1.

$$<a_{MQW}> = \frac{t_b a_b + t_w a_w}{t_b + t_w}$$  \hspace{1cm} (5.1)

Here $t_b$ and $t_w$ are the well and barrier thicknesses, respectively, and $a_b$ and $a_w$ are their free standing lattice constants. The average strain $<f_s>$ can then be calculated using equation 5.2.

$$<f_s> = \frac{<a_{MQW}> - a_s}{a_s}$$  \hspace{1cm} (5.2)

Where $a_s$ is the lattice parameter of the substrate. It is possible to independently adjust the band gap and strain in the MQW stack by varying the parameters in equation 5.1. The average strain are plotted against the total thickness of the MQW stack for both series of devices in figure 5.3.
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5.4 Growth of MQW series G

The GaAsBi/GaAs MQW devices studied in this work were grown in January 2016 in an Omicron MBE-STM using n+ GaAs (001) substrates with a 0.1°offcut. The devices have a constant well and barrier thickness (nominally 10 nm and 30 nm, respectively), with between 2 and 120 quantum wells. The nominal structure of the devices is shown in figure 5.2.
Before growth of the MQW stack, the substrate was outgassed, had the surface oxide removed, and had an n-type GaAs buffer deposited. This procedure is discussed in more detail in section 4.3.1.

The MQW stack was grown inside the i-region of a pin diode structure to allow for electrical characterisation. The n-type, p-type, and undoped GaAs cladding layers were grown at 577 °C using As$_2$ [21] with an As:Ga atomic flux ratio of approximately 1.5:1 whereas the quantum wells and GaAs barriers were grown at 375 °C using As$_4$ [22, 23] with an atomic flux ratio of approximately 1.8:1. Note that due to the incorporation dynamics of As$_4$, only half the arsenic atoms can incorporate and this As:Ga flux ratio should result in a Ga-rich surface. However, this arsenic flux deficit was small enough, and the wells and barriers thin enough, that a Ga-rich RHEED reconstruction was not observed during the growth.

The p-type GaAs has a dopant concentration of 3x10$^{18}$ cm$^{-3}$, and the n-type GaAs has a dopant concentration of 2x10$^{18}$ cm$^{-3}$, calculated using separate doping control layers. The purpose of the 100 nm thick GaAs cladding layers was to prevent dopant atoms from diffusing from the n and p regions into the MQW stack.

The growth rate used in this work was 0.59 ML/s calculated using RHEED oscillations. The substrate temperature was kept at 375 °C during the growth of the barriers in contrast to [24] which used a higher temperature for the GaAs barriers.

The Bi BEP was 1.1x10$^{-7}$ mbar as measured using an ion gauge that was moved in front of the substrate. The Bi shutter was opened for 30 seconds prior to the growth of the first quantum well to build up a wetting layer of Bi on the surface [25]. The RHEED pattern subsequently underwent a transition from an As terminated c(4 x 4) to a Bi terminated (n x 3) reconstruction [26]. At this point, the Ga shutter was opened, and the RHEED pattern changed to (n x 1). The growth was paused for 30 seconds after the growth of each quantum well, and for 60 seconds after each barrier to allow the surface to anneal. Similar growth interrupts have been shown to improve the interface quality in GaAs/AlAs superlattices [27]. The devices underwent further annealing at 577 °C during the growth of the upper GaAs layers for around 1 hour, which included the time for changing the arsenic cracker temperature to produce As$_2$.

After the growth of the top p-type GaAs, a thin (<15 nm) p++ layer of GaAs was grown during which the Ga cell temperature was decreased by roughly 45 °C. This led to a decrease in the growth rate from 0.6 to 0.35 ML/s, and a corresponding increase in the dopant concentration. The purpose of this layer is to provide a highly doped region to which electrical contacts can be formed.

### 5.5 Nomarski microscopy

The as-grown surfaces were first analysed using Nomarski microscopy to observe the type of defects and to establish the presence of strain relaxation in the layers. Representative Nomarski images of the devices are shown in figures 5.4 to 5.10.
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Figure 5.4: Nomarski image of G2, at 10x magnification

Figure 5.5: Nomarski image of G5, at 10x magnification
Figure 5.6: Nomarski image of G15, at 10x magnification

Figure 5.7: Nomarski image of G30, at 10x magnification
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**Figure 5.8**: Nomarski image of G40, at 10x magnification

**Figure 5.9**: Nomarski image of G80, at 10x magnification
5.5. Nomarski microscopy

Device G2 (figure 5.4) shows a large number of scratch lines indicating that there is significant subsurface damage. However, it is unlikely that these lines are caused by strain relaxation as they are not orthogonal. In addition, these scratch lines are also present on the part of the wafer that was covered by the sample holding plate during growth (not shown in these images) indicating that the lines were formed before the substrate was placed in the MBE chamber. The most likely cause is over-aggressive cleaning of the substrate after the wafer was cleaved, specifically the use of a cotton bud to swab the surface. The cleaning procedure was changed to not use cotton buds after this effect was discovered.

The “horseshoe” shaped defects visible for devices G30, G40, and G80 (figures 5.7, 5.8, and 5.9) are also likely due to over-aggressive cleaning of the substrate. These defects appear to radiate out from a central point on the wafer (not shown in these images). After the previous cleaning procedure involving cotton buds was abandoned, the procedure was changed to spraying isopropanol onto the surface at high speed to try and remove the semiconductor dust that was left over from the cleaving process. It appears that this new cleaning procedure caused some damage to the substrate leading to the “horseshoe” shaped defects.

Devices G15 to G120 (figures 5.6 to 5.10) show an increasing prevalence of orthogonal lines indicating that strain relaxation is present in the devices. The density of these lines on the wafer does not appear to change with the number of wells, only their prominence.

From the Nomarski images, the devices show a varying density of droplet-like defects. To address the origin of the droplet-like defects, image thresholding was used to segment the images and allow automatic counting of the droplets, see figure 5.11.
Two approaches were used to segment the images: Otsu’s method and morphological image erosion.

Otsu’s method [28] assumes that the image contains two classes of pixels (droplets and the background in this case), and that the histogram of pixel intensities resembles a bi-modal distribution. However, this method is less effective for images where the contrast is low, and the background is not uniform, such as for G2.

The basis of image erosion is to use a “structure element” to roughly blur out features of a certain size (set by the user) to create a second image which is then subtracted from the original. The structure element was set as a disk of radius 7 pixels, roughly corresponding to the size of the droplets in the images. The result is an image showing the edges of the droplets in white on a black background. The downside to this technique is that the erosion does not completely remove the features from the images leading to a feature sometimes being counted twice by the computer.

A mixture of the two methods was used to analyse the density of the droplet-like defects in each image depending on the contrast and the uniformity of the background. A more thorough comparison of the two image thresholding techniques is beyond the scope of this work.

![Nomarski image of G120 segmented using Otsu’s method, showing the droplet-like defects as white features against a black background](image)

The density of droplet-like defects in each device was counted using Matlab, and is plotted in figure 5.12.
The density of droplets shows weak positive correlation with the number of wells, from figure 5.12. If there were no correlation, the droplet-like defects could potentially be caused by the incorporation of residual gas atoms into the growing epilayer with the density instead correlating with the vacuum pressure on the day of growth. Therefore, it is possible that the droplets are caused by the gallium cell spitting or by bismuth droplets forming on the growing epilayer. One would expect gallium droplets to have a longer surface lifetime than bismuth droplets due to the higher vapour pressure of bismuth at the growth temperature (375 °C). Due to the long annealing steps between growth of the wells and barriers, it is likely that the droplets are caused by the gallium cell spitting.

5.6 **X-ray diffraction**

A Bruker D8 Discover X-ray diffractometer was used to measure (004) $\omega - 2\theta$ scans of the MQW structures, and RADS Mercury was used to fit the data, see figure 5.13.
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Figure 5.13: XRD scans and simulations of the GaAsBi/GaAs MQW devices
From figure 5.13, the devices all show prominent satellite peaks caused by the periodic wells and barriers in the MQW stack. The GaAs peak at 0 arcseconds is sharp for all of the devices, indicating that the GaAs regions are high quality. The period of the MQW is similar for all the devices as the satellite peaks occur at roughly the same angle in all the scans. In addition, the splitting of the 0-order satellite peak from the substrate peak indicates that the average Bi content per period is also similar for all the devices.

Thickness fringes are visible for G2 and G5, however they are much weaker for the devices with 15 or more wells. The point at which these fringes become weaker correlates strongly with the Matthews-Blakeslee critical thickness 5.3. and the appearance of orthogonal lines in the Nomarski images. From [47] the onset of strain relaxation above the Matthews-Blakeslee critical thickness involves dislocations becoming mobile and moving to the bottom interface of the MQW stack. If the bottom interface between the MQW stack and the GaAs underneath becomes roughened due to a high density of dislocations, this should result in the loss of the periodic interference that causes the thickness fringes.

The FWHM of the -1-satellite peak initially decreases as the number of periods in the MQW increases from G2 to G30. However, from G30 to G120 the FWHM increases and the closeness of the fit calculated by the XRD simulation software gets steadily worse as the number of quantum wells increases. There are many possible reasons for this, with several options outlined in figure 5.14.

**Figure 5.14**: Possible Bi incorporation profiles. In all four cases shown here the MQW period and the average bismuth content per period is the same, meaning that the 0-order satellite peak should occur at the same angle in XRD measurements.

Firstly, the wells could be square and uniform with abrupt interfaces. As the number of wells increases, incomplete strain relaxation via dislocation mobilisation could be giving rise to a change in the lattice parameter in the growth direction. Strain relaxation is the most likely explanation for the broadening of the XRD satellite peaks as the MQW stacks are thicker than the Matthews-Blakeslee critical thickness 5.3. However, TEM measurements of GaAsBi/GaAs MQWs by Richards et al. show that misfit dislocations form at the lower interface of the stack rather than being spread
throughout it [20].

Secondly, the wells could be identical, but with each well containing a non-uniform bismuth content similar to that observed in [29]. In this case, the luminescence should be coming from the region with the highest bismuth content.

Thirdly, it is possible that there is a variation in the composition and thickness of the quantum wells, either across the entire wafer due to flux gradients in the MBE machine, or on a microscopic scale due to clustering of Bi atoms. The effect of this phenomena would be to “blur-out” the superlattice peaks, since the XRD measures a spot that is roughly 2mm across. This would result in several peaks in the PL spectra of each device (assuming the wells are all optically active). However, the devices all show a single (albeit broad) PL peak.

Fourthly, bismuth could be incorporating into the barrier. This would rely on a significant number of bismuth adatoms present on the surface when growing the GaAs barriers. The surface lifetime of bismuth atoms on GaAs is dependent on the surface temperature and the incident arsenic flux and species, and was measured as 800 s at 415 °C under an As$_4$ flux in [23].

Ultimately, several of these effects could be present in the devices to a certain degree. Cross-sectional TEM measurements would provide further information on the relative bismuth incorporation and well width, as well as direct imaging of misfit dislocations as in [20].

### 5.6.1 XRD fitting parameters for devices

The results of the XRD simulations are shown in table 5.2, with the devices modelled assuming that the wells in each device are identical and square. More complicated simulations involving modelling the devices as non-identical wells or by introducing strain relaxation were found to give an acceptable fit for devices G30 to G120. Unfortunately, the introduction of more fitting parameters in an already complicated structure is not ideal as this increases the uncertainty in each fitting parameter.

<table>
<thead>
<tr>
<th>Device</th>
<th>Bi content (%)</th>
<th>Well thickness (nm)</th>
<th>Barrier thickness (nm)</th>
<th>Period (nm)</th>
<th>Satellite peak FWHM (&quot;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G2</td>
<td>4.29</td>
<td>7.95</td>
<td>32.46</td>
<td>40.41</td>
<td>208</td>
</tr>
<tr>
<td>G5</td>
<td>4.46</td>
<td>6.62</td>
<td>32.46</td>
<td>40.41</td>
<td>92</td>
</tr>
<tr>
<td>G15</td>
<td>5.23</td>
<td>5.89</td>
<td>32.46</td>
<td>38.43</td>
<td>39</td>
</tr>
<tr>
<td>G30</td>
<td>5.28</td>
<td>6.13</td>
<td>31.36</td>
<td>37.38</td>
<td>50</td>
</tr>
<tr>
<td>G40</td>
<td>5.20</td>
<td>6.57</td>
<td>31.07</td>
<td>36.37</td>
<td>57</td>
</tr>
<tr>
<td>G80</td>
<td>5.45</td>
<td>5.35</td>
<td>32.30</td>
<td>37.38</td>
<td>56</td>
</tr>
<tr>
<td>G120</td>
<td>5.49</td>
<td>5.41</td>
<td>31.22</td>
<td>36.53</td>
<td>74</td>
</tr>
</tbody>
</table>

**Table 5.2:** Summary of the XRD fitting parameters calculated using RADS Mercury

From table 5.2, the wells are much thinner than intended (10 nm), which could be caused by a gradual onset of Bi incorporation, as seen in [1]. In addition, the barriers are marginally thicker than the nominal thickness (30 nm). However, the period of
the MQW is less than intended (40 nm) for all devices except G2, which is likely due to growth transients in the gallium cell resulting in a decrease in flux.

The bismuth content calculated by the software increases with the number of wells from 4.29 to 5.49%. It is unlikely that the bismuth content in the wells is increasing throughout each growth as more wells are deposited since this would result in multiple peaks in PL and EL (see section 5.10.1). Alternatively, if the devices with a greater number of wells have a significant degree of strain relaxation one would expect the zero-order diffraction peak to be shifted towards the substrate diffraction peak, and for the simulation software to calculate a higher bismuth content to shift the peak back to location observed in the measurement.

5.7 Photoluminescence spectroscopy

PL measurements were taken using a 532 nm CW laser operating at a power of 300 mW. This corresponds to a power density of approximately 120 W/cm$^2$ focused onto the device in a spot with a radius of roughly 250 µm. The PL spectra of a single quantum well test structure is shown in figure 5.15. This structure was grown without p-type doping in the upper GaAs layers, so could not be fabricated into a device for EL testing, and is not comparable to the devices with a greater number of wells.

![Figure 5.15: Normalised PL spectra of a single quantum well GaAsBi test structure using 120 W/cm² excitation at 532 nm](image)

From figure 5.15, the single quantum well test structure has a PL peak at 1043 nm with a FWHM of 68 nm. The peak at 870 nm is due to recombination in the GaAs layers.
The PL spectra of the MQWs with between 2 and 120 wells are shown in figure 5.16.

![PL Spectra](image)

**Figure 5.16**: PL spectra of the GaAsBi devices using 120 W/cm² excitation at 532 nm

From figure 5.16, the peak at 880 nm is a similar intensity for all the devices. This peak is likely dominated by recombination in the p-type GaAs layer rather than recombination in the GaAs barriers in the MQW stack. The band gap of GaAs corresponds to a PL emission wavelength of 869 nm at room temperature, and the observed difference could be due to a miscalibration of the monochromator. Alternatively, the laser could be heating the device by approximately 40 °C, calculated using the Varshni model of band gap temperature dependence [30, 31].

There is a weak and broad peak at approximately 1200 nm in all the spectra corresponding to recombination via dopant states in the GaAs layers.

The GaAsBi wells all show a single relatively broad PL peak between 1047 and 1077 nm with spectral widths between 62 and 73 nm. There do not appear to be any radiative transitions between excited states in the wells as there are no smaller peaks superimposed on the short wavelength side of the main peak. In addition, the fact that the devices are emitting a single PL peak suggests that the wells are uniform throughout the MQW stack. However, this does not preclude the possibility that the wells are non-square as the carriers in a non-square well should migrate to the region with the lowest band gap (highest bismuth content) before recombining.

The data plotted for G120 was taken at the middle of the device. However, there was a relatively large variation in the PL intensity and wavelength across this device in one direction. The PL peak wavelength of this device varied from 1062 to 1077 nm...
across the device (not shown). It is possible that the bismuth content or well thickness vary across this device, or due to a varying degree of strain relaxation across the device.

A summary of the parameters that can be extracted from the PL data are shown in table 5.3. The PL peak intensities are normalised to the weakest peak (G5).

<table>
<thead>
<tr>
<th>Device</th>
<th>Peak wavelength (nm)</th>
<th>Peak intensity (normalised)</th>
<th>FWHM (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G2</td>
<td>1047</td>
<td>1.07</td>
<td>63</td>
</tr>
<tr>
<td>G5</td>
<td>1050</td>
<td>1</td>
<td>68</td>
</tr>
<tr>
<td>G15</td>
<td>1053</td>
<td>1.07</td>
<td>66</td>
</tr>
<tr>
<td>G30</td>
<td>1060</td>
<td>3.23</td>
<td>68</td>
</tr>
<tr>
<td>G40</td>
<td>1049</td>
<td>4.23</td>
<td>68</td>
</tr>
<tr>
<td>G80</td>
<td>1049</td>
<td>3.63</td>
<td>67</td>
</tr>
<tr>
<td>G120 (middle)</td>
<td>1067</td>
<td>3.37</td>
<td>70</td>
</tr>
<tr>
<td>G120 (top edge)</td>
<td>1062</td>
<td>5.17</td>
<td>73</td>
</tr>
<tr>
<td>G120 (bottom edge)</td>
<td>1077</td>
<td>1.13</td>
<td>73</td>
</tr>
</tbody>
</table>

**Table 5.3:** Summary of the PL data for the GaAsBi/GaAs MQWs

From table 5.3, the FWHM of the devices shows no correlation with the number of wells. The normalised peak intensity is plotted as a function of the number of wells in figure 5.17.
From figure 5.17, the first three devices (G2, G5, and G15) have a similar PL peak intensity, however the intensity per well decreases rapidly. Between 15 and 40 wells, the PL intensity increases linearly. It is unclear why the increase in PL intensity starts after 15 wells. The devices with 15 or more wells display signs of strain relaxation in Nomarski microscopy images (see section 5.5). One would expect the presence of misfit dislocations formed by strain relaxation to attenuate the PL intensity. However, if the dislocations are all forming at the lower interface of the MQW stack, as in [20], and since the carriers are all being optically injected via the laser, the condition of the lower MQW stack interface may have a negligible impact on the PL. The increase in PL intensity after 15 wells could therefore be explained if the strain-relaxed layers have a higher radiative efficiency than the strained layers. Alternatively, the apparently constant PL intensity for 2 to 15 wells could be due to noise in the data.

The decrease in PL peak intensity after 40 wells is due to strain relaxation. In addition, the laser light is less likely to penetrate to the lower wells in the stack, and the light emitted from the lower wells is less likely to reach the surface. For example, photons emitted from the bottom QW of the stack in G2, G40, and G120 have a 99, 89, and 73% chance of reaching the top of the stack, respectively, assuming that 100% of the photons are transmitted through the GaAs barriers and that the absorption coefficient is around 5000 cm\(^{-1}\) for 1060 nm light in GaAs\(_{0.95}Bi_{0.05}\) [50].

### 5.8 Quantum well modelling and comparison with PL

The optical emission from the quantum wells can be modelled using the time-independent Schrödinger equation (TISE). Here it is assumed that the quantum well extends to infinity in the plane of the substrate such that the carriers are only confined in a single dimension. Therefore, the Schrödinger equation can be simplified into its 1-dimensional form, see equation 5.3. Applied to a quantum well, the wavefunctions form standing waves, and the energy eigenstates corresponding to the bound states may be calculated if the well width and band offsets are known.

\[
\frac{-\hbar^2}{2m^*} \frac{d^2\psi(z)}{dz^2} + V(z)\psi(z) = E\psi(z) \quad (5.3)
\]

Here \(\hbar\) is Planck’s reduced constant, \(m^*\) is the effective mass of the carrier, \(\psi(z)\) is the wavefunction of the carrier, \(E\) is the energy eigenstates of the carrier, and \(V(z)\) is the position dependent barrier and well potential energy for a carrier in a given band.

#### 5.8.1 Band offsets

The barrier height \(V(z)\) is defined relative to the GaAs conduction and valence band edges according to equation 5.4.

\[
V(z) = \begin{cases} 
V_0 & \text{when } z < -L/2 \\
0 & \text{when } -L/2 < z < L/2 \\
V_0 & \text{when } z > -L/2 
\end{cases} \quad (5.4)
\]

The three possible values for \(V(z)\) correspond to the carrier in the GaAs barrier above the well, in the well, and in the GaAs barrier below the well, respectively. \(L\) is the width of the well and \(V_0\) is the band offset between GaAs and GaAsBi in the conduction or valence band.
While the valence band maximum is widely thought to increase in energy relative to GaAs with bismuth incorporation, the behaviour of the conduction band minimum and the type of band alignment is still the subject of debate. Kudrawiec et al. observed transitions between the excited hole and electron states in a GaAsBi quantum well indicating a type I band alignment [2]. However, Patil et al. showed evidence for a type II alignment from low temperature PL measurements [1]. The nature and variation of the band alignment with bismuth incorporation heavily affects $V(z)$ and the calculated bound state energy levels.

In this work, it is assumed that the band alignment is type I, and the barrier heights are defined relative to the GaAs band edges as $V_{CB}^0$ and $V_{VB}^0$ for the conduction and valence bands, respectively, see equations 5.5 and 5.6, while the origin and calculation of these terms is described in more detail in section 1.2.2 [3–5].

$$V_{CB}^0 = \Delta E_{CB} x$$  \hspace{1cm} (5.5)

$$V_{VB}^0 = \frac{E_{Bi} - \sqrt{E_{Bi}^2 + 4xC_{Bi}^2}}{2}$$  \hspace{1cm} (5.6)

Here $\Delta E_{CB} = 2.3$ eV is the conduction band offset between GaBi and GaAs, $E_{Bi} = -0.4$ eV is the bismuth energy level, and $C_{Bi} = 1.65$ eV is the coupling energy between the bismuth level and the GaAs valence band maximum.

### 5.8.2 Effective mass approximation

For the boundary conditions, one would normally take the wavefunction $\psi$ and its derivative $d\psi/dz$ to be continuous at the edges of the well. However, in this case the effective masses of the carriers are different in the well and barriers [6] so that particle flux is not conserved across the boundary. To resolve this issue, the second boundary condition can be replaced with taking $\left(1/m^{*}\right)d\psi/dz$ to be continuous, known as the BenDaniel-Duke boundary condition [10]. This has no fundamental justification but gives bound state energies that agree relatively well with experiment [7, 8]. The drawback of this approximation is the introduction of ‘kinks’ in the wavefunction at the edges of the well [9]. The effective masses used in this work (taking GaAs$$_{0.95}$$Bi$$_{0.05}$$ as an example) are shown in table 5.4. The heavy hole and electron effective masses are similar for GaAsBi and GaAs and have a minor change with composition. However, the light hole effective mass in GaAsBi depends strongly on the bismuth content, and is much larger than in GaAs, reaching a value of 0.23 $m_e$ (2.8 times the value for GaAs) for 4-7% Bi [6].

<table>
<thead>
<tr>
<th>Material</th>
<th>$m_e^*$</th>
<th>$m_{hh}^*$</th>
<th>$m_{lh}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>0.063</td>
<td>0.51</td>
<td>0.082</td>
</tr>
<tr>
<td>GaAs$$<em>{0.95}$$Bi$$</em>{0.05}$$</td>
<td>0.063</td>
<td>0.45</td>
<td>0.23</td>
</tr>
</tbody>
</table>

**Table 5.4:** Effective masses used for calculating bound state energy levels in the GaAsBi/GaAs quantum wells, relative to the electron mass [6, 11]

### 5.8.3 Solution of Schrödinger equation using custom software

The full process showing the solution of the Schrödinger equation is not be given here as numerous derivations are available in the literature, see for example [12].
Matlab was used to write software to calculate the energy levels of the carriers in bound states taking the well width and bismuth content as inputs from the user, and interpolating the data of Maspero [6] to obtain the effective masses of the holes at the given bismuth content. The transcendental equations were solved graphically, and the software generated a plot of the band structure and bound state energies. By normalising the wavefunction, it is also possible to calculate the probability of the carriers being inside or outside the well. However, this is beyond the scope of this work: it was assumed that adjacent wells do not interact and the tunnelling of carriers between the wells is negligible due to the relatively thick barriers (30 nm).

5.8.4 Bound state energies in device G2

The Schrödinger equation was used to calculate the bound state energies for device G2 using the well width and bismuth content obtained from the XRD simulations ($L = 7.95$ nm, $x = 4.29\%$), see figure 5.18.

![Diagram showing the band structure (black) for one of the GaAsBi quantum wells in device G2 using the structural parameters from XRD simulations ($L = 7.95$ nm, $x = 4.29\%$). The bound state energies are shown for electrons (green), light holes (red), and heavy holes (blue).](image)

From figure 5.18, there are four heavy hole states, three light hole states, and two electron states bound inside the quantum well.

The state e2 is weakly bound in the well since the conduction band offset is small in GaAsBi. This state has a binding energy of $<1$ meV, which is much smaller than the thermal energy at room temperature ($k_B T = 26$ meV). In fact, this binding energy is so small that the e2 state may not exist. For example, if the model is adjusted to make the Bi content less than 4.1\% or the well thinner than 7.7 nm then only one electron
bound state would exist in the well. The uncertainty in the XRD fitting parameters is estimated at ± 0.25% for Bi content, and ± 0.4 nm for the well width. Therefore, there is unlikely to be a significant electron population in state e2, even under high injection conditions, and transitions between e2 and other states can be neglected.

The binding energy of the e1 state is 65 meV, which is a factor of 2.5 times larger than the carrier thermal energy at room temperature. However, a small proportion of the electrons will still be likely to thermally escape the well since the range of energies in the thermal distribution is large. A loss of electron confinement would weaken the GaAsBi luminescence, and could result in recombination between electrons in the GaAs and confined holes in the GaAsBi at the edges of the wells.

The lh1 and hh1 states are nearly degenerate (<1 meV energy difference) such that the ground state transition is likely a mix between e1 → hh1 and e1 → lh1. Although seven hole states exist, the hole population in the excited states will typically be negligible under all but the highest injection conditions when the ground state population approaches the density of states. The lifetime of holes in the excited states is probably much shorter than the radiative lifetime so that the holes quickly relax to the ground state. Therefore, the probability of radiative recombination between e1 and the excited hole states is negligible compared to recombination between e1 and hh1/lh1. This is before considering that the e1 → hh2/lh2 transition is impossible in an infinite quantum well, since it violates one of the selection rules for transitions in an infinite quantum well, namely that the change in quantum number of the two states involved must be zero [8]. However, this selection rule is relaxed for the case of a finite quantum well, such that the transition is merely extremely unlikely rather than impossible.

The theorised dominance of the ground state transition in light emitting applications is supported by the presence of a single peak from the QWs in PL and EL measurements. However, transitions involving excited hole states are detectable using absorption and photocurrent measurements, as shown by Richards et al. in [13].

A contour plot of the ground state transition energy was generated by running the Matlab script in a loop across a range of well widths and bismuth contents, see figure 5.19. Due to the large increase in the light hole effective mass in GaAsBi, the lowest energy inter-band transition varies between e1 → hh1 and e1 → lh1 depending on the bismuth content. Therefore the smaller of the two is taken as the ground state transition at each point.
Figure 5.19: Contour plot of the dependence of the ground state transition energy in a GaAsBi/GaAs QW on the well width and bismuth content. The contour labels denote the transition energy. The red circle indicates the measured well width and bismuth content for G2 from the XRD simulation ($L = 7.95 \text{ nm}$, $x = 4.29\%$, see table 5.2). The black line is the contour corresponding to the measured ground state transition energy of G2 from PL (see 5.3), which has been highlighted for clarity.

From figure 5.19, the ground state transition energy varies as a function of the well width and bismuth content. In general, a higher bismuth content corresponds to a lower ground state transition energy. In the limit of thick wells (>20 nm), the confinement energy asymptotically tends towards zero and the transition energy approaches the bulk band gap of the GaAsBi. As the well thickness decreases, quantum confinement increases the ground state transition energy. There is a small kink in the contours at low well thicknesses and high bismuth contents (most noticeable for the black line at 9% Bi and 2 nm wells), which could be caused by the ground state transition switching from $e_1 \rightarrow hh_1$ to $e_1 \rightarrow lh_1$. Note that for thin wells with a low bismuth content, the band offsets will be insufficient to confine the carriers (particularly electrons in the conduction band) at room temperature.

In theory, the red circle corresponding to the measured structural parameters of the well should lie on the black line corresponding to the observed PL peak energy. In reality, there is a discrepancy between the ground state transition energy calculated using the 1D-TISE (1.174 eV) and the experimental PL data, (1.182 eV). The predicted ground transition energy was calculated using the 1D-TISE for all of the MQW structures based on the XRD fitting parameters, and is plotted in figure 5.20 against the measured PL peak energy.
5.8. Quantum well modelling and comparison with PL

From figure 5.20, the devices all have a similar ground state transition energy from PL (approximately 1.18 eV) with the possible exception of G120 (1.16 eV). Since the devices were grown in a random order to eliminate the influence of source fluxes drifting over time, this is further evidence that the wells are relatively consistent between devices. Alternatively, the wells in separate devices could have completely different Bi content and thicknesses and, through coincidence, still have the same ground state transition energy (see figure 5.19). However, it is highly improbable that all the devices could have a similar ground state transition energy through coincidence.

For the case of G2 and G5, the TISE calculations have an excellent agreement with the PL data. However, for the devices with 15 or more wells there is worse agreement between theory and experiment which corresponds to the point at which the MQW stack exceeds the critical thickness, see figure 5.3.

If the strain in the layers is so large that dislocations are being generated [48] [47], the resulting strain relaxation could lead to a red shift of the ground state transition energy, as in [19]. However, the opposite is observed. The PL data are all blue shifted relative to the TISE calculations. G120 is possibly an exception to this as the theory has a reasonable agreement with the PL data indicating that the presence of strain relaxation might be starting to red-shift the PL although the magnitude of the red-shift is much smaller than that reported by Richards for devices C54 and C63.
Alternatively, it is possible that the XRD fitting parameters used for the TISE calculations are inaccurate due to the influence of strain relaxation via dislocation mobilisation. From figure 5.13, the XRD fitting gets less accurate for devices with 15 or more wells. This introduces a large uncertainty in the bismuth content and thickness of the wells. In figure 5.20, the error bars for the TISE calculations assume the uncertainty in the bismuth content is $\pm 0.25\%$ for G2 and G5, and $\pm 0.5\%$ for the devices with 15 or more wells. The uncertainty in the well thickness is the 95\% confidence bound calculated by the fitting software, which increases with the number of wells (values ranging between 0.1 and 1.1 nm). When considering these error bars, the agreement between the theory and experiment is better. These error bars are likely an underestimate of the uncertainty in the transition energy as they do not consider any uncertainty in the band offsets or effective masses of the carriers.

Since the 1D-TISE calculations are consistently underestimating the ground state transition energy, it is likely that the XRD fitting is underestimating the well thickness and/or overestimating the bismuth content when strain relaxation is present in the MQW stack. Therefore, it is likely that the devices all contain between 4 and 5\% bismuth.

### 5.9 Current – voltage

The as-grown devices were cleaved, with one quarter fabricated into mesa structures with annular top contacts and a common back contact. The dark currents of the devices were measured as a function of bias, see figure 5.21.
From figure 5.21, the devices all exhibit diode characteristics. However, the devices are severely affected by series resistance resulting in the forward dark currents "turning over". At least 7 mesa structures were measured on each device and the forward bias dark currents scale with area for all of the devices (within a factor of 2.2 at +0.4 V). Device G120 shows an increasing dark current and a less prevalent series resistance with smaller devices. The ideality factors of the devices are between 1.97 and 2.25 and show no correlation with the number of wells. The ideality factors of devices G80 and G120 are 2.4 and 2.3 respectively although this has a large uncertainty due to the series resistance.

The forward dark currents of the diodes do not appear to vary based on the number of wells. This is unusual, since from the ideality factor of the diodes one would expect defect-assisted recombination in the depletion region to be dominating the dark current. As the density of the defects is proportional to the volume of material available for recombination (i.e. the number of wells), there should be strong correlation between the saturation current density and the number of wells[37].

The reverse bias dark currents are generally higher for the thinner devices. Since the electric field strength scales with the thickness of the i-region the carriers can be extracted more easily in the thinner devices. However, the reverse bias dark currents do not scale closely with area, with around a factor of 5 variation in the dark currents of different sized devices at -3 V.

5.10 Electroluminescence

5.10.1 EL of all GaAsBi/GaAs MQWs using constant current

The EL spectra of the GaAsBi devices (series G) was measured using a custom-refitted SPEX 1871b monochromator, using Matlab software with an Arduino single-board computer to control the stepper motor inside the monochromator, see figure 5.22. The previous set of GaAsBi MQW devices grown by Richards in Sheffield (series C) was also tested to examine the effect of strain on the EL emission, see figure 5.23. The two sets of devices were measured on the same day with the same settings so that figures 5.22 and 5.23 are directly comparable. Three 200 µm radius devices were selected at random from each device for testing, and the emissions compared to quantify the variation in wavelength and intensity across the wafer. The typical variation between the three mesa structures tested on each wafer was ±10% for the intensity (from the standard error of the mean), and ±5 nm for the peak wavelength.
From figure 5.22, the EL of the devices all show a broad peak in the wavelength range 1050-1070 nm. There is no visible peak at 870 nm when the data are viewed on a linear ordinate scale indicating that there is negligible recombination in the GaAs barriers. The intensity of the emission increases with the number of wells up to G40, except for G30 which has the weakest emission of the series. After G40, the EL intensity decreases with increasing well number. The spectral width of all the devices are between 70 and 76 nm.
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From figure 5.23, the series C MQWs are slightly brighter up to 40 wells than the series G devices grown in this work, with similar spectral widths between 72 and 76 nm. This is disappointing since series C were grown in 2012, four years prior to series G, although the two series were nominally grown at similar temperature (375 °C vs 380 °C). However, the wafer temperature is difficult to compare due to the 4 years between growth of the two series. The difference in emission intensity is likely due to higher material quality in the wells in series C. Given the results of chapter 4, that growth of GaAsBi at a higher temperature produces layers with brighter PL and lower dark currents, it is likely that series C was grown at a moderately higher temperature using a higher bismuth flux, closer to the temperature-limited growth regime. Although the p-type layer in the series C devices is twice as thick as for series G, both series suffer from poor current spreading.

The devices C54 and C63 have significantly weaker EL emission of around an order of magnitude lower than the other devices. The FWHM of these two devices is 90 and 114 nm respectively. The peak emission is also red shifted to around 1115 nm, which is consistent with PL measurements by Richards et al. [19].

5.10.2 Comparison of both series of GaAsBi MQW devices and the implications for GaAsBi MQW photovoltaics

To better compare the two series of MQWs, the integrated EL (IEL) signal can be plotted as a function of the number of wells. Due to unfortunate planning by the author, the devices were designed to have a different nominal well thickness (10 nm for series G, and 8 nm for series C), so the well number cannot be directly used to compare the series. However, the strain-thickness product considers differences in
well thickness, barrier thickness, and bismuth content in the MQW stack making it a better metric to compare the two series, see figure 5.24. The strain thickness product is defined as the magnitude of the average strain in the MQW stack multiplied by the total thickness of the stack.

From figure 5.24, the dependence of the IEL on the number of wells is clearer. For series G (blue circles), the IEL increases linearly up to G40 (128 %nm) before decreasing for G80 and G120. G30 (105 %nm) shows anomalously low performance (compared to its IPL, see figure 5.17).

Devices G80 and G120 show much brighter EL emission than C54 and C63, despite containing a greater number of (nominally) thicker wells. This is likely due to the lower average strain in G80 and G120 and is promising for PV applications, implying that more than 50 wells can be incorporated without a significant loss of performance.

However, from solar cell characterisation reported by Richards et al. in [33], device C63 has a high power conversion efficiency. This is due to the red-shift of the absorption edge caused by strain relaxation allowing more of the solar spectrum to be absorbed and the carriers extracted despite the large density of misfit dislocations.

To improve upon the PV performance of C63 for future GaAsBi based devices, the absorption edge of the quantum wells must be extended towards 1 eV without strain relaxation occurring. This is challenging for a pseudomorphic structure as the wells ideally need to be >10 nm to prevent the confinement energy from blue-shifting the absorption edge and must have a high bismuth incorporation >7%. Such a structure
would have a relatively low critical thickness, and to incorporate >50 wells with a band gap of 1 eV, strain balancing may be necessary. The two most likely options are either incorporating nitrogen into the wells to form a GaAsBiN/GaAs MQW, or by incorporating phosphorus into the barriers to form GaAsBi/GaAsP [35, 36]. The electrons should be more strongly confined in both structures such that their thermal escape time should be closer to that of the holes in the valence band. This should prevent the incomplete carrier extraction and charging of the i-region observed in [13].

5.10.3 EL microscopy

During electrical testing of the devices, a camera was used to align the top probe tip onto the mesa structure. Direct imaging of the EL is possible if the camera is sensitive to the wavelength of the emission. The monochrome silicon camera used in this work (Quantalux CS2100M-USB) has a relatively low external quantum efficiency of approximately 2% at 1050 nm. A collage of EL microscopy images taken at an injection current density of 20 A/cm² is shown in figure 5.25.
Figure 5.25: Collage of microscope images showing EL of GaAsBi/GaAs MQW devices using 20 A/cm². The shadow of the top contact probe tip is visible in the bottom middle of each device, and its effect on the EL intensity is neglected. The shadow of the gold contact shows up as the black “eyeball” inside the circular mesa. Device G30 is not considered for this analysis due to its anomalously low EL intensity relative to the other devices.

From figure 5.25, the emitted EL is easily visible using a monochrome silicon camera despite the low EQE of the camera at the emission wavelength. The emission from
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devices G2, G5 and G15 is mostly coming from close to the gold contact pad showing poor current spreading. This is due to the relatively thin p-type GaAs region. If the current is spreading randomly through the structure, carriers are not likely to get close to the centre of the mesa since it has an extremely large aspect ratio (the p-type region is 0.3 µm thick, while the device has a 200 µm radius). Devices G40 and G80 appear to have better current spreading indicating that it continues in the i-region. Normally, an LED would be designed to have a thick (approximately 5 µm AlGaAs) window layer to enhance the current spreading, or an n-type GaAs current blocking layer above the i-region to stop current from passing through the mesa underneath the contact pad. In addition, a grid contact pattern could be used instead of the annular mesa pattern to shorten the distance that the current must spread out.

The consequence of the poor current spreading is that the current density varies across the device. The region where the current density is highest (under the contact pad) will produce the majority of the EL output. However, this light cannot escape the device due to the opacity of the gold contact and is reflected into the device where it can either be re-absorbed in the i-region or scattered off the rough bottom surface of the substrate. The current density in the part of the device that is visible (the annular window) is much lower than the quoted value.

The EL images also show a varying degree of dark lines in the mesa structures, which correlate strongly with the Nomarski microscopy images (see section 5.5) showing strain relaxation. From the high density of dark lines in the image of G120, dislocations are clearly having a major deleterious effect on the EL emission.

5.10.4 Current dependent EL of device G40

Current dependent EL measurements were taken using the brightest device (G40), with the results plotted in figure 5.26.
From figure 5.26, the EL intensity increases rapidly with the injection current. However, by 48 A/cm$^2$ the brightness is not increasing as quickly, and the peak is starting to red-shift. This suggests that the device is starting to heat up. Additionally, the FWHM of the emission increases from 68 nm at 0.8 A/cm$^2$ to 75 nm at 48 A/cm$^2$. A shoulder peak at 880 nm corresponds to recombination in the GaAs barriers, and is 280 and 430 times weaker than the central peak at 8 A/cm$^2$ and 48 A/cm$^2$, respectively.

To better investigate the integrated emission as a function of the injection current, a silicon power meter was used to measure the power output of the device. The power meter has a function that allows the user to set the wavelength of the measured light to account for the varying sensitivity of the photodiode. This introduces a large uncertainty into the power measurement since the EL spectrum is broad, and the photo-response of the silicon photodiode is changing rapidly over the range of wavelengths emitted by the device.

The power meter head was placed close to the device under test, and the solid angle occupied by the photodiode as viewed from the device was calculated to quantify the emission intensity in units of Watts per steradian, see figure 5.27. The power meter reading was also recorded with the current turned off to give a background reading which was subtracted. Note that the current densities given in the plot are too high due to the poor current spreading.
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From figure 5.27, the EL intensity increases super-linearly from 0.1 to 10 A/cm², indicating that a mix of radiative and non-radiative recombination processes are present in the device. Above roughly 20 A/cm², the gradient changes to nearly 1. One might assume that this could be due to the non-radiative recombination centres in the device becoming saturated, with radiative recombination dominating thereafter. However, from figure 5.26, the EL peak starts to red-shift at the highest current densities. This, coupled with the fact that the test ended after 120 A/cm² when the device failed, likely means that the change in gradient is due to device heating, and not radiative recombination becoming dominant. This conclusion could be verified using a pulsed current source with a low duty cycle, which would allow the device to cool between pulses.

5.10.5 Comparison of GaAsBi EL with InGaAs MQW

To assess the suitability of GaAsBi for use in near infrared LEDs, the brightest MQW device grown in this work (G40) is compared to a state-of-the-art strain balanced InGaAs/GaAsP 65 well device grown for photovoltaic applications. A description of this device is given in [49]. In addition, the EL of the brightest (in terms of PL intensity) bulk (95 nm thick) GaAsBi device from chapter 4 (STG-38) is also included in the comparison. This device (STG-38) contains 1.3% bismuth and is one of the brightest GaAsBi epilayers grown in Sheffield. All three devices were fabricated with contacts that have the same annular mesa structure.

Note that none of these devices were specifically grown as LEDs meaning that the EL signal could be improved using a variety of growth and fabrication steps, e.g. by the inclusion of a distributed Bragg reflector, current blocking layer, or grid contact
Despite being grown for solar cell testing, the InGaAs device does have two design advantages for EL testing over the GaAsBi devices. Firstly, the use GaAsP barriers for strain balancing is expected to increase the EL signal by a factor of two [18]. Secondly, the use of a p-type layer that is 600 nm thick compared to the 300 nm in the GaAsBi devices will improve the current spreading. The boost to performance given by the enhanced current spreading is difficult to quantify, but an enhancement of up to 2x could be expected from the ratio between the p-type layer thickness in the two devices.

The EL spectra of the three LEDs are plotted in figure 5.28.

From figure 5.28, the InGaAs device has a central wavelength of 940 nm. On the short wavelength side of the peak, two shoulder peaks can be observed at 880 and 905 nm. These peaks are likely caused by transitions between excited states in the quantum wells. The bright emission and narrow FWHM of 21 nm are the result of highly optimised growth conditions.

Coincidentally, the GaAsBi bulk device has a similar central wavelength of 940 nm, with a FWHM of 45 nm. The peak emission from this device is around 50 times...
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weaker than the InGaAs device. Due to the larger spectral width the IEL of this device is around 22 times weaker.

Device G40 has a longer wavelength peak at 1065 nm due to its higher bismuth content, and a FWHM of 68 nm. The peak emission of this device is roughly 100 times weaker than the InGaAs device and 2 times weaker than the GaAsBi bulk device despite emitting at a longer wavelength. The IEL of this device is a factor of 29 and 1.3 times weaker than the InGaAs and GaAsBi bulk devices, respectively. The GaAsBi devices have significantly broader emission than the InGaAs due to a large number of bismuth induced states near the valence band edge [46].

However, after considering the design advantages of the InGaAs device (strain balancing and thicker p-type layer for current spreading), its IEL is likely between 7.5 and 15 times that of device G40. The InGaAs device has a similar ideality factor (1.95) [33] to G40 (1.97), so that repeating the measurement using a different current density should not favour either device.

Overall, the GaAsBi devices show broad luminescence that is slightly less intense than a comparable InGaAs device. However, with future optimisation of the material quality and the use of an LED specific growth structure and contact pattern the performance could be increased significantly.

The brightest GaAsBi MQW device grown in this work (G40) has a peak radiant intensity of 11 µW/sr measured at the front of the wafer. Most of the light cannot be usefully coupled out of the device at present due to photons emitted in the wrong direction (towards the substrate), or due to total internal reflection from the top surface. The growth of a distributed Bragg reflector under the i-region could increase the radiant flux by up to a factor of 4 [34]. A surface mounted epoxy lens would help to reduce total internal reflection and to focus the light. The use of strain-balancing with GaAsP barriers or nitrogen incorporation in the wells could lead to a further increase of up to a factor of two in the radiant flux [18].

The LED optimisations discussed above could lead to a GaAsBi device with a surface-emitted radiant flux around 0.1 mW/sr. Further improvements in the radiant flux should be possible with improvements in the quality of the GaAsBi, for example by growth at a higher temperature.

We note that using the 200 µm radius devices for EL power measurements is not a fair comparison due to the poor current spreading in both devices. Using the smallest devices (25 µm radius) is a better comparison, and results in the InGaAs/GaAsP device having an output power around 3-4 times larger than the GaAsBi device [51].

5.10.6 Suitability of dilute bismides as an OCT light source

Since GaAsBi LEDs have significantly broader emission than comparable InGaAs structures (see figure 5.28), the incorporation of bismuth into a super-luminescent LED for a broadband light source could be useful for OCT imaging, either by incorporation into an existing design such as [17] to produce InAsBi quantum dots, or by designing a device with different GaAsBi quantum wells using figure 5.19. In addition, the use of InGaAsBi or GaAsBiN for the wells would increase the conduction band offset and the electron confinement energy enabling interband transitions
between excited states for a further increased FWHM.

We note that the PL FWHM of the single quantum well GaAsBi test structure is 68 nm (77 meV) (see figure 5.15). For comparison, single quantum dot layers reported in [15] have a FWHM of between 39 and 49 nm (30 and 44 meV, respectively). The GaAsBi single quantum well device has FWHM that is between 38 and 74 % larger than that of a comparable InAs QD layers.

The devices in this work with more than 1 well have FWHM values of 70-76 nm since they were grown to be as uniform as possible. The relatively small increase in FWHM throughout the series of devices show the degree of uniformity that can be achieved using GaAsBi wells, and bodes well for controlling the growth of future devices with different well thicknesses and bismuth contents for broadband emission.

By using dilute bismide semiconductors the emission from each well or transition could be broadened, potentially allowing for a broader overall emission spectrum that is closer to Gaussian in line shape, leading to low cost light sources for higher axial resolution in OCT imaging.

5.11 Conclusions

A systematic series of strained GaAsBi MQW structures with different numbers of wells were grown using MBE. The devices had a lower average strain per period that previous devices grown in Sheffield by Richards et al. [20].

Nomarski microscopy images showed a low density of droplet defects and an increasing prevalence of cross hatch lines indicative of strain relaxation. XRD measurements showed satellite peaks corresponding to the periodic MQW structure. The satellite peaks were broader for the devices with more wells which was probably caused by a combination of strain relaxation and non-square wells.

The PL spectra of the devices showed broad peaks at around 1050 nm with FWHM values of around 70 nm. Quantum mechanical calculations using the Schrödinger equation showed an excellent agreement with the observed ground state transition energy from PL.

JV results showed that the dark current of the devices scaled with the size of the mesa structure in forward bias. However, the agreement in reverse bias was slightly worse. The forward dark currents of the devices did not scale with the number of wells. The reason for this is not understood.

EL spectra of the devices showed a similar peak wavelength and FWHM to the PL measurements. The devices were compared to the series grown by Richards et al. [20] as a function of their strain-thickness product. The 120 well device grown in this work showed more intense EL than the 63 well device grown by Richards. This is promising for the development of GaAsBi for photovoltaic applications as more
than 50 wells can be incorporated without degradation of the performance associated with strain relaxation. The EL emission of the brightest device increased superlinearly with the injection current density indicating that non-radiative recombination via defects was dominant in the device. This device was compared to a highly-optimised strain-balanced InGaAs/GaAsP device to gauge the maturity of GaAsBi for optoelectronic devices. The GaAsBi device had an output power that was around 29 times weaker. However, the GaAsBi device had significant current spreading issues which, if resolved, would result in a more favourable comparison.

The applicability of GaAsBi LEDs as a broadband light source for OCT was discussed. A single quantum well GaAsBi test structure had a PL spectrum that was significantly broader than the FWHM of InAs quantum dot based LEDs with a single layer of dots from the literature. Since the emission from GaAsBi quantum wells is broader than InGaAs wells and InAs quantum dots, the construction of a light source with a significantly broader overall emission spectrum should be possible. Such a device could include several GaAsBi wells with different thicknesses, bismuth contents, or utilise transitions between excited states in the wells to achieve a broader emission spectrum.
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Chapter 6

Summary, conclusions, and future work

6.1 Summary

A systematic series of 100 nm bulk GaAsBi pin diodes were grown using MBE. The as-grown devices were characterised using Nomarski microscopy, XRD, and PL. The devices were fabricated into mesa structures with metal contacts and the dark currents were measured. The growth conditions were correlated with the structural and optoelectronic properties of the devices.

Strained GaAsBi/GaAs MQW pin diodes with a varying number of wells were grown using MBE. The as-grown devices were characterised using the same techniques as the bulk diodes. The devices were also characterised using EL and compared to a previous set grown in Sheffield.

6.2 Conclusions

Growth of bulk GaAsBi layers at higher temperatures was found to result in brighter PL and lower dark currents for a given bismuth content. However, XRD measurements showed the presence of epilayer inhomogeneity in the devices grown at high temperatures. Despite the inhomogeneity the growth of future GaAsBi epilayers should be performed at the highest possible growth temperature. This temperature will be different depending on the desired bismuth incorporation, since the growth of high bismuth content alloys is difficult at higher temperatures as the bismuth atoms segregate out of the bulk more readily and form into surface droplets.

The devices grown in this work with more than 40 wells showed improved performance compared to the previous set of diodes grown in Sheffield. This was attributed to a lower strain per period in the MQW stack and is promising for photovoltaic applications. From EL microscopy images and XRD the thicker devices are still heavily affected by strain relaxation. The PL and EL peaks of the devices are around 1050 nm, with FWHM values of around 70 nm. The emission wavelength of the strained GaAsBi MQWs show the great potential for band gap engineering that is possible with bismide alloys, when compared to a state-of-the-art strain-balanced InGaAs/GaAsP device that emits at 940 nm.

A light source operating around 1000-1050 nm with a large spectral width is desirable for OCT imaging. The band gap engineering capability and broad emission caused by bismuth induced localised states make GaAsBi a promising material for...
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an OCT light source. The FWHM of the LEDs grown in this work is much greater than that of comparable InGaAs quantum well and InAs quantum dot based designs, for the same device complexity. The output power of the GaAsBi layers grown in this work may be sufficiently intense for use in an OCT system when grown as part of an optimised LED structure.

6.3 Future work

For the development of GaAsBi as a light source for OCT, the EL power output and the FWHM of the overall emission spectrum need to be increased.

For improving the EL intensity, based on the conclusions of chapter 4, one would ideally like to increase the growth temperature of the active region to reduce the density of temperature related growth defects. However, this may lead to the incorporation of a lower bismuth content due to the surface segregation of bismuth atoms during growth at higher temperatures. This will blue-shift the emission wavelength and reduce the density of localised states, and hence reduce the FWHM of the luminescence. To achieve the target emission wavelength the well would have to be made thicker, which will reduce the radiative recombination rate in the well.

On the other hand, decreasing the growth temperature would allow the bismuth content to be higher, with a thinner well to blue-shift the emission wavelength back to 1000-1050 nm. A thinner quantum well would increase the electron and hole wavefunction overlap and increase the radiative recombination rate in the well. However, if the bismuth content is increased above approximately 4.5 % the density of bismuth related defects will likely greatly increase the non-radiative recombination rate.

Therefore, the trade-off between growth temperature, bismuth content, density of localised states, and radiative efficiency in the well should be modelled to find the optimum parameters for the quantum well. The output power of future LEDs could be greatly increased by incorporating the GaAsBi active into an optimised LED structure, featuring a distributed Bragg reflector, strain balancing, a thick current spreading layer, optimal dopant concentrations, and an LED specific contact pattern. Alternatively, the LED could be fabricated as an edge-emitting super-luminescent diode.

For improving the FWHM of the overall emission, since most of the band gap change in GaAsBi occurs in the valence band there is also scope to vary the material in the wells and barriers to achieve stronger electron confinement, enabling transitions between excited states in the wells to obtain a broader emission spectrum. There are a number of approaches which would lead to larger conduction band offsets in the well, e.g. GaAsBi/AlGaAs, InGaAsBi/GaAs, GaAsBiN/GaAs, and GaAsBi/GaAsP. The software written in this work to calculate the bound state energies could be further developed to include these options, with the results used to design future growth runs. It is possible that by combining several of the well and barrier material options the emission wavelength, number of excited state transitions, and the splitting of the excited state transitions from the ground state could be independently tuned to give the broadest possible emission spectrum with a high radiative efficiency. Due to the relatively high uniformity of the quantum well grown in this
work, the growth of future MQW devices with different wells thicknesses or bismuth contents should prove highly controllable.