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[bookmark: _Toc5652857]Executive Summary
Accurate predictions of the atmospheric properties are of paramount importance for many engineering applications, such as wind turbine wakes. The simulations of the atmospheric boundary layer (ABL) is a big challenge due to the fact that, with an exception of the ground boundary, it does not have any physical borders (e.g. such as flows in pipes) and consequently reasonable distances from the geometry of interest must be taken. The simulation of the flow near the ground also is challenging because, usually, ground consists of anomalies such as small vegetation, various sized stones etc. which renders impossible the simulation of it.
Another big challenge in ABL simulations for both RANS (Reynolds Averaged Navier – Stokes) simulations and LES (Large Eddy Simulations) is the maintenance of inflow conditions throughout the computational domain. The streamwise distance of the computational domain can be of the order of magnitude of many kilometers, especially in wind farm simulations, and consequently huge distortions of the inlet profiles may occur. A fully developed inlet profile must be imposed at the inlet and be maintained throughout the domain, at least for a uniform roughness terrain.
While the problem appears to be similar for both RANS and LES, the treatment is far different due to the different nature of RANS and LES approaches. RANS deals with average quantities and the problem with the maintenance of the inlet quantities is a boundary condition and turbulence modeling problem. LES on the other hand, does not include any extra equations (for the resolved part of the flow), consequently the maintenance of the inlet properties appears to be only a boundary condition problem. However, it is not only a boundary condition problem but the way that the turbulence is generated at the inlet plays a vital role, as well as the grid resolution, which makes the situation even more complicated.
This thesis is specialized in the simulations of the surface layer of the neutral ABL in both RANS and LES and interactions of the properties of the neutral atmosphere with wind turbine wakes are investigated. Modifications to various RANS models are considered to make the models be mathematically consistent with the properties of neutral atmosphere in order to successfully simulate the neutral ABL by eliminating any streamwise gradients within the empty domain. Then, the adequacy of the modified models is investigated for the simulation of 2 different small wind turbine wakes. Finally, the problem of the inflow generation with synthetic methods for the simulation of the surface layer of the ABL is presented for LES. Periodic boundary conditions are employed to overcome this difficulty along with an extension of a shear stress boundary condition at the upper boundary of the domain in order to maintain the turbulence within the domain. The results of the proposed models show good agreement when compared with available measurements and also improvements when compared with other models found in the literature, especially in the far wake region of the wind turbines as they have the correct recovery of the wake for 2 different wind turbines for various different inlet conditions. 
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	Strain rate 
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[bookmark: _Toc5652862]1.1.1 Energy in general
In the civilized world, energy has become an integral part of our lives and has been considered as a basic product for the survival of humanity. During the last century, the demand of energy has increased many thousand times in Europe and North America [1].
However, nowadays, while in Europe it appears that the energy consumption does not appear to increase, or even sometimes decreases, over the last years [2], this is not the case for developing countries, e.g. China and India. Indeed, in developing countries the energy consumption per capita is relatively low; however, the total energy consumption due to their increasing population and development is increasing dramatically.
Energy production can be divided into two sections: Energy for domestic or industrial use and for transportation. Even today, the largest percentage of the total produced power is derived from conventional fuels, such as coal and oil, for both transportation and domestic or industrial use, despite the vast discoveries and innovations of more “environmental friendly” energy resources.
However, this situation in energy policies is changing gradually. Energy derived from the so-called renewable energy resources has become an integral part of many countries, especially in Europe. One of the most important reasons for this conversion to renewable energy resources is that fossil fuels are limited. Many oil and coal fields have been depleted and many others have been located many kilometers deep inside the Earth, so it is not economically viable to extract them, since oil price is dependent on the global stock market. As a result, mainly the price of oil, but more or less all conventional fuels, has increased dramatically during the last few years. Another important reason for the increase of energy derived from renewable energy resources has to do with public health. Fossil fuels produce many byproducts, such as NOX, SOX, CO and particulate matter, which are the most common air pollutants. Also, during the last few years, even CO2, is considered as a pollutant for many countries as it is accused of increasing the average temperature of the Earth; the global warming. Finally, the European Commission imposes more and more strict laws regarding these emissions and manufacturers who do not comply with these regulations are faced with fines which are becoming more and more expensive year-by-year.
Many advances in technology have emerged in order to reduce these emissions, including three way catalytic converters and particulate filters for cars which consume gasoline and diesel, respectively, electrostatic precipitators for coal power stations, efficiency engines for all types of internal and external combustions engines which implicitly reduce the emissions since they consume less fuel, hybrid technology automobiles, which take advantage of the kinetic energy of the car and it recovers a part of this energy when the car decelerates, etc.
Integration of renewable energy resources in transportation is not easy to implement, and this is mainly due to the restrictions of the size, shape and mass of the vehicle. For example, it is not feasible to install a wind turbine on an airplane or automobile. However, this is not the case for energy production for domestic or industrial use, where there is more freedom of choice in the size and shape of the production unit.
There are various types of renewable energy resources. The most common, and most widely used today, are solar and wind power, hydroelectricity, biomass, geothermal power, wave power and nuclear power. Undoubtedly, the most efficient and productive of all is nuclear power but also it is the most dangerous of all. There are many scientists who do not consider nuclear power as a renewable energy resource. Despite the advances in technology, possibilities of an accident do exist and most of the time, these accidents can be fatal not only for the workers in the power station but also for nature and neighboring countries.
[bookmark: _Toc5652863]1.1.2 Wind energy – historical review
People have been taking advantage of wind since ancient times. Wind mills have been used firstly as early as 200 BC in Persia and China to pump water from the ground and to mill grain [21]. Also, wind was the source of energy for ships in Egypt to cross the river Nile for centuries [3]. The first appearance of wind turbines in Europe was within the middle ages. However, it wasn’t until the middle of the 20th Century when people have widely used wind turbines for power generation. The first European country who took seriously the wind energy was Denmark. Denmark, by the end of the 19th Century, had an estimated produced power from wind turbines of approximately 30MW. However, during the 20th Century, the interest toward wind energy has been eliminated due to the abundance of cheap conventional fossil fuels and due to the commencement of World War 1 (Evans et al., 2009). In the USA, the first massive application and development of wind turbines dates back to the 19th Century where their main usage was to extract water from the ground for domestic and agricultural purposes. Also, when the first oil crisis occurred, the government in collaboration with industry developed further the existing wind turbines and created large scale wind turbines to increase the power production. However, due to a new legislation on taxes, the interest for wind energy was withdrawn from the USA and further development continued in Europe during the 1980’s [3].
[bookmark: _Toc5652864]1.1.3 Types of wind turbines
The closest distinction between wind turbines is by the position of their rotors relatively to the ground. There are horizontal and vertical axis wind turbines. These two types of wind turbines are depicted in Figures 1.1 and 1.2.
[image: ]
[bookmark: _Toc5653010]Figure 1.1: A typical horizontal axis 3 blade wind turbine [4].
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[bookmark: _Toc5653011]Figure 1.2: A typical vertical axis wind turbine [5].
The horizontal axis wind turbines dominate the wind industry nowadays. Their biggest advantage over the vertical ones is that they can produce more power from a given surface area (footprint). Their most important drawback is that they are more demanding from a structural point of view because they carry heavier loads. However, due to the advances in the technology of materials, this problem has been partially solved and horizontal wind turbines can be considered safe nowadays [6].
[bookmark: _Toc5652865]1.2 Background and motivation
There are two ways to study and treat various scientific and technological problems. The most accurate, conventional and ancient way is through experimental measurements which have dominated over the last few centuries. The main problem of experimental devices is that they are often quite expensive and in many cases the laboratory conditions differ from the actual ones to a great extent (e.g. scale problems). Finally, the imposition of experimental devices in the area of interest in order to measure explicitly any variable of interest distorts even slightly the variables and may give false readings. For example, if a Pitot tube is placed in a wind tunnel to measure the velocity of a given area, it inevitably distorts the area around the Pitot tube as well as the area downstream of it.
Another way to study these problems is via theoretical models. The main problem of these methods is that almost all problems of interest in science and engineering are multidimensional and nonlinear. Consequently, analytic solutions exist only in rare cases. Therefore, the computational solution of the theoretical problems by using appropriate numerical methods which solve approximately, but with great accuracy under the appropriate circumstances, the equations that govern the problem, is recommended. The mathematical equations that are employed to define the vast majority of problems in nature, as well as in engineering, e.g. airplane and automotive aerodynamics, combustion problems, physical and chemical processing problems, weather forecasting problems etc., do not have analytic solutions. The computational solution leads to a cheaper and sometimes more reliable treatment in all of these cases. The computational treatment of these problems becomes more and more prevalent as the computational power increases.
Numerical methods analyze in depth the theoretical and mathematical framework which is required to treat the problems mentioned above through techniques and methods of solving the basic categories of differential equations which describe the general conservation principles of mass, energy and momentum in a developing in time and space physical or chemical system. The oldest and simplest numerical method that is applied to solve partial differential equations by transforming them into algebraic ones is the finite difference method. The method of finite elements was introduced a few years later and is mainly applied in structural engineering. The main problem with the finite element method is that it does not accurately treat the nonlinear terms. The finite volume method, a variation of the finite difference method, is one of the most ingenious methods for discretizing the differential equations which describe a fluid flow field and was scrutinized by Patankar (1980) for fluid flows as well as for heat transfer applications and is used by many commercial software. In particular, the Navier – Stokes equations, along with the continuity equation, the energy equation and 2 equations of state, are discretized and solved numerically in order to describe the physics of the problem and to quantify all of the unknown variables. This analysis, which is more complex than it appears, is called Computational Fluid Dynamics (CFD). Additional equations may be introduced when the flow is turbulent, which is the case in most engineering applications and physical phenomena.
CFD techniques, and in general numerical methods, were developed many years ago. However, due to the limitations of computational resources, they were studied mainly for academic purposes and they had not been used for industrial purposes because industry requires results as quickly as possible. Nevertheless, with the increase of computational power nowadays, CFD is successfully widely used for industrial applications along with experimental investigations.
Taking all the above into consideration, the experimental study of scientific and engineering problems, as long as the experimental devices are expensive and the whole experiment setup is carefully considered, is more reliable in general than numerical solutions. On the other hand, the numerical treatment of these problems is more time consuming depending on the nature of the problem, but at the same time cheaper. The only cost involved is the software licenses and HPC facilities. Also, depending on the application, there are cases, especially when the application can be treated as a steady state problem, where even a simple personal computer suffices to give accurate solutions which reduces the total cost to a great extent. Finally, with the improvement of computational power regarding memory and frequency, the numerical solutions are becoming more and more reliable and are used widely by the industry and academics nowadays and possibly they will replace in the future the experimental studies of various physical phenomena and engineering applications to a great extent.
[bookmark: _Toc5652866]1.3 Problem statement
One of the vast applications of CFD is the simulation of the ABL. Accurate results for the ABL are of vital importance for many applications such as weather forecasting, pollutant dispersion, building ventilation as well as for wind farms that are to be constructed in specific regions. It is generally known that wind flow is driven by pressure differences throughout the Earth, which are caused by temperature differences, which are caused by the different angles of attack of the sunlight, due to the almost spherical shape of the Earth. Consequently, the atmospheric boundary layer does not have any physical boarders, such as in pipe or channel flows, so artificial boarders have to be implemented in order to simulate a specific region, and to separate the region of interest from the region far away from it. The correct implementation of the inlet boundary condition is very important, as it is the boundary condition that drives the flow. Due to the transient nature of the flow, the implementation of the inlet boundary condition for LES is not as straightforward as in and should be carefully considered in order to obtain realistic and reliable results. In particular, since the ABL flow is always highly turbulent, the inlet boundary condition should represent a fully turbulent and developed ABL. Unfortunately, the fluctuations of the velocity components, which characterize the turbulence, cannot be created automatically and if they are not imposed somehow in the inlet of the domain, the velocity profile would look like a laminar profile. These fluctuations need many characteristic lengths downstream of the inlet to be created and this renders the simulation practically impossible as it would require an immense number of elements. Consequently, the correct implementation of the inflow data is of paramount importance for the simulation of the ABL in order to obtain accurate detailed data throughout an existing region, within a sensible time frame, for any application (e.g. installation of a wind farm or weather forecasting).
There are 2 different approaches to the problem of inflow data for LES. The first way is to obtain these data from existing libraries. These libraries can be obtained theoretically from experimental data; however, it is practically impossible to measure so detailed data throughout a surface for a long period of time. Another way to obtain these data is by performing another simulation prior, or concurrently, with the main simulation; often called in the literature as the precursor simulation. In this new auxiliary computational domain, periodic boundary conditions are implemented and data from a perpendicular to the flow plane somewhere in the middle of the domain are extracted every time step and imposed at the inlet of the main computational domain. The main problem with this method is related to the required computational time because it requires increased computational resources to perform 2 simulations and also problems with the storage may arise since data have to be stored in each time step of the precursor simulation. Also, this method is inadequate for spatially evolving flows (flows that are not fully developed) as well as for flows with non-uniform roughness terrains (Klein et al., 2003).
A way to overcome the problem with spatially evolving flows is by employing the recycling/rescaling method. According to this method, the data at a plane perpendicular to the flow a few characteristic lengths away from the inlet are mapped back to the inlet with some modifications to account for the boundary layer growth (Jarrin et al., 2006).
Another method to produce inflow data for LES is through mathematical functions. Evolving turbulence in time can be created by the stochastic methods and random functions taking as input only the average values of the solution obtained from RANS or experimental results. The main problems of this method is that the divergence free condition most of the times is not satisfied. The divergence free condition should be always satisfied because there is no creation or destruction of mass throughout the computational domain and thus may lead to unrealistic and non-converged results. While the divergence free condition is partially solved according to some publications, but the problem with unrealistic turbulence persists. Mathematical functions may create something that “looks” like turbulence but it is something fictitious, not a real turbulent profile given by experimental data or numerical simulations (Smirnov et al., 2001).
Finally, another method to overcome the turbulence creation problem at the inlet is to replace the inlet – outlet boundary conditions with periodic ones and this is the way adopted in the present thesis for LES. The turbulence created by this way gives a realistic turbulent flow, such as in the precursor simulation explained earlier, but the main problem with this method is that it cannot be used in all applications. It can be used only when the geometry of interest is repeated (e.g. wind farms with consecutive installed wind turbines) because the “inlet” condition is essentially the outlet of the computational domain. However, for wind turbine wake simulations it can be used if, a relatively large domain in the streamwise direction is used, because the distortion of the inlet regarding the velocity profile and turbulent kinetic energy is relatively small in relation to other applications such as flow around buildings (Porte – Agel et al., 2011).
On the other hand, the RANS approach also has its own problems. Since it is based on average quantities, it does not have the problem of the inflow turbulence generation at the inlet of the computational domain like in LES but the maintenance of the inlet quantities such as the velocity, turbulent kinetic energy (or even the Reynolds stresses if a second order closure model is employed) and eddy dissipation rate is problematic because the models are not mathematically consistent with the inlet conditions which characterize the ABL, and also due to the “non – existent” boundaries of it. Consequently, modifications on various RANS models are performed to make them mathematically consistent with the inlet properties of the computational domain. Also, the ABL is driven by geostrophic winds and the imposition of a free stress boundary condition at the upper boundary leads to unrealistic results, consequently the upper boundary is treated accordingly to maintain the inlet profiles along the domain.
Finally, contrary to LES, the successful simulation of the neutral atmosphere with the RANS approach does not necessarily mean that the model is appropriate for the simulation of wind turbine wakes. Every turbulence model performs well for a wide or narrow range of applications and this is the reason why many turbulence models exist in the literature. Consequently, further modifications of the already modified turbulence models are performed to make them successfully simulate both the neutral atmosphere and wind turbine wakes.
All in all, the present thesis is specialized in devising methods to maintain the turbulence levels, as well as all primitive variables, in some first or second – order closure RANS model and LES in atmospheric flows. The maintenance of all flow variables within an empty domain, along with the correct recovery of the wake for simulations of wind turbine wakes are of paramount importance because the wake region of a single turbine becomes the inlet condition of any downstream wind turbine and correct predictions for the velocity and turbulent kinetic energy are important for power output predictions and structural damage of the wind turbines.
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[bookmark: _Toc5652868]Theory
This chapter describes briefly the equations that govern the physical problem along with the theory behind the concept of CFD.
[bookmark: _Toc5652869]2.1 Governing equations
The physics of the problem is described mathematically by partial differential equations. Newton’s second law states that the rate of change of momentum of a fluid particle is equal to the sum of forces on the particle. Mathematically it is described as (Versteeg and Malalasekera, 2007):
	
	(2.1)



From the first law of thermodynamics, it is known that the rate of change of energy of a fluid particle is equal to the rate of heat addition to the fluid particle plus the rate of work done on the particle. This statement can be expressed as:

	
	(2.2)



where  and  are the total energy and heat transfer defined as, respectively:
	
	(2.3)



	
	(2.4)



The system of equations is not yet closed because the unknowns outnumber the equations. In order to overcome this problem, two equations of state can be implemented by the assumption of the physical system is in thermodynamic equilibrium. These equations of state can link the variables introduced above:
	
	(2.5)



	
	(2.6)



In the special case of the existence of the perfect gas, equations (2.5) and (2.6) are transformed as:
	
	(2.7)



	
	(2.8)



Finally, since the problem is not characterized by chemical or nuclear reactions, another equation can be derived from the conservation of mass:
	
	(2.9)



and this is also called as the continuity equation. With an exception of the viscous stresses, which are examined in the next paragraph, a system of 7 equations with 7 unknowns has already been derived. For a 3 dimensional flow on a Cartesian coordinate system the unknowns are the density, 3 velocity components, pressure, temperature and energy.
Almost all fluids are isotropic. To be more precise, all gases and most liquids are isotropic. A few liquids may show anisotropic behavior but this is beyond the scope of this PhD thesis and liquids are not examined here. The viscous stresses can be expressed as functions of the linear deformation rate (or strain rate) of the velocity components. This is expressed mathematically as:
	
	(2.10)



In a 3 – dimensional flow on a Cartesian coordinate system, there appear to be 9 components of the strain rate, of which 6 of them are independent for the case of isotropic fluids because  for  . 
For the case of Newtonian fluids, the viscous stresses are proportional to the deformation. This statement is expressed as:
	
	(2.11)



The term  is the dynamic viscosity and it relates the stresses to the linear deformation rate. For compressible flows, however, apart from the linear deformation rate, the volumetric deformation rate also exists so the final expression for the viscous stresses is:
	
	(2.12)



The term  is the bulk viscosity to relate the viscous stresses with the volumetric deformation rate. The bulk viscosity is unknown, consequently, the Stokes hypothesis is used:
	
	(2.13)



The Stokes hypothesis was made more than one and a half centuries ago and is still questionable. However, despite the fact that it was long time ago, no better solution was found to overcome this difficulty and experiments show good agreement with his assumption. At this point, equilibrium of the number of equations and unknowns is achieved, so the system of equations is closed and theoretically can be solved.
[bookmark: _Toc5652870]2.2 Simplifications
All liquids can be considered as incompressible under normal operating conditions. Compressibility effects of liquids are visible when pressures of the order of magnitude of hundreds of bar are involved which cannot be found almost anywhere in nature and in engineering applications. For instance, the density of water changes less than 5% at a pressure of 100 bar [25]. Gases on the other hand are compressible; however, when relatively low velocities occur, compressibility effects can be neglected without significantly affecting the accuracy of the obtained results. Engineers have specified this limit to be . When the velocity magnitude of the gas takes place up to this limit, the estimated error in the results can be considered as negligible and the system of equations derived in the previous section can be simplified and the computational time can be reduced to a great extent. For atmospheric flows, especially when the whole ABL is examined, significant differences in the density with the height occur due to the fact that the upper layers of the atmosphere act toward the Earth due to the gravity. However, in higher elevations the air’s density decreases because the weight of the air becomes less intense. Also, significant variations in temperature occur due to the lower pressures that prevail in higher altitudes. For the atmospheric flows that are examined throughout the present PhD thesis, the velocities that occur are far smaller than the specified limit above, and also due to the fact that it is focused on low rise buildings and small wind turbines, consequently only a small fraction of the ABL is examined, variations in density and temperature are essentially negligible and they are omitted. Finally, the gravitational force is omitted due to the very small density of the air in relation to liquids.
Taking all the above into consideration, the continuity along with the Navier – Stokes equations are simplified as follows:
	
	(2.14)



	
	(2.15)



This system of equations (2.14) – (2.15) consists of 4 equations and 4 unknowns for a 3 – dimensional flow in a Cartesian coordinate system. All that is needed is the discretization of the equations to convert them to algebraic equations and solve the resulting system of algebraic equations, along with a set of appropriate initial and boundary conditions. This procedure is called direct numerical simulation (DNS). A very accurate method but at the same time very time consuming, especially for high Reynolds numbers, and so far is mainly used only for academic purposes for small Reynolds numbers. The most significant problem with DNS is that it requires an extremely refined numerical grid along with a very small time step in the simulations which makes simulations practically impossible to be completed within a reasonable timeframe. The reason for this requirement has to do with turbulence. Turbulence is characterized by random and rapid fluctuations of the primitive variables in time and space. In order to capture these fluctuations, very small in size cells must be created, which increases the total number of grid cells. Many authors have specified the number of grid cells according to the value of the Reynolds number (Davidson, 2004). The number of grid points should be at least . In this case, taking into account that the Reynolds number for atmospheric flows is at the order of magnitude of millions, the required grid resolution would be at the order of magnitude of  cells, which is prohibited.
[bookmark: _Toc5652871]2.3 Reynolds Averaged Navier – Stokes Approach
A remedy to this problem lies in the RANS approach firstly introduced by Osborn Reynolds (White, 2008). Reynolds, instead of employing the instantaneous quantities of the primitive variables, introduced their mean values over the time domain. For clarity, Figure 1 depicts the history of the instantaneous values of the u velocity component of a turbulent flow on a fixed specified location, for a Cartesian coordinate system.
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[bookmark: _Toc5653012]Figure 2.1: Illustration of the mean and fluctuating part of the velocity of a turbulent flow [41].
Consequently, any instantaneous value of u velocity component can be divided into its averaged value and its fluctuation. The mean value of u velocity component is defined as:
	
	(2.16)



The fluctuation can be defined as the deviation of the instantaneous u velocity component from its mean value:
	
	(2.17)



The same concept applies to any of the primitive variables.
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In general, the instantaneous values of the primitive variables are functions not only of time but also of space.
The mean value of any fluctuating variable at a fixed location for a time independent application is equal to zero:
	
	(2.21)



Applying these relations into the continuity and Navier – Stokes equations and apply the averaging process described in Section 2.2, the equations (2.14) – (2.15) take the following form:
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This procedure introduced the new quantities  which are called Reynolds stresses and at this point are unknown, so the system of equations is not yet closed. The system of equations is closed based on Boussinesq hypothesis. Boussinesq introduced the concept of the eddy viscosity (Wilcox, 2010). As in laminar flows, where the viscosity is analogous to the shear stresses, the eddy viscosity should be analogous to the mean velocity gradient, so the momentum transfer between these turbulent eddies can be modeled with this eddy viscosity concept. For incompressible flows, this concept is summarized in the following formula:
	
	(2.26)



The only extra unknown that has to be calculated is the eddy (or turbulent) viscosity, which is calculated from turbulence models. The turbulence modeling concept is analyzed in the following section.
[bookmark: _Toc5652872]2.4 Turbulence modeling
The vast majority of flows encountered in nature and engineering are turbulent. Turbulent flows are characterized by random, rapid and non-predictable fluctuations of the primitive variables, unsteady and highly dissipative and consist of eddies of various sizes. Figure 2.2 represents the energy spectrum of turbulent flows.
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[bookmark: _Toc5653013]Figure 2.2: Turbulent kinetic energy distribution for a turbulent flow as a function of wavenumber [10].
The three distinguishable regions (a), (b) and (c) are called the energy containing range, inertial sub-range and viscous range, respectively. The energy containing eddies gain energy from the mean flow and cascade them into smaller scales. This is an ongoing process from the larger to the smaller scales. The smaller eddies should be in a state where the rate of energy they gain from the larger scales should be equal to the rate of energy which is dissipated into heat, as there are not any smaller scales to cascade into them any energy (Wilcox, 2010). Kolmogorov made the assumption that there must be some medium sized eddies where the cascade process is independent of the large and small eddies, so their energy should be a function only of their size and dissipation of energy. This is called the Kolmogorov’s -5/3 law. On dimensional grounds, for the inertial sub-range region, he concluded that:
	
	(2.27)



Although this law is of little use in classical turbulence modeling, it is of paramount importance in LES (Wilcox, 2010).
[bookmark: _Toc5652873]2.4.1 The standard k – ε model
There are various turbulence models in the literature and many of them are available in commercial CFD software. There are zero, one and, the most common of all, 2 equation turbulence models. These models are called first – order closure models. As it was stated in Chapter 1, turbulence modeling takes place because the turbulence cannot be resolved since it requires an extremely refined numerical grid. Instead, mathematical equations are employed to consider the diffusion of the flow which is caused by the various turbulent length scales. Turbulence modeling uses the idea of Osborn Reynolds about the averaging process over the time. One of the oldest and the most common 2 equation turbulence model flows is the standard k – ε model (Launder and Spalding, 1972) and it is suitable generally for free shear flows (Menter, 1994). It has been used extensively for environmental flows (Kim and Boysan, 1999) including buildings (Hooff et al., 2017), pollutant dispersion (Tominaga and Stathopoulos, 2012) and wind turbine wakes (Crespo et al., 1999; Kasmi and Masson, 2008; Laan P. et al., 2015; Simisiroglou et al., 2016). It uses one equation for turbulent kinetic energy and one equation for the turbulence dissipation. It is a semi empirical model as the equation for the eddy dissipation rate is highly empirical in nature (Chen and Kim, 1987). The two equations, for unsteady compressible flows are:
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 is the turbulence production and is expressed as follows:
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 is the effect of buoyancy and is expressed as follows:
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 is a correction for compressible flows and is expressed as follows:
	
	(2.32)



Finally, the equation of the dynamic eddy viscosity is given by:
	
	(2.33)



The model constants are given the values , , ,  and .
Modifications and improved versions of the standard k – ε model have been developed over the years such as the realizable k – ε (Shih et al., 1995) and the RNG k – ε (Orszag et al., 1993). Generally, improvement of the results has been shown in many applications, while in other cases the results have been proven to be the same or worse, depending on the application and therefore the problem appears to be an application and constant dependent problem.
[bookmark: _Toc5652874]2.4.2 The standard k – ω model
Another common 2 equation model is the k – ω model firstly introduced by Wilcox (Wilcox, 1988). As a general rule, the drawbacks of the family of k – ε models regarding its poor performance in flows with strong adverse pressure gradients are minimized with the k – ω model. Instead of the eddy dissipation rate, it uses the eddy frequency as second variable. In particular, the eddy frequency is defined as:
	
	(2.34)



The equations of the standard k – ω model are as follows:
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The length scale in this model is defined as:
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The eddy viscosity is:
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where
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The production terms for the turbulent kinetic energy and specific dissipation rate, respectively, are defined as:
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where
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and
	
	(2.43)



The dissipation terms for the turbulent kinetic energy and specific dissipation rate, respectively, are defined as:
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where
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The model constants are , , , , , ,  and .
As in the case of the standard k – ε model, modifications to the standard k – ω model have been reported in the literature. Wilcox (Wilcox, 1998) has introduced an improved version of the model and also another very popular model is the k – ω SST (Shear Stress Transport) model (Menter, 1994).
[bookmark: _Toc5652875]2.4.3 The Reynolds – stress model
There are many applications, especially in highly turbulent flows with significant body forces, where the Boussinesq assumption for isotropy is not valid and the Reynolds stresses are very poorly represented by the relationship (2.26). A remedy to this problem lies into the Reynolds Stress Model (RSM) originally proposed by Launder et al. (1975). In this particular model, a transport equation for every Reynolds stress is solved along with the Navier – Stokes and continuity equation and/or the energy equation along with one equation for the eddy dissipation rate. The simplest of all Reynolds stress models is the linear pressure strain model and the exact equations of the model are the following:
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where:
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The terms , ,  and  need further modeling because they cannot be explicitly solved. These terms are modeled as follows:
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where  is the speed of sound:
	
	(2.66)



The modeling of the pressure strain term is quite challenging and in the literature many different models have been developed. The simplest of all in the linear – pressure strain model developed by Gibson and Launder (Gibson and Launder, 1978). According to this sub – model, the modeling of the pressure – strain term is as follows:
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 and  are constants given the values of  and .
For reasons that are explained later, the linear – pressure strain model will not be used in the present thesis. Instead, the quadratic pressure strain model is used. The quadratic – pressure strain model originally proposed by Speziale et al. (Speziale et al., 1991) models the pressure strain as follows:

	
	(2.70)



The Reynolds stress anisotropy tensor is:
	
	(2.71)



Finally, a similar to the standard k – ε model equation for the eddy dissipation rate closes the system of equations:
	
	(2.72)



The turbulent viscosity is defined as in the k – ε model from equation (2.33).

[bookmark: _Toc5652876]2.5 Wall treatment
Figure 2.3 represents a typical turbulent boundary layer as it develops for a flow over a flat plate.
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[bookmark: _Toc5653014]Figure 2.3: Schematic representation of the development of the turbulent boundary layer over a flat plate (Cengel and Cimbala, 2006)
The first region in the development of the turbulent boundary layer consists of a very thin layer called the viscous sublayer where experiments have shown that the velocity gradient with the distance from the wall is almost linear, because the viscous forces are dominant and the inertial forces are almost negligible. Mathematically this may be described as:
	
	(2.73)



The square root of the quantity  has dimensions of velocity and is called the friction velocity. This velocity does not have any physical meaning but it is a very useful quantity in order to non dimensionalize the velocity profile in the viscous sublayer (Cengel and Cimbala, 2006):
	
	(2.74)



The equation (2.74) is known as the laminar sub – layer and experiments have shown that it is valid for smooth surfaces for 
Since it is more convenient to use non dimensionalized variables, the non dimensionalized distance and velocity from the wall are respectively:
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So within the viscous sublayer the equation above becomes simply .
Within the overlap layer (or log – law region), experiments have shown that the velocity profile can be expressed quite satisfactorily by the logarithmic law:
	
	(2.77)



The value of  needs to be determined experimentally and is given usually a value of around , while  is the Von Karman constant. The equation (2.77) is known as the law of the wall.
Figure 2.4 represents the non – dimensionalized velocity over the non – dimensionalized logarithmic distance from the wall.
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[bookmark: _Toc5653015]Figure 2.4: Non - dimensionalized velocity as a function of the non - dimensionalized distance from the wall [13].
As seen in Figure 2.4, for  the non dimensionalized velocity equals the non dimensionalized distance from the wall and the logarithmic velocity profile is valid for .
[bookmark: _Toc5652877]2.5.1 Wall function for smooth walls
It is impossible in many turbulent flows of engineering interest to create a very refined numerical grid to resolve the boundary layer. In particular, it is impossible to create very thin layers around the geometry of interest to catch the region where the law of the wall of the equation (2.74) is valid. An alternative approach is to employ a wall function. The standard wall function proposed by Launder and Spalding (1974) has been being employed very widely for most engineering applications for the family of k – ε and RSM models. In short, the standard wall function is expressed by the following formulas:
	
	(2.78)



The quantity  is an empirical constant and is given the value of . The quantity  is the dimensionless velocity expressed by:
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The quantity  is the dimensionless distance from the wall and is expressed by:
	
	(2.80)



Since the k – ε turbulence model is employed for the standard wall function, information for the turbulence quantities are required. Also, as it is clear from the equations above the turbulent kinetic energy is required to calculate the velocity at the first cell from the wall. The turbulent kinetic energy and eddy dissipation rate, respectively, are calculated as follows:
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Finally, the turbulence generation is expressed as:
	
	(2.83)



Experiments in rough surfaces have shown that the velocity profile has the same slope as in smooth surface when plotted in a semi logarithmic scale but a different intercept value for  from the equation (2.76). Consequently, for rough walls the law of the wall is expressed by:
	
	(2.84)



For fully rough surfaces, which is always the case in ABL flows, the quantity  is expressed as:
	
	(2.85)



The quantity  is a roughness constant which is usually given the value of . The quantity  is the non – dimensional roughness height and it requires a rather complicated procedure for its determination.
[bookmark: _Toc5652878]2.6 Large Eddy Simulation
The most remarkable advantage of employing RANS is that relatively quick results can be obtained even from, depending on the application, a personal computer and has been used widely in industry and for academic purposes. However, it suffers of some major disadvantages. The most significant disadvantage of the RANS approach, with an exception of the RSM, is that the Reynolds stresses are a linear function of the mean deformation rate based on the Boussinesq assumption, which is not the case for the large eddies which are highly anisotropic. As stated in the previous section, the RSM does not assume isotropy, so it appears to be a very good remedy for the RANS approach. However, the RSM encounters significant convergence problems because it consists of many extra equations and consequently it cannot be employed in many cases, given the complexity of the numerical grid. On the other hand, as it was stated in Section 2.1.2, an attempt to create a very refined numerical grid to resolve all eddies throughout the region of interest, a procedure called DNS, would be very time consuming and is frequently considered as prohibitory in industry and also for some cases in academy. A remedy to this problem lies in the concept of the Large Eddy Simulation (LES).
A compromise between RANS and DNS is the LES approach. The main characteristic of LES is that it resolves the large scales of the turbulent spectrum and it models the smaller ones. The required computational time and grid resolution lies somewhere between DNS and RANS. Another advantage of LES is that it is easier to model the smaller eddies because their behavior is more isotropic and resolves the larger ones which are more anisotropic and more difficult to be modeled as well as they are responsible for the largest percentage of momentum transfer between the eddies, thus the results of LES are more reliable than the ones obtained by employing RANS. Figure 2.5 illustrates the concept of the above statement. The portion of the resolved scales depends exclusively on the numerical grid size.
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[bookmark: _Toc5653016]Figure 2.5: Portion of resolved scales in LES and DNS [27].
The distinction between small and large scales is performed by the filtering procedure. A filter function is defined as follows [8]:
	
	(2.86)



Contrary to the RANS procedure, the overbar here does not indicate time averaging; it indicates filtering. The function  is the filtered function,  is the original function and  is the cutoff width. Consequently, eddies larger than this length are resolved and the ones smaller than this size are modeled. The cutoff width is essentially the average edge length of the cell. For hexahedral and tetrahedral cells this is given by, respectively:
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Regarding the filtering functions, the most common are the top hat filter, the Gaussian filter and the spectral cutoff filter. Most finite volume solvers use the top hat filter function which is given by:
	
	(2.89)



By filtering the continuity and Navier – Stokes equations for incompressible flow, the LES equations for a Cartesian coordinate system yield:
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Figure 2.6 shows the difference between the filtered and the instantaneous values of the  velocity component. It captures the general trend of any of the primitive variables but it does not capture the rapid fluctuations of them. In other words, it does not resolve the variables with high frequency wavenumbers.
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[bookmark: _Toc5653017]Figure 2.6: Filtered velocity (red line) versus instantaneous velocity (black line) [15].
Figure 2.7 illustrates the differences between the RANS, LES and DNS concepts.
[image: ]
[bookmark: _Toc5653018]Figure 2.7: Schematic representation of any calculated variable of RANS, LES and DNS [26].
RANS calculates the average values while DNS captures the whole history at any time instance. LES works in the same manner with DNS with the only difference that it is unable to capture the whole range of wavenumbers. High wavenumber eddies are characterized by high frequency which are very difficult to be captured unless a very refined grid is employed. The range of the resolved eddies depends on the numerical grid size.
The equations (2.89) – (2.92) look almost identical to the ones obtained from the Reynold’s averaging procedure but as it was stated earlier, the overbar over the primitive variables here indicates filtered variables and not time averaged. As in RANS, some stresses appear which are called subgrid scale stresses and these have to be determined. The subgrid scale stresses for the Navier Stokes equations for the x,y,z directions are:
	
	(2.94)



However, unlike RANS, these stresses are more complex because they contain the filtered and the unresolved part, . By applying this decomposition on the components of velocity, the subgrid scale stresses are transformed as:
	
	(2.95)



These stresses can be divided into 3 parts. The Leonard stresses, the cross stresses and the LES Reynolds stresses. However, a common approach to this problem is to ignore the Leonard and cross stresses and collect all of their contribution to the LES Reynolds stresses. Exactly like in RANS approach, these stresses are needed to be modeled.
A very common and the most widely used model is the Smagorinksy – Lilly model. This model is based on the assumption that the small scales, which are modeled, are isotropic, so the Boussinesq hypothesis might provide good results and he connected these stresses with the resolved flow. Therefore, these stresses can be calculated by [8]:
	
	(2.96)



Another unknown has been introduced here, the subgrid scale viscosity, which needs to be determined. The Smagorinksy – Lilly model assumes that this viscosity can be determined by a velocity scale and a length scale. Since the distinction of the small subgrid scale eddies from the large ones was based on the filter cutoff width, it is convenient to select the size of the length scale equal to the filter cutoff size Δ. As far as the velocity scale is concerned, it is calculated from the length scale and the average strain rate, so the kinematic subgrid scale viscosity is defined as:
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The strain rate is defined as:
	
	(2.98)



At this point, the only constant to close the system is the . Many scientists proposed many values based on theory and numerical calculations. Their work showed that its value is not a universal one and depends on the application. However, for a wide range of applications, its range of values lies between 0.1 and 0.24 (Versteeg and Malalasekera, 2006).
[bookmark: _Toc5652879]2.7 Errors in CFD
On summarizing the whole concept of CFD, some inevitable errors can be identified:
· Discretization error
The computational domain cannot be discretized into an infinite number of points. For RANS simulations, a sensible number of cells should be chosen by performing a grid convergence study. In LES a grid convergence study cannot be performed because the more scales will be resolved and the modeling of the smaller scales will become minimized as the grid resolution increases. Theoretically, the more refined the grid is, the more reliable the results are. In any case, by discretizing the domain, some information is lost between the nodes.
· Turbulence modeling
In many applications, the error produced by the turbulence modeling in RANS or in the modeling of the small unresolved scales in LES, is the most considerable of all because it contains numerous approximations (empirical or semi – empirical equations) and questionable assumptions (e.g. isotropic turbulence).

· Truncations error
Computers cannot store infinite number of digits. Modern computers can store up to 32 digits, so the rest are truncated. This error can be significant when a considerable number of iterations is required until a converged solution is achieved.
· Convergence criteria
Theoretically, the value of each variable should not differ from its previous iteration. However, it is not practical to specify the convergence criteria close to the limits of the computer’s storage capacity, because it will be almost impossible to have a converged solution with such strict criteria and also the truncation error explained above would be remarkably high and the solution would have been far from reliable. As a rough approximation, a level of convergence of all the variables of the order of magnitude of  is acceptable for many engineering applications (Fluent Theory Guide, 2012).
· Compressibility effects
This is not an issue for every simulation as compressibility effects on gases can be introduced by employing a Riemann solver. However, it is quite cheaper regarding the computational cost to consider the gas as incompressible when the velocity magnitude throughout the computational domain does not exceed the limit of , with a minimum error (Almgren et al., 2006).
· Continuum hypothesis
All fluids in any commercial CFD software or in – house codes are considered to be continuum. This hypothesis appears to be accurate in most applications, especially for liquids. However, it is questionable for applications where high Mach number or temperature of the employed gases is employed [28].
· Treatment of viscous term
As stated in Section 2.1, the unknown stresses in the viscous term of the momentum equations are treated based on the assumption of Stokes who connected the stresses linearly with the velocity gradients. Despite the fact that this assumption appears to be accurate by being validated from many experiments performed over the last century, it has not been proven mathematically. However, this error apart from being almost negligible, it would exist even if analytical solutions of the Navier – Stokes equations exist, so strictly speaking, it cannot be considered as an error introduced by CFD.
[bookmark: _Toc5652880]2.8 Boundary conditions
The computational domain, which contains the region of interest, is finite. Reasonable distances in any direction away from the geometry of main interest, if there is any, must be taken into account based on sensible assumptions and other scientists’ work. Some information must be given on these boundaries in order to close the system of equations explained in Section 2.4. In atmospheric boundary layer flows, the most common types of boundary conditions are as follows:
· Free slip or symmetry
At the sides and the top of the computational domain, where the flow is parallel to these artificial walls of the domain, a common approach is to input into the code that the value of any primitive variable does not change any further away from this artificial boundary.
· No slip
Any real viscous flow is subject to the no slip condition at any solid wall. Any velocity component on the wall is equal to zero for any stationary wall. For  values 30 or over, a wall function must be employed to represent the actual velocity distribution of the first cell. For  the boundary layer is fully resolved and no wall function is needed.
· Velocity inlet
Air flow around the Earth is caused by pressure differences in various locations around Earth, which are caused by temperature differences at these locations, which are caused by the different angle of attack of the sun’s radiation due to the almost spherical shape of the Earth. Consequently, one of the boundaries of the computational domain must be the one which drives the air flow. This is imposed by a fixed value for the velocity components, or a velocity distribution. For atmospheric boundary layer flows, many authors impose a logarithmic velocity profile which represents a quite accurate velocity distribution of the atmospheric boundary layer (Richards and Hoxey, 1993).

For the RANS simulations, apart from the velocity profile, some information is required for the extra equations introduced by any turbulence model. In example, when the standard k – ε model is employed, values of the turbulent kinetic energy and dissipation rate are required in order to close the system of equations in the whole computational domain. These data can be taken mainly from experimental data or various approximations by other scientists, depending on the nature of the problem and the characteristics of the geometry under investigation.
The pressure should not be specified at the inlet boundary condition when the velocity is specified as this would overspecify the problem because the velocity and pressure are coupled within the governing equations.
· Outlet
Information throughout the outlet boundary condition should also be given. The most common outlet boundary condition is the “pressure outlet” boundary condition, which means zero streamwise gradients for all variables with an exception of the pressure. In a similar manner as with the velocity inlet boundary condition, the velocity should not be specified at a pressure outlet or outflow boundary condition as this would lead to divergence or nonphysical results due to the overspecification of the problem. The value of the pressure, along with the turbulent quantities in case of backflow, is specified at the outlet in order to fully determine the problem and enable the code to solve it.
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The atmosphere can be classified into 3 basic categories: stable, unstable and neutral. The atmosphere is characterized as stable when it resists to any rising particles from the ground to higher levels of the atmosphere, in other words, when it is characterized by negative buoyancy forces. This is usually the case during nights when the earth loses its heat through radiation and, consequently, the lower part of the atmosphere, which is in contact with the ground, cools, while the upper part of the atmosphere is warmer. As a result, the air particles close to the ground are heavier than the air particles at the upper levels of the atmosphere, so any movement of the air particles from the lower levels of the atmosphere to the upper levels is impossible. The opposite procedure occurs during days where the ground is heated by the sun through radiation while the atmosphere is colder than the ground. In this case the particles of the atmosphere close to the ground are lighter because they are warmer so the atmosphere shows no resistance to the vertical movement of the air particles, in other words the particles are buoyant. This is the case of the unstable atmosphere. A special case between the stable and unstable atmosphere is the neutral atmosphere where the air particles are characterized by zero buoyant forces and this is the type of atmosphere that is examined throughout the present thesis (Garratt, 1992).
Mathematically expressed, the stability criterion for the atmospheric condition can be defined by the Obukhov length (Holtslag et al., 2014):
	
	(3.1)



where  is the friction velocity,  is the absolute temperature,  is the specific heat capacity and  is the eddy heat flux. In atmospheric flows, it is more convenient to express the potential temperature instead of the actual temperature and equation (3.1) can be rewritten as:
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The potential temperature of a particle of the air at a pressure  is the temperature that the particle would achieve if it was adiabatically brought to a standard reference pressure . Usually, the standard reference pressure is the pressure at the sea level. If the air is approximated as an ideal gas, the potential temperature can be mathematically expressed as:
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where R is the gas constant of the air. Due to the fact that the air usually contains some moisture, the virtual potential temperature  should be used. The virtual potential temperature is expressed mathematically as:
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Where  and  are, respectively:
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It can be assumed by the equations (3.3) – (3.6) that for completely dry air, the potential temperature is equal to the virtual potential temperature.   is the mean virtual potential temperature and  is the von Karman constant.  is the potential heat flux calculated by the fluctuations of the velocity component perpendicular to the ground and the fluctuations of the virtual potential temperature. It can be seen from the equation (3.2) that for positive values of the Obukhov length the atmosphere is characterized as stable while for negative values of the Obukhov length the atmosphere is characterized as unstable as described in the first paragraph of this Chapter. A special case is the neutral stability when the Obukhov length becomes infinity due to the zero heat flux from the ground to the atmosphere, as seen from the equation (3.1) or (3.2).


Finally, the velocity profile of the wind is expressed by the following equation:
	
	(3.7)



In the next Sections, literature survey of simulations of the neutral ABL for wind turbine wakes is carried out.
[bookmark: _Toc5652884]3.2 RANS simulation of a horizontally homogeneous ABL
As mentioned in Section 1.3, due to hardware limitations, only a small portion of the ABL can be simulated. However, the ABL is extended for many characteristic lengths above the upper boundary, and the locations of the inlet and outlet boundaries. Also, small vegetation is, in general, neglected as it would make the geometry more complex and the simulation more time consuming. Consequently, reasonable considerations and assumptions have to be made in order to be able to simulate the ABL.
The model of Richards and Hoxey (1993) for the simulation of a homogeneous neutral atmosphere is the most widely used from researchers and engineers, with the standard k – ε model. According to their model, the neutral atmosphere must satisfy the following characteristics:
· The vertical velocity should be zero
· The pressure should be constant and independent of the height
· The shear stress should be constant throughout the boundary layer and should be equal to:
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Finally, the velocity, turbulent kinetic energy and eddy dissipation rate are described as follows:
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It is clear that equation (3.9) is the same as the equation (3.7) for infinity value of the Obukhov length. It should be noted that this model is only valid for the lower parts of the ABL, i.e. the surface layer where small wind turbines and low rise buildings are located, where the flow can be characterized as incompressible and variations of density with the height are negligible. These profiles are a good approximation of the neutral atmosphere when detailed measured quantities of the velocity and turbulent kinetic energy are not available.
It can be proven mathematically that with the standard k – ε model, equations (3.9) – (3.11) automatically satisfy the equation (2.28) but they satisfy the equation (2.29) only if the following condition is satisfied:
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In other words, if the condition (3.12) is satisfied, the model is mathematically consistent with the inlet quantities described by the equations (3.9) – (3.11) and they can be maintained along the computational domain. It should also be noted that these profiles are not used exclusively with the standard k – ε model but with any other turbulence model as well. However, even if the model is consistent with the inlet quantities distortion of them may occur if incorrect boundary conditions are employed. In other words, the maintenance of the inlet quantities appears to be a combination of turbulence modeling and boundary condition problem.
Many researchers such as Zhang (1994), Quinn et al. (2001) and Riddle et al. (2004) have addressed this problem with various turbulence models with various CFD software. One of the reasons of the occurrence of the unintended streamwise gradients for the flow variables, especially for the turbulent kinetic energy, is due to the wall formulation of the employed turbulence model. The standard wall function (Launder and Spalding, 1974) of the k – ε model is not consistent with the properties of neutral atmosphere. A few researchers such as Blocken et al. (2007) and Hargreaves and Wright (2007) have extensively analyzed the problem and proposed remedial measures to mitigate the problem with the undesirable streamwise gradients of the flow variables within the domain for simulations of neutral atmosphere.
Blocken et al. (2007), by summarizing various papers, proposed four basic requirements for the successful modeling of a homogeneous ABL under neutral stratification. The first requirement is to maintain the vertical distance of the first cell from the ground below 1m for the sufficient resolution of the ABL. The second is to input empirical information about the ground roughness to avoid undesirable streamwise gradients of the flow variables. The third requirement is to create the first cell from the ground larger than the physical roughness height of the ground. The fourth requirement is to convert the physical roughness of the terrain to the equivalent roughness height of the sand – grain roughness height of the standard wall function.
The problem with these four requirements is that they are not always feasible, depending on the field. For example, the first and the third requirement contradict each other for medium or high rough terrains.
The best remedial measure Blocken et al. (2007) proposed was to switch the no slip boundary condition in order to avoid the problem with the wall function with a shear stress boundary condition based on the equation (3.8) at the bottom of the computational domain. The results for the velocity and eddy dissipation rate show good improvement but results for the turbulent kinetic energy, which is the most problematic variable as it is distorted far more than any other variable, are missing.
Hargreaves and Wright (2007) have identified that the problem with the undesirable streamwise gradients is due to the sand grain roughness wall function employed in many CFD software. The sand grain wall function modified for rough surface has been proven reliable for a series of applications but unfortunately not for the simulations of the neutral atmosphere. Hargreaves and Wright (2007), among other researchers, illustrated that the problem is mainly with the turbulent kinetic energy as there appears to be a turbulence generation close to the ground with dissipates with the height. They proposed a remedial measure by modifying the production rate of turbulence generation and eddy dissipation rate to match the properties of neutral atmosphere described by the equations (3.9) – (3.11). Their model reduced the errors but no quantification of their results has been reported.
The model of Richards and Hoxey (1993) has been extensively used for the simulation of neutral atmosphere but has been criticized by a few researchers such as Xie et al. (2004), Gorle et al. (2009), Yang et al. (2009) and Richards and Norris (2015) a few years later because of the constant shear stress that Richards and Hoxey (1993) used for the whole ABL. Indeed, the turbulent kinetic energy slightly dissipates with the height reaching an almost zero value at the height of the ABL (Allaers and Meyers, 2015). More elaborative models for the description of neutral atmosphere have been discovered by a few researchers. Yang et al. (2009) have successfully modeled the neutral atmosphere with the standard k – ε model with more elaborative profiles for the turbulent kinetic energy and eddy dissipation rate. In particular, they proposed the following expressions for the turbulent kinetic energy and eddy dissipation rate:
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where:
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The constants  and  are calculated to fit the curves of turbulent kinetic energy and eddy dissipation rate as accurately as possible based on available experimental data. It can be easily observed that the model of Richards and Hoxey (1993) is a special case of the model proposed by Yang et al. (2009) when  and .
The equations (3.13) – (3.16) are also an analytical solution to the standard k – ε model (Yang et al., 2009) and closer to the experimental data from full scale or wind tunnel data rather than the model proposed by Richards and Hoxey (1993). The simulation of the neutral atmosphere has been in general successful although some small inconsistencies occurred probably due to the implementation of the sand grain roughness wall function.
Parente et al. (2011) proposed a variable model coefficient of , which defines the relative turbulent kinetic energy of the flow field from equation (3.6), and achieved local equilibrium by imposing a source term in the equation of turbulent kinetic energy. They validated their model for flows in an empty domain along with for flow around an obstacle, although the comparison of the results their model for a flow around an obstacle with experimental data was not satisfactory.
O’Sullivan et al. (2011) proposed a new set of boundary conditions at the upper boundary for both Richards and Hoxey (1993) and Yang et al. (2009) models with the standard k – ε model. The boundary conditions they proposed are mathematically consistent with the model and they successfully simulated the neutral ABL with minimal errors with the open source CFD software OpenFoam. Parametric studies based on the height of the domain have been considered and showed that the errors are slightly decreasing for higher heights of the domain.
Richards and Norris (2015) have considered a higher height of their domain  where the consideration of a constant shear stress and a logarithmic velocity profile is not valid. They implemented the model of Deaves and Harris (1978) for the properties of neutral atmosphere and they successfully modeled it in an empty domain with the standard k – ε model by eliminating the streamwise gradients for all variables despite the fact that their model is not mathematically consistent with the inlet conditions they used.
Despite the recent publications about the dissipating profile of turbulent kinetic energy with the height, a good approximation of the turbulent kinetic energy with a constant value based on the equation (3.6) can be made when the lower part of the ABL (e.g. the surface layer) is examined in the absence of detailed experimental data (Juretic and Kozmar, 2013), and it is still used today for wind turbine wake simulations.
The simulation of a homogeneous neutral ABL is of paramount importance for various applications such as pollutant dispersion modeling, building ventilation, wind – driven rain (Blocken and Carmeliet; 2002) etc. Many researchers such as Bitsuamlak et al. (2006), Tominaga and Stathopoulos (2017) and An and Fung (2018) have employed steady or unsteady RANS models to model the dispersion of pollutants around buildings. Tominaga and Stathopoulos (2017) have shown that the unsteady RANS simulations have slightly improved the accuracy of their results while An and Fung (2018) have employed the realizable k – ε model and the k – ω SST model but the comparison of the results of the models with experimental data was unsuccessful.
The maintenance of the inlet properties within an empty domain (or the zero streamwise gradient condition for all flow variables), in ABL flows, although it has not been proven, it does not appear to play any role for simulations around various obstacles (e.g. buildings). All researchers mentioned in the previous paragraph have employed turbulence models which are not consistent with the inlet quantities they used. The reason probably lies into the occurrence of huge distortion of the velocity and turbulent kinetic energy around the obstacle due to the strong shear that take place at the vicinity of it. The difference would have been visible many characteristic lengths downstream of the building which would have been of no interest as the area of interest is always the region close to the building.
On the other hand, the zero streamwise gradient condition for simulations of wind turbine wakes must play a more important role, in relation to simulations around buildings, because the distortion of the velocity is far smaller which means weaker shear which leads to smaller turbulence production and consequently, all flow variables are less distorted within the domain. As a result, the flow variables at the outlet of the domain must converge gradually at the undisturbed inlet values if the outlet boundary is placed many characteristic lengths away from the turbine. Also, for wind farm simulations, the flow variables downstream of a wind turbine becomes the “inlet” condition of the wind turbine installed at the rear of the first turbine, consequently, the importance of the zero streawise gradient condition, along with the correct recovery of the flow variables at the rear of the wind turbine, must be satisfied. If not, it can lead to significant errors in the calculated energy production of a wind farm (Barthelmie et al., 2011). Finally, incorrect predictions of the turbulence levels and velocity at the rear of the turbine may lead to significant fatigue to the downstream wind turbine blades (Larsen et al., 2008; Choudhry et al., 2014).
[bookmark: _Toc5652885]3.3 Simulations of wind turbine wakes with 2 equation models
The simulations of wind turbines are intrinsically unsteady. 2D and 3D full scale aerodynamic simulations for both vertical axis (Castelli et al., 2011; Chowdhury et al., 2016; Rezaeiha et al., 2017) and horizontal axis wind turbines (Lanzafame et al., 2013; Cai et al., 2016; Abdulqadir et al., 2017) with 2 equation RANS models have been reported in the literature. However, the increased computational time due to the demanding numerical grid and unsteady solver is a major problem and, consequently, the effect of the atmospheric properties with the wind turbine is practically impossible to investigate.
For this reason, various ways to replace the wind turbine blades with computationally efficient models have been proposed. Mikkelsen (2003) in his PhD thesis has analyzed and assessed many of them. One of the simplest models is the actuator disk model without rotational effects. It considers the wind turbine as an “energy sink” which removes kinetic energy from the main flow. It can be mathematically expressed as a pressure drop by the following formula:
	
	(3.17)



This model has been extensively used in several publications in both RANS and LES by many researchers and its efficiency is generally acceptable, especially for LES and this is the model that is employed throughout the present thesis.
The importance of the neutrally stratified ABL for the simulation of wind turbine wakes has not been fully investigated. There are a few publications investigating numerically the wind turbine wakes but without any prior simulations of the empty domain to show the inconsistencies of the employed turbulence model with the inlet properties. Various researchers have proven that conventional turbulence models are insufficient to simulate accurately the wind turbine wakes (Ammara et al., 2002). The reason lies into the lack of timescales that all RANS models suffer. There are a few researchers such as Rethore et al. (2009), Cabezon et al. (2009) and Prospathopoulos et al. (2011) who proposed remedial measures for improvements of the standard k – ε models on the results of wind turbine wakes. The most important remedial measure was introduced by Kasmi and Masson (2008). Based on the work done by Chen and Kim (1987), Kasmi and Masson (2008) have used a source term in the eddy dissipation equation in the standard k – ε model to add another timescale. In particular, they added the following source term in the vicinity of the wind turbine:
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They tested their model for 3 different small wind turbines and their model appears to have improved significantly the results for wind turbine wakes for various inlet velocities in relation to the conventional turbulence models and Crespo et al. (1985) model. Unfortunately, their model has been tested for only one specific value of relative turbulent kinetic energy and it appears that it is “constant dependent” on various wind turbines.
Another useful model was introduced by Laan et al. (2015). They noticed the problem in Kasmi and Masson (2008) model which is “constant dependent” on the source term they used, and also the constant  which can lead to excessive dissipation. Consequently, Laan et al. (2015) instead of using one specific value of , which defines the turbulence levels at the inlet in neutral atmosphere, they used a flow – dependent  value, in a similar way to the realizable k – ε model. To be more precise, instead of the linear eddy – viscosity k – ε model, which relates the Reynolds stresses with the mean shear linearly, they used a flow dependent eddy – viscosity. The equations of the turbulent kinetic energy and eddy dissipation rate that they used were the same as the standard k – ε model but they used the following relationships for the eddy – viscosity:
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The flow dependent parameter  is defined as:
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The term  is a scalar function and depends strongly on the shear of the flow. In particular, it is defined as:
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The constant  is a parameter that is calibrated for various wind turbines and is given the value of 1.8. As seen from the equations (3.19) – (3.24), the value of the eddy viscosity is strongly dependent of the flow characteristics.
This model is mathematically consistent with the inlet values and they validated their model for 8 test cases and the comparison of their results with experimental data (or with LES results because experimental data were not available for all cases) was very good. However, the comparison of turbulent kinetic energy at the wake region was limited, and also they presented their results up to  for all of their test cases, and it is unknown how the flow variables behave in the very far wake region. Finally, the calculation of the variable  was dependent on the wind turbine characteristics (as seen from the equations they used) rather than the turbulence levels at the inlet. Consequently, significant differences between the values of the turbulent kinetic energy at the inlet and the outlet are expected. The performance of this model is evaluated with experimental data and compared with the proposed RSM in chapter 6.
It is characteristic that none of these researchers showed any results of the empty domain to illustrate the inconsistency of their models with the inlet conditions they used. In the very far wake region the results must recover to the undisturbed inlet conditions they used for any flow variable. Depending on the inconsistency, the results in the very far wake region may be significantly distorted and consequently, their models may be ineffective for simulations of wind farms. Consequently, a necessity for a model which satisfies the zero streamwise gradient condition with the correct trend of the recovery of the wake, along with being “relative turbulent kinetic energy independent” is obvious.
[bookmark: _Toc5652886]3.4 The Reynolds stress model for the wind turbine wakes
2 equation RANS models have been extensively investigated  for the simulation of wind turbine wakes by various researchers, such as Ammara et al. (2002), Kasmi and Masson (2008), Prospathopoulos et al., (2010), Castellani and Vignaroli (2013), Simisiroglou et al. (2016), El – Askary et al. (2017), Nedjari et al. (2017). Their results are generally accepted to be satisfactory, however, it is remarkable that none of these researchers have examined the evolution of the inlet conditions along the domain, in an empty domain and also it is unknown how their models perform for different inlet conditions. The inlet conditions are distorted within the domain which may lead to inaccurate results, especially in the very far wake region. Finally, as stated earlier, LES give more reliable results than RANS models, and consequently, there is much improvement that needs to be done in RANS simulations.
Most of the researchers stated in the previous paragraphs have studied the wind turbine wakes under neutral stratification. Recently, Han et al. (2018) have studied the consequences of the atmospheric stability on wind turbines and discovered that significant reductions in power may occur under unstable atmospheric stratification.
As stated earlier, the 2 equation turbulence models do not perform as good as LES for predicting the velocity and turbulent kinetic energy in the near or far wake regions of the wind turbines. The reason for this probably lies in the assumption of isotropy that all 2 equation turbulence models are based, as many researchers pointed out. Atmospheric flows are highly turbulent and consequently highly anisotropic and the assumption of isotropy is incorrect.
A remedy to this problem can be found in the Reynolds stress model (RSM). The RSM is a second – order closure turbulence model that employs one extra equation for every Reynolds stress, instead of relating the Reynolds stresses to the mean strain rate based on the Boussinesq assumption. The RSM has shown good agreement with experimental data and superiority to any 2 equation turbulence models in various applications such as aerospace applications (Franke et al., 2005; Jakirlic et al., 2007; Cecora et al., 2015) and flow inside human hearts (Al – Azawy et al., 2016), while in other cases it has performed similarly to any 2 equation turbulence model. There are also cases where the RSM performed similarly or even worse than 2 equation turbulence models (Guo et al., 2001). The problems with the RSM is the increased computational time in relation to any 2 or less equation turbulence model and the difficulties in achieving converged results due to the increased number of equations that are employed. It is the authors’ opinion that the increased computational time of the RSM in relation to any 2 equation turbulence model is not a huge concern because the problem can be considered as a steady state problem, thus the computational time can be reduced by many orders of magnitude in relation to LES. Finally, due to the simplicity of the geometry, significant convergence problems are not encountered, and consequently the RSM is, theoretically, the ideal solution for the simulations of wind turbine wakes.
The RSM has not been studied extensively for the simulations of wind turbine wakes. There are very few publications employing the RSM for wind turbine wakes. To the best of the author’s knowledge Cabezon et al. (2011) and Makridis and Chick (2013) are the only researchers who employed the linear – pressure strain RSM for wind turbine wakes. Makridis and Chick (2013) have compared their results with experimental data only, while Cabezon et al. (2011) compared their results with other turbulence models along with experimental data. In both publications, the results of the RSM showed significant improvement on the results, especially for the velocity deficit, in relation to any 2 equation turbulence model. However, examination of the empty domain has not been performed to show the deviations of the inlet conditions along the domain and also, it is unknown how their model performs in different inlet conditions, as they have studied only one wind turbine.

[bookmark: _Toc5652887]3.5 Large Eddy Simulation
The future of the simulation is the LES because it minimizes the turbulence modeling, which is the biggest source of error in RANS simulations. Many researchers are using LES successfully in most engineering applications but the industry is rather reluctant to introduce LES due to its excessively high computational time in relation to RANS simulations. However, with the advances in computational power in the future it is expected that LES will replace all RANS simulation although this will not happen within the next few years.
Unfortunately, the increased computational time is not the only problem in LES. Another significant challenge of the LES is the inlet boundary condition. Inflow conditions should be as accurate as possible because the development of the flow downstream is highly dependent on the inlet boundary condition. In RANS, since it is a method based on averaged quantities, the only information that is required regarding the inlet velocity is the mean value in any direction throughout the inlet plane, which can be imposed with a steady value or a velocity profile, depending on the nature of the problem, along with some extra information depending on the employed turbulence model. However, in LES the generation of inflow data for the inlet boundary condition is not as straightforward as in RANS. In LES, the instantaneous velocity magnitude and direction of the working fluid is calculated throughout the domain, in any time instance. As it was shown in Section 2.1.3, the instantaneous value of the velocity components consist of their mean and fluctuating value. Consequently, the mean and fluctuating values of the velocity components at the inlet must be imposed. This information is not known a priori, so it has to be evaluated in some way.
Due to the random nature of turbulence, the easiest and the most obvious way to generate the fluctuating values of the velocity is to obtain them from a random value generation code. Since the turbulent kinetic energy is known from experimental or RANS results, a rescaling of the random values is necessary in order to obtain the actual value of the turbulent kinetic energy. For instance, the distribution of the random values should follow the Gaussian distribution with a mean value of zero and variance . After the rescale of the random values to account for the correct turbulent kinetic energy, the instantaneous value for every velocity component is as follows (Jarrin, 2008):
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This step should be done at each time step and node. This procedure generates a transient in time signal which has the correct values for the turbulent kinetic energy and mean velocity. However, this method is considered as completely insufficient to the problem of inflow generation for LES/DNS because all the spatial and temporal correlations are zero and the Reynolds stress values that are created based on this method is completely random and far from the actual values. Consequently, if this method is applied, the fluctuations damp to zero within very few characteristic lengths, so this method is inadequate and the problem is clearly very complex.
Another way to input the turbulence at the inlet is to obtain the data from an experiment. However, this is practically impossible because it requires an essentially infinite number of points and time steps at the inlet to measure the instantaneous velocity at all directions which renders the current approach as extremely expensive and consequently impossible.
[bookmark: _Toc5652888]3.5.1 Recursive methods
The most accurate, reliable and simplest, but also at the same time the most time consuming way to obtain the turbulence at the inlet is to perform a simulation prior or concurrently with the main simulation of an empty domain, with periodic boundary conditions and then extract the instantaneous values of the velocity, in all directions, from a plane within the middle of the domain. Then the extracted values of the velocity are imposed at the inlet of the main simulation. This way of obtaining the turbulence is often called in the literature as the precursor simulation. This very simplistic but effective concept is depicted in Figure 3.1.
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[bookmark: _Toc5653019]Figure 3.1: Illustration of the concept of the precursor simulation.
The precursor simulation method to obtain the turbulence at the inlet has been successfully used by several researchers for various engineering applications (Churchfield et al., 2012; Tucker, 2011; Richards and Norris, 2015).
Depending on the application, the difficulty of the prescription of turbulence at the inlet may be avoided by discarding the inlet – outlet boundaries and imposing translational periodic boundary conditions. In the case of wind farms and wind turbine simulations, the translational periodicity can be applied as long as the terrain has a uniform roughness. The periodic boundary conditions, instead of inlet – outlet boundaries has been successfully applied in a series of publications by various researchers such as Jimenez et al., 2007; Katopodes et al., 2013; Porte – Agel et al., 2011; Stevens et al., 2018).
For non – uniform rough terrains, the method proposed by Lund et al. (1998) can be used for spatially developing boundary layer flows, however, this method is beyond the scope of the present PhD thesis and is not considered because the present thesis is focused on uniform roughness terrains.
[bookmark: _Toc426626071][bookmark: _Toc5652889]3.5.2 Synthetic methods
In Subsection 3.3.1 it was stated that the random method, even along with the correction of the random values to account for the correct turbulent kinetic energy, is insufficient to solve the problem due to the fact that the values are not correlated in space or in time and it does not reproduce the correct Reynolds stress values.
An improved version of this method was proposed by Lund et al. (1998). If the Reynolds stresses are available from experimental data, the generated random values with zero mean and variance one, should be rescaled according to the following matrix in order to obtain the target Reynolds stress values as well as the turbulent kinetic energy.
The generated signal is:
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and the transformation matrix  is:
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However, due to the lack of spatial and temporal correlation, the fluctuations are damped to zero within a very few characteristic lengths from the inlet.
Figure 3.2 shows the correlations in time at a specific point within the domain from a real turbulent field and a constructed signal by the random method explained above.

[bookmark: _Toc5653020]Figure 3.2: Comparison of the temporal correlation of data from a real turbulent flow versus random numbers as a function of time.
As seen in Figure 3.2, the values created from the random method are totally uncorrelated and if they are imposed to the mean velocity values for any LES or DNS simulation the fluctuations will be damped to zero within very few characteristic lengths away from the inlet in the direction of the flow. The reason for this decay in the fluctuations imposed by the random method is due to the fact that the energy is allocated equally on all the wavenumbers and frequencies which is far from what occurs in reality. As seen in Figure 2.2, the energy containing eddies are the larger eddies and they cascade the energy to the smaller ones. Consequently, the energy is distributed proportionally to the size of the eddy, therefore an excess of energy is distributed in the small scales which dissipates almost immediately. Figure 3.3 shows the energy spectrum of a real turbulent flow and a flow created by the random method.
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[bookmark: _Toc5653021]Figure 3.3: Comparative graph of the energy turbulent spectrum of a real flow and a created flow based on the random method.
Klein et al. (2003) showed that the imposed fluctuations imposed by the random method are dissipated very quickly leading to the laminarization of the flow.
Smirnov et al., (2001) used the work by Kraichnan (1970) to generate a three – dimensional isotropic divergence free velocity field. Such a field can be created by a summation of sine and cosine terms:
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where  and  are the length and time scales, respectively,  is the permutation tensor and  is the Gaussian distribution with mean  and deviation . The numbers  and  represent a sample of wavenumbers and frequencies of the modeled turbulence spectrum:
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The length and time scales can be given from experimental data or estimated depending on the geometry and application. This generated field can be transformed into an anisotropic field by diagonalizing a given an anisotropic correlation tensor , known from RANS or experimental results, as:
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Finally, applying these transformations to the homogeneous velocity field  by Kraichnan (1970), a new velocity field which accounts for the given Reynolds stresses, length and time scales is given as:
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The flow field that is generated is a divergence free velocity field for homogeneous turbulence and almost divergence free for inhomogeneous turbulence. This method is called the Random Flow Generation (RFG) method. The divergence free condition is of vital importance because it may cause problems with the physics of the flow, e.g. mass generation or destruction, as well as in the convergence of the code.
Recently, a few more researchers such as Huang et al. (2010), based on the work done by Smirnov et al. (2001) have developed more promising methods for inflow generation for LES, however these synthetic methods, as will be shown in the last Chapter of the present thesis, are totally incapable of maintaining the turbulence imposed at the inlet.
[bookmark: _Toc5652890]3.5.3 Simulation of wind turbine wakes with LES
During the last decade, many researchers have employed LES for the simulations of wind turbines and wind farms. Porte – Agel in a series of publications (Basu and Porte – Agel, 2005; Porte – Agel et al., 2011; Lu and Porte – Agel, 2011; Porte – Agel et al., 2013) has extensively investigated the ABL under various stratified conditions with LES and the interactions of wind turbines and wind farms under various stratified atmospheric conditions and yaw angles and also compared various actuator disk models with experimental data. Contributions by other researchers also such as Matthew et al., (2012) and Stevens et al., (2018) were also important by comparing the actuator disk and actuator line models for the wind turbines along with the insertion of the stable parts of the nacelle and the tower of the turbine. Other researchers such as Mo et al. (2013) and Sedaghatizadeh et al. (2018) have employed LES on a scaled wind turbine while others such as Storey et al. (2016) have employed the actuator disk model to represent the wind turbine and validated their results with wind tunnel experiments.
The problem with most of these publications is that they simulated the whole boundary layer up to approximately 1000m in order to simulate successfully the whole ABL while the wind turbines they investigated are at the height of the 1/10 of the ABL. In other cases, they compared their results with experimental data by avoiding the excessively high height of the computational domain, however, the comparison of the turbulence levels in the wind tunnel with the actual ABL is questionable because it is required to scale down the application of many orders of magnitude and also changes in the temperature and density cannot be taken into account. Also, a dissipating profile of turbulent kinetic energy with the height has been employed which is a realistic profile for large wind turbines. For small wind turbines, however, a dissipating profile is questionable because the small wind turbines are located exclusively in the surface layer of the ABL where a constant value for turbulent kinetic energy is a good approximation and has been extensively used in the research and in the industry with RANS simulations.
In the present thesis, the numerical investigation of small wind turbine wakes for both RANS and LES take place. The zero streamwise gradient condition is achieved in an empty domain for all flow variables. Then, the employed numerical models are employed for the simulations of small wind turbine wakes.
[bookmark: _Toc5652891]Chapter 4
[bookmark: _Toc5652892]The importance of the zero streamwise gradient condition on a neutrally stratified atmosphere for the actuator disk model for wind turbine wakes
The importance of accurate predictions of the homogeneous neutrally stratified atmospheric boundary layer is related to various applications such as pollutant dispersion and meteorological models (Mokhtarzadeh et al., 2012; Juretic and Kozmar, 2013; Gorle et al., 2009). However, the importance of accurate prediction of the homogeneous neutrally stratified ABL to other applications such as buildings and wind turbines has not been fully investigated. Recommendations have been proposed on the use of CFD for simulating the neutrally stratified atmosphere by COST (European Cooperation in the field of Scientific and Technical Research). Details about the distances between the target building and the computational boundaries as well as the appropriate types of boundary conditions are stated. These findings are summarized by Franke et al. (2007).
Franke et al. (2007) state that the upper boundary should be treated with the Richards and Hoxey (1993) approach, by using a shear stress boundary condition at the upper boundary of the domain, or with a Dirichlet boundary condition using the Blocken et al. (2006) approach. A practical approach to impose a shear stress boundary condition at the upper of the domain is to implement a momentum source at the upper layer of the elements based on the equation (3.8) as Hargreaves and Wright (2006). A Dirichlet boundary condition can be simply imposed by directly specifying the values of the flow variables (velocity, turbulence quantities) at the upper layer of the cells. The type of the upper boundary condition may be important for the prediction of pollutant dispersion and meteorological models but it becomes insignificant for modeling the ABL around various buildings. Contrary to the guidelines given by Franke et al. (2007), most researchers such as Tominaga et al., (2008), Gousseau et al., (2011), Tominaga (2015), Hooff et al., (2017) did not give any consideration to the upper boundary by simply imposing a zero gradient condition for every variable. To make matters worse, in most cases the inlet conditions are not consistent with the employed turbulence model and it can be proven mathematically that the inlet conditions cannot satisfy the zero streamwise condition for any flow variable. The explanation to this inconsistency of the inlet conditions with the employed turbulence model and/or the boundary conditions, although it has not been proven, may lie into the fact that the inlet conditions are distorted so significantly for a flow around a single building in relation to a wind turbine, that the zero streamwise condition becomes insignificant. However, this is not the case for the simulations of wind turbines because the velocity and turbulent kinetic energy are not distorted so much and the correct recovery of the wake is of paramount importance, especially for wind farm simulations as the wake of the downstream turbine becomes the “inlet” for the rear turbine.
In the next section, the examination of the empty domain of 2 different models for the simulations of the wind turbine wakes is investigated to show the consistencies of the model with the inlet conditions.
[bookmark: _Toc5652893]4.1 Examination of the empty domain
In the present section the models of Kasmi and Masson (2008) and Makridis and Chick (2013) presented in the literature survey chapter are investigated in an empty domain to illustrate the distortion of the inlet conditions within the domain. In general, both models showed good agreement with experimental data for the simulations of a single wind turbine. However, it can be proven mathematically that under no circumstances can both of these models satisfy the inlet conditions for neutral atmosphere described by the equations (3.9) – (3.11).
The computational domain is a 3D rectangular empty domain with inlet – outlet boundary conditions. The dimensions of the computational domain are 10,000m, 400m and 50m in the x,y and z directions, respectively. The y direction refers to the height of the domain. The roughness length which is used is 0.05m, and the friction velocity is 0.46m/s which is a typical value for the neutral atmosphere (Goodfriend et al., 2015), although, depending on the region, higher values of friction velocity can be found (Makridis and Chick, 2013; Porte – Agel et al., 2011). Parametric studies based on different heights of the computational domain are also investigated.
Regarding the boundary conditions, a velocity inlet boundary condition is imposed at the inlet based on the equations (3.9) – (3.11) and a pressure – outlet at the outlet, which simply means zero gradients for all flow variables with an exception of the pressure which is given a zero value. The value of the pressure at the outlet is unimportant because it is the relative pressure that matters and not the absolute. Symmetry (or zero gradients for all flow variables) boundary condition has been applied at the lateral sides of the domain and a Dirichlet boundary condition at the upper boundary. The values of the velocity, turbulent kinetic energy and eddy dissipation rate have been imposed at the upper layer of cells directly based on the equations (3.9) – (3.11). Finally, a wall boundary condition has been used at the bottom of the domain with the standard wall function modified for rough surfaces.
The SIMPLE algorithm has been employed for the pressure – velocity coupling and the absolute convergence criteria for all equations has been imposed at the level of . The strict level of convergence criteria is justified by the very small differences in all flow variables within the domain. Finally, the 3rd order MUSCL scheme and the 2nd order upwind scheme have been used for the discretization of the momentum equations and the extra equations of the employed turbulence model, respectively. Coriolis effects are neglected in simulations for small wind turbines as its effect is essentially negligible in low heights of the ABL (Porte – Agel et al., 2000) and this is the policy of all researchers who study the small wind turbines. The grid generation and the simulations have been performed by the software ANSYS ICEM and ANSYS FLUENT, respectively.
Figures 4.1 and 4.2 compare the velocity, turbulent kinetic energy, eddy dissipation rate and eddy viscosity between the inlet and the outlet of the domain for both Kasmi and Masson (2008) and Makridis and Chick (2013) models.
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[bookmark: _Toc5653022]Figure 4.1: Comparison of the (a) velocity, (b) turbulent kinetic energy (c) eddy dissipation rate and (d) between the inlet and outlet according to the Makridis and Chick (2013) model.
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[bookmark: _Toc5653023]Figure 4.2: Comparison of the (a) velocity, (b) turbulent kinetic energy (c) eddy dissipation rate and (d) between the inlet and outlet according to the Kasmi and Masson (2008) model.
As seen in Figures 4.1 and 4.2, distortion of all variables takes place within the domain for both models. An error analysis shows that the smallest errors for both Kasmi and Masson (2008) and Makridis and Chick (2013) models occur for the velocity profile. Specifically, for the Kasmi and Masson (2008) model, the error of the velocity is essentially negligible at the upper part of the domain but it increases to a small extent close to the ground reaching a maximum of 4%. Regarding the turbulence, the Kasmi and Masson (2008) model is completely incapable of maintaining the turbulent kinetic energy and eddy dissipation rate as the error is approaching 100% for the turbulent kinetic energy close to the ground and drops gradually with the height, and is exceeding 100% for the eddy dissipation rate close to the ground and drops gradually with the height. In the case of the Makridis and Chick (2013) model, the errors of turbulent kinetic energy and eddy dissipation rate are rather smaller. In particular, the maximum errors of both the turbulent kinetic energy and eddy dissipation rate slightly exceed 20%, but the error of the velocity is increased in relation to the Kasmi and Masson (2008) model, reaching a maximum of 3% at the upper part of the domain while it reaches approximately 15% at the lower parts of the domain and drops gradually with the height. Similar errors for all flow variables have been observed for different heights of the domain. Finally, for both models, the eddy viscosity should have shown a linear dependence with the height due to the definition of the eddy viscosity from the equation (2.33) along with the turbulent kinetic energy and eddy dissipation rate profiles described by the equations (3.10) and (3.11), which is the same for both models, nevertheless due to the inconsistencies of these models with the inlet profiles, the dependence is not 100% linear.
To what extent the distortion of the velocity, turbulent kinetic energy and eddy dissipation rate, as shown in Figures 4.1 and 4.2, affect the results of the simulation of the wind turbine wakes is unknown. Although it has not been proven, the distortion of the inlet values within the domain is not important when a single wind turbine is examined. However, when a wind farm is modeled, the distortion of the inlet values within the domain may affect the accuracy of the results to a great extent because the incorrect recovery of the wake of the first wind turbine will affect the downstream turbine because the recovery of the wake of the first turbine becomes the “inlet” for the downstream turbine. Even a small distortion of the velocity or turbulent kinetic energy at the rear of the turbine may have disastrous results for the consecutive wind turbines as even a small error of the recovery of the wake can be magnified and give totally incorrect results for the rear wind turbines.
Another problem with the existing models for the simulations of the wind turbine wakes is that they have not been studied in different relative inlet turbulent kinetic energy. Both models of Kasmi and Masson (2008) and Makridis and Chick (2013) have been tried for the inlet turbulent kinetic energy proposed by Panofsky and Dutton (1984). These values are a good approximation of the turbulent kinetic energy for neutral atmosphere, however, they have been taken as an average value among various experiments so they may differ to some extent from location to location, and are valid close to the ground. Depending on the height of the tower of the turbine, the values proposed by Panofsky and Dutton may differ from the actual ones since sometimes there is a small dissipation of the turbulent kinetic energy with the height. Consequently, the performance of the models of Kasmi and Masson (2008) and Makridis and Chick (2013) are investigated for another wind turbine for lower relative inlet turbulent kinetic energy.
As stated in literature survey, the model proposed by Kasmi and Masson (2008) uses the expression (3.14) at the vicinity of the disk to add another time scale in order to control the turbulence generation. Unfortunately, this source term is relative turbulence kinetic energy dependent as it contains the constant  which defines the relative turbulent kinetic energy of the field, see equation (3.6).
A similar problem exists in the Makridis and Chick (2013) model, and in general, in any proposed model. The constant  that defines the relative turbulent kinetic energy of the flow field has to be modified for different relative turbulent kinetic energy and is completely unknown how the model will perform in different relative inlet turbulent kinetic energy. For instance, in the wind farm located in Sexbrierum in Holland, the inlet turbulent kinetic energy of the wind farm is far lower than the one proposed by Panofsky and Dutton (1984). Experimental data for this wind farm are provided by Cleijne (1992) and consists of Holec wind turbines. By digitizing the graphs, it can be found that the relative inlet turbulent kinetic energy at the hub – height of the wind turbines can be expressed by the following formula:
	
	(4.1)



In other words, due to the low relative turbulent kinetic energy of the field, the constant  has to be given the value of .
Before proceeding in the simulations of the Holec wind turbine, the examination of the empty domain will take place for the relative inlet turbulent kinetic energy based on the equation (4.1), which is the same as the equation (3.10). The wind farm in Sexbierum in Holland consists of Holec wind turbines.
Figures 4.3 and 4.4 illustrate the velocity, turbulent kinetic energy and eddy dissipation rate at the inlet and outlet of the domains for the models of Kasmi and Masson (2008) and Makridis and Chick (2013).
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[bookmark: _Toc5653024]Figure 4.3: Comparison of the (a) velocity, (b) turbulent kinetic energy and (c) eddy dissipation rate between the inlet and outlet accerding to Makridis and Chick (2013) model.
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[bookmark: _Toc5653025]Figure 4.4: Comparison of the (a) velocity, (b) turbulent kinetic energy and (c) eddy dissipation rate between the inlet and outlet according to Kasmi and Masson (2008) model.
As seen in Figures 4.3 and 4.4, the deviations of the inlet values of the velocity, turbulent kinetic energy and eddy dissipation rate are higher in relation to the results with the inlet turbulent kinetic energy based on the equation (3.6) due to the inconsistency of the employed model and the wall formulation with the inlet values of the velocity, turbulent kinetic energy and eddy dissipation rate. It is unknown, however, how this deviation will affect the simulations of the wind turbines, consequently, the examination of the Holec wind turbine takes place in the next section.
[bookmark: _Toc5652894]4.2 Examination of the wind turbine wakes
In this section, the models of Kasmi and Masson (2008) and Makridis and Chick (2013) are applied for a lower than the Panofsky and Dutton (1984) relative turbulent kinetic energy field. The Holec wind turbine is employed at the location called Sexbrierum in Holland, where a small wind farm is installed. The relative turbulent kinetic energy of this location is given by the equation (4.1). The inlet velocity at the hub – height is  which corresponds to a friction velocity of , with a roughness length approximately . The thrust coefficient at this inlet velocity is .
Figure 4.5 illustrates the relative to the inlet velocity and turbulent kinetic energy for 3 different grid sizes according to the Kasmi and Masson (2008) model and are compared with experimental data. The experimental data are provided by Cleijne (1992). The coarse, the medium sized and the fine grid consist of approximately 88,000 elements, 320,000 and 834,000 elements, respectively. All grids were fully structured and the refinement from the coarse to the fine grid has been done uniformly everywhere in the domain but mainly in the region around the wind turbine. The settings of the simulations are the same as in the case for the empty domain, and the pressure drop applied on the disk is calculated by the equation (3.48).
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[bookmark: _Toc5653026]Figure 4.5: Comparison of the (a) relative velocity and (b) turbulent kinetic energy at the hub - height of the domain of 3 different grid sizes with available experimental data.
Clearly, as it can be seen from Figure 4.5, the numerical grid consisting of 320,000 elements is considered as sufficient for this application as the differences for both the velocity and turbulent kinetic energy between the medium sized and fine grid are almost negligible in relation to the differences between the coarse and medium sized grid. The Kasmi and Masson (2008) model appears to be able to predict the velocity distribution at the near or far wake even for the Holec wind turbine with low inlet turbulent kinetic energy, although it appears that the velocity does not recover at the ideal level which can be concluded by the comparison with the experimental data. This is not very surprising as it has been shown in Figure 4.4 (a) that the deviations of the velocity profile within the domain are relatively small, taking into account that the length of the empty domain was 10km. However, this is not the case for the turbulent kinetic energy, where the Kasmi and Masson (2008) model is totally ineffective as it overestimates the turbulent kinetic energy at the near or far wake region of the wind turbine and the turbulent kinetic energy at the very far wake region does not recover to the undisturbed inlet turbulent kinetic energy.
Figure 4.6 illustrates the normalized velocity and turbulent kinetic energy for the Holec wind turbine for the Makridis and Chick (2013) model. The numerical grid and solver settings are the same as in the simulations of the Kasmi and Masson (2008) model.
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[bookmark: _Toc5653027]Figure 4.6: Comparison of the (a) elative velocity and (b) relative turbulent kinetic energy at the hub - height of the wind turbine along the streamwise direction by employing the Makridis and Chick (2013) model.
The model of Makridis and Chick (2013) appears to overestimate the recovery of the velocity in the far wake region although it appears to capture the velocity at the near wake region very successfully. This fact can be explained by the fact that the deviations within the empty domain of the velocity from the inlet was higher in relation to the Kasmi and Masson (2008) model, as seen in Figures 4.3 (a) and 4.4 (a). However, the problem of the overestimation of the turbulent kinetic energy is still present in this model as in the case of the Kasmi and Masson (2008) model. Overall, both models performed similarly for the Holec wind turbine.
[bookmark: _Toc5652895]4.3 Conclusions
In this chapter the Kasmi and Masson (2008) and Makridis and Chick (2013) models have been tested for the simulations of wind turbine wakes for a low turbulence field. The performance of their models in an empty domain has been assessed to check the inconsistencies of the models with the properties of neutral atmosphere. The distortion of the velocity profile along the domain for both models was small but not negligible while the distortion of the turbulent kinetic energy was huge. Then, the models have been tested for the Holec wind turbine. The velocity distribution in the near and far wake region was maintained in acceptable levels while the turbulent kinetic energy was hugely overestimated. In conclusion, the zero streamwise gradient condition has to be satisfied in order to achieve values of velocity and turbulent kinetic energy at the very far wake region similar to the undisturbed inlet values. Finally, a necessity for a model which works efficiently regardless of the inlet relevant turbulent kinetic energy becomes clear.














[bookmark: _Toc5652896]Chapter 5
[bookmark: _Toc514612249][bookmark: _Toc5652897]An improved k – ω turbulence model for the simulations of the small wind turbine wakes
In the previous chapter, the necessity of the satisfaction of the zero streamwise gradient condition along with a turbulence model which will be independent of the inlet relative turbulent kinetic energy has been illustrated.
In this chapter, a new modified k – ω model is presented and validated for the simulations of the small wind turbine wakes under neutral stratified atmosphere on a uniform roughness terrain. Firstly, a mathematical condition for the zero streamwise gradients for all variables is discovered. Then, the examination of the empty domain takes place to prove in practice the zero streamwise condition and finally, the model is validated for 2 different small wind turbines with different relative inlet turbulent kinetic energy.
As stated in literature survey, the modified standard k – ε model of Kamsi and Massoon (2008), has been proven reliable for the simulations of the small wind turbine wakes, as it has been validated for 3 different wind turbines. However, there are two problems with this model. The first problem deals with the zero streamwise condition because this model does not satisfy the zero streamwise condition, at least for the inlet conditions they used, under no circumstances, as shown in the previous chapter. The second problem deals with the source term for the dissipation equation in the vicinity of the wind turbine, based on the work done by Chen and Kim (Chen and Kim, 1987). The term they used is:
	
	(5.1)



The term  is the production term in the standard k – ε model which is dependent on the turbulent viscosity and the turbulent viscosity is dependent on the constant . The constant , however, defines the relative turbulent kinetic energy of the field for atmospheric flows, which may differ from one place to another. In other words, the source term is highly dependent on the relative turbulent kinetic energy of the field. Kasmi and Massoon (2008) have proven that the dissipation term (5.1) improves the results for the wind turbine wakes but they simulated wind turbines only for one specific value of  which was . As shown in the previous chapter, their model did not perform very well for the Holec wind turbine.
In this chapter, a new k – ω model is presented which solves the problems of the model of Kasmi and Masson (2008) regarding the non – zero streamwise gradient and the dependency of the relative turbulent kinetic energy of the field.
Similarly to the Richards and Hoxey’s (1993) approach for the standard k – ε model, a condition for the zero streamwise gradients for any variable for the standard k – ω model can be found. The equations for the velocity, turbulent kinetic energy and eddy dissipation rate are expressed by the equations (3.9) – (3.11) while the equations of the standard k – ω model are written in the section 2.4.2. Due to the fact that the family of k – ω models does not use the constant , but instead it uses the constant , the equation (3.10) for the turbulent kinetic energy is transformed as:
	
	(5.2)



By making some mathematical calculations, it can be proven that the equations (3.9), (3.11) and (5.2) satisfy automatically the equation (2.35) but satisfy the equation (2.36) only if the following condition is satisfied:
	
	(5.3)



Details of the previous statement along with the derivation of the equation (5.3) are given in the appendix. As in the case of the Richards and Hoxey (1993) for the standard k – ε model, it is independent of the friction velocity and the roughness height. Consequently, for specific relative turbulent kinetic energy, which is defined by the constant , the constants  and  have to be chosen accordingly in order to satisfy the expression (5.3) in order to avoid streamwise gradients for any variable within the solution domain.
Finally, in order to conclude to the expression (5.3), the following consideration was taken:
	
	(5.4)



In other words, the laminar viscosity was omitted from the transport equations for turbulent kinetic energy and specific dissipation rate, in the same concept as Richards and Hoxey (1993) approach. The error by using this simplification is expected to be negligible since the atmospheric flows are highly turbulent.
[bookmark: _Toc514612250][bookmark: _Toc5652898]5.1 Examination of the empty domain
In order to validate the present proposed k – ω model and check in practice if the zero streamwise gradient condition for any flow variable persists, simulations have been performed for an ABL flow through an empty domain. The dimensions of the employed computational domain, as well as the boundary conditions are the same as in the previous chapter. The friction velocity of the wind flow was set as  and the roughness length is 0.05m, which is valid for a relative low roughness terrain. A value of  was used to define the turbulent kinetic energy at the inlet based on Panofski and Dutton (1984) as well as other researchers, such as Makridis and Chick (2013) and Kasmi and Massoon (2008). A pressure outlet at the outlet of the domain was imposed, symmetry (or zero gradients) at the lateral sides of the domain, a Dirichlet – type boundary condition at the upper boundary based on the equations (3.9) – (3.11) and a wall boundary on the ground.
[bookmark: _GoBack]The third – order MUSCL scheme was used for the discretization of the momentum equations and the second – order upwind scheme for the transport equations for the turbulent kinetic energy and eddy frequency. The SIMPLE algorithm was implemented for the pressure velocity coupling, while the convergence criteria were set to  for all equations and this was found to be adequate to obtain graphically indistinguishable results. Mass imbalance has been also checked to ensure the convergence of the simulations. Finally, regarding the grid resolution, 3 different grid sizes have been employed consisting of approximately 200,000, 600,000 and 1,800,000 elements. The numerical grid was fully structured and the refinement of the grid has been equally done in all directions.
Figure 5.1 compares the solutions for the velocity, turbulent kinetic energy and specific dissipation rate, respectively, for an empty domain at the inlet and outlet of the domain with the 3 different grid sizes mentioned in the previous paragraph.
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[bookmark: _Toc5653028]Figure 5.1: Comparison of (a) velocity, (b) turbulent kinetic energy, and (c) specific dissipation rate between the inlet and outlet in a 10km domain for 3 different grid sizes.
Due to the rapid change of the eddy frequency with the height, the logarithmic scale is used in Figure 5.1 (c), as well as in the contour map in Figure 5.2 (c). An error analysis showed that the difference between the inlet and outlet for the turbulent kinetic energy is approximately 2% on the ground, for any grid size and it decreases with the height. Figure 5.2 illustrates contour maps of the velocity, turbulent kinetic energy and eddy frequency to show the development of these variables within the domain. The height of the domain was scaled up 4 times due to its initial small perpendicular to the ground direction, in relation to the length of the domain. A similar situation exists for the eddy frequency where the error appears to reach an error of approximately 4% close to the ground and it becomes gradually smaller with the height. Finally, regarding the velocity, it appears to have an error of approximately 2% close to the ground but it becomes less than 1% within the first 10m from the ground.
There are 2 reasons for the errors close to the ground for any variable. The first reason is due to the wall formulation which is not consistent with the profiles of the equations (3.9) – (3.11) and it appears that the calculation of the turbulence quantities is a function of the friction velocity (Ansys FLUENT, 2011). Another reason is attributed to the assumption of the negligence of the laminar viscosity (equation (5.4)) which is not valid on the ground. However, the differences are in general small, and it can be concluded that the velocity, turbulent kinetic energy and specific dissipation rate are maintained from the inlet to the outlet of the domain with a good accuracy. Moreover, parametric studies based on the friction velocity from 0.4 – 0.62 m/s and turbulence levels for values of  from 0.033 to 0.1 showed small dependence and the comparison of the results with the theoretical values based on the equations (3.9) – (3.11) was similar to the ones present in Figure 5.1. The small errors far away from the ground are attributed to the simplifications that have been made in theory, numerical and convergence issues. Finally, the results show negligible sensitivity to the grid size and this is due to the simplicity of the geometry. In particular, the maximum differences between the coarse and medium sized grid for the velocity, turbulent kinetic energy and eddy frequency were 0.12%, 0.16% and 0.72%, while the maximum differences in the same variables between the medium sized grid and fine grid were 0.06%, 0.11% and 0.57%, respectively, and consequently the numerical grid consisting of 600,000 elements has been used.
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[bookmark: _Toc5653029]Figure 5.2: Results of (a) velocity, (b) turbulent kinetic energy and (c) eddy frequency along the domain.
Most researchers who studied the characteristics of wind turbine wakes did not examine the zero streamwise gradient condition. It appears, although it has not been proven, that it is not important when a single turbine is examined due to the fact that the undisturbed wind conditions do not change significantly within a few characteristic lengths of the domain when the zero streamwise gradient condition is not satisfied. However, when a large domain is examined with multiple wind turbines in any arrangement, it is of paramount importance that the velocity and turbulence levels have a correct recovery and, in the long run, recover to the undisturbed inlet conditions and be maintained as occurs in nature.
In the next Section, 2 different small wind turbines are examined and the importance of the zero streamwise gradient for all variables is illustrated.
[bookmark: _Toc514612251][bookmark: _Toc5652899]5.2 Modeling of a single wind turbine using the actuator disk theory
A full – scale detailed aerodynamic simulation of a wind turbine is very time consuming since it requires a transient simulation as well as a very refined numerical grid around the blades, the nacelle, the tower of the wind turbine etc. Consequently, many other computationally cheaper ways of simulating the wind turbine wakes have been developed. The simplest model is the actuator disk model without rotation and is based on the blade element method.
Mikkelsen (2003) has analyzed many models for the modeling of the rotor of the wind turbines. The simplest of all models, when the aerodynamics of the wind turbine is unknown, is the actuator disk model without rotation and based on the thrust coefficient  of the turbine. The pressure drop through the wind turbine can be calculated by the following equation:
	
	(5.5)



where  is the rotor disk area and  is the undisturbed wind velocity upstream of the turbine. The only information that is needed is the thrust coefficient and the diameter of the wind turbine. The pressure drop is applied in the software as an infinitesimal thickness disk in order to replace the wind turbine. It acts essentially as a momentum sink.
[bookmark: _Toc514612252][bookmark: _Toc5652900]5.3 Nibe – B 630kw turbine
The first wind turbine that is examined is a Nibe – B 630kw turbine and this is a horizontal 3 bladed wind turbine operating at 33rpm with a 40m diameter at 45m hub – height. In the simulations performed in this paper, the actuator disk model without rotational effects was employed.
Regarding the size of the computational domain, the distance from the inlet to the turbine is 4D, the distance from the turbine to the outlet is 40D, the distance from the turbine to the upper boundary is 5D and the distance between the turbine and the lateral sides of the domain is 4D, where D is the diameter of the wind turbine.  The boundary conditions were the same as in the empty domain examined earlier along with the other settings of the solver. The pressure drop along the wind turbine was calculated from the equation (5.5).
As stated in theory, the condition (5.3) must be satisfied in order to ensure the recovery of the velocity and turbulence quantities in the far wake region. The zero streamwise gradient condition is important in the far wake region, however, the recovery of the velocity and turbulence are highly sensitive on the  coefficient. By performing some parametric studies, a value of  was chosen as the optimum coefficient for all wind turbines. Given a coefficient of  for the definition of the turbulence levels and a value of , the value of  satisfies the equation (5.3). The Von Karman constant that is used is . The standard k – ω model also has been employed to illustrate the differences between the 2 models against the experimental data. The only modification that has been done to the standard k – ω model is the coefficient  and it has been given the same value as in the modified k – ω model in order to match the inlet turbulent kinetic energy at the inlet of the domain (equation (5.2)).
A grid independence study has been carried out. Given the simplicity of the geometry, the requirement of the simulation regarding its number of cells was not very demanding. 3 different grid sizes have been simulated consisting of approximately 140,000, 600,000 and 1,560,000 cells. All of them were fully structured numerical grids and the refinement from the coarse to the fine grid has been done everywhere in the domain but mainly in the region around the wind turbine and at a few characteristic lengths upstream and downstream of it. The maximum difference between the 2 coarser numerical grids was found to be approximately 2.5% for the velocity and 3.5% for the turbulent kinetic energy, while the maximum difference in the results obtained using the 2 finer grids were less than 0.2% for the velocity and less than 0.5% for the turbulent kinetic energy. Consequently, the numerical grid consisting of 600,000 elements was employed and a similar grid has been created with a similar number of cells and spacing between the nodes for the second wind turbine that is examined later.
It should be noted that the near wake region is considered as the region within 3D at the rear of the turbine, the far wake region as the region within 5.5D and 8D at the rear of the turbine and the very far wake region as the region from 8D up to the outlet.
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[bookmark: _Toc5653030]Figure 5.3: (a) Normalized velocity and (b) turbulence intensity along the streamwise direction at the hub – height of the domain.
Figure 5.3 illustrates the predicted normalized velocity and turbulence intensity in comparison to experimental data and the standard k – ω model for ,  and  along the centerline at the hub height of the turbine. This is the condition when the turbine is operating at 630kw. The velocity is normalized with the inlet velocity value and the experimental data are provided by Taylor et al. (1985).
It is observed in the far wake region that the proposed k – ω model is able to capture the correct turbulence levels, according to the experimental data. Also, in the very far wake region, close to the outlet boundary, the turbulence levels drop to the undisturbed values that are applied at the inlet boundary. It is interesting that the highest value of the turbulent kinetic energy does not appear in the near wake region of the turbine but, rather, a few characteristic lengths downstream of the turbine . This observation is also visible in other experimental data for the second wind turbine that is presented later. This trend of the turbulence intensity is captured by the modified k – ω model, while the standard k – ω model failed to capture the turbulent kinetic energy anywhere within the domain.
The velocity also shows a similar trend to the turbulent kinetic energy. At the near wake region  the modified k – ω  model closely predicted the wind velocity, and in the far wake region the velocity is predicted very well, while the standard k – ω model failed to predict the velocity anywhere within the domain. It is also noticeable that the velocity and turbulent kinetic energy did not converge to the undisturbed inlet values according to the standard k – ω model, which was expected since it does not satisfy the equation (5.3). These results are indicative of the very simplistic model that is used to simulate the wind turbine. A more accurate or elaborative model, instead of the actuator disk model without rotational effects based on the thrust coefficient, would have given more accurate predictions for the velocity in the near wake region. 
According to the original source of the experimental data, the mast located  downstream of the turbine was not aligned exactly with the wind direction (Taylor et al., 1985). This statement can be seen from the almost linear behavior, if these 3 points are connected, of the velocity according to the measurements. Also, as will be shown later, the velocity of the wind does not have such a steep recovery for other wind turbines, or even for the same turbine under different operational conditions.
As far as the errors are concerned, the difference of the velocity in the near wake region with experimental data was more than 20% while in the far wake region this reduced to less than 5%, and the difference in the turbulence intensity was less than 10% in the near or far wake region.
Figure 5.4 shows the turbulence intensity perpendicular to the ground from the hub – height up to  above the centerline of the hub – height of the turbine located at  at the rear of the turbine. There appears to be a peak in the turbulence intensity at 0  and probably this arises from the tip of the turbine blades. The modified k – ω model is able to capture this increase in the turbulence in this region but it fails to predict the magnitude of it, which is indicative of the very simplistic model that is used to simulate the wind turbine. Another explanation may lie to the fact that the pressure drop that has been applied on the disk is based on the undisturbed velocity value at the hub – height of the turbine. However, the undisturbed velocity changes with the height based on the logarithmic velocity profile as given equation (3.9). Consequently, a higher pressure drop from the hub – height up to the tip of the turbine would, theoretically, give higher turbulence levels.  Another interesting fact is that the measured turbulence intensity drops less than  while the inlet turbulence intensity is 11%. The only possible explanation could be that the turbulent kinetic energy slightly decreases with the height of the domain, although nothing is stated about this in the report. In any case, as stated in the introduction, employing a constant turbulent kinetic energy at the inlet may be a special or a simplified case, however, it approximates the neutral atmospheric conditions and it has been the view of many researchers for the simulation of small wind turbines (Kasmi and Masson, 2008; Makridis and Chick; 2012).
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[bookmark: _Toc5653031]Figure 5.4: Turbulence intensity distribution along a line perpendicular to the ground from the hub – height up to 1.2D placed at 2.5D at the rear of the turbine.
Taking into account the fact that the turbulence generation depends on the velocity gradients in the 2 equation turbulence models based on the Boussinesq assumption for isotropy, it can be concluded that a more elaborative model for the wind turbine, e.g. the inclusion of the nacelle and the tower, would have given even better results for both the velocity and turbulence because the minimum velocity would have been lower, and consequently, the turbulence levels in the near wake region would have been larger, due to the higher pressure drop imposed at the disk.
Figure 5.5 illustrates the normalized velocity distribution from one lateral side to the other of the domain at the hub – height located at (a) , (b)  and (c)  at the rear of the turbine.
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[bookmark: _Toc5653032]Figure 5.5: Distribution of the normalized velocity along the lateral sides of the domain at the hub – height at (a) 2.5D, (b) 6D and (c) 7.5D.
The modified k – ω model in the far wake region at  and  at the rear of the turbine predicts the velocity very well although the width of the velocity deficit is larger according to the experimental data at a distance of  at the rear of the turbine. In the region  downstream of the turbine the velocity appears to be slightly underestimated, however, as stated earlier, the actual velocity is lower than the values that appear in the Figure 5.5 because the mast was not 100% aligned with the wind turbine. This statement is also enforced by the fact that the normalized velocity, according to the experimental data appears to be higher than 1 close to the lateral sides of the domain. If the computationally predicted results had been normalized with a lower value, the validation would have been even better.
Figures 5.6 and 5.7 illustrate the normalized velocity from one lateral side of the domain to the other lateral side at the hub – height at (a) , (b)  and (c)  for the same turbine but for different wind velocity and turbulence levels. Figure 5.6 shows the normalized velocity for ,  and  and Figure 5.7 shows the normalized velocity for ,  and .
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[bookmark: _Toc5653033]Figure 5.6: Distribution of the normalized velocity along the lateral sides of the domain at the hub – height at (a) 2.5D, (b) 6D and (c) 7.5D for U=9.56m/s.
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[bookmark: _Toc5653034]Figure 5.7: Distribution of the normalized velocity along the lateral sides of the domain at the hub – height at (a) 2.5D, (b) 6D and (c) 7.5D for U=11.52m/s.
The results for  and  have a similar behavior to the results presented in Figure 5.5 for .
In general, the modified k – ω model predicts well the velocity at  and  at the rear of the turbine while it rather overestimates the velocity  at the rear of the turbine, while the standard k – ω model failed to predict the velocity correctly anywhere within the domain. The problem with the normalized velocity being over 1 according to the measurements is still present for all inlet velocity values as seen in Figures 5.5(c), 5.6(c) and 5.7(c).
Also, it is observed from Figures 5.5 – 5.7 that, as the undisturbed inlet velocity decreases, the results close to the turbine become better when compared to experimental data, although the difference is generally small. The explanation for this behavior lies to the thrust coefficient. As stated earlier, the pressure drop that is applied on the disk is based on the equation (5.5) and the model does not include any fixed parts of the wind turbine such as the nacelle or the tower. The pressure drop of any fixed part of the turbine would have been calculated by the same formula, equation (5.5), but it would have included the drag coefficient instead of the thrust coefficient. However, as the velocity increases, the thrust coefficient, based on the power curve of the turbine, decreases, while the drag coefficient of the bluff bodies is not that sensitive to the inlet velocity, at least for fully turbulent flows, which is the case in the present investigation. Taking into account the fact that the drag coefficient of the fixed parts of the turbine is higher than the thrust coefficient, and almost steady regardless of the velocity, it can be concluded that for low velocities, where the thrust coefficient is higher, the omission of the fixed parts of the turbine affects the results to a smaller extent than for the cases of the higher velocities. This statement will be validated later when the results of the Holec turbine are presented, although the difference is smaller due to the small differences in the thrust coefficient.
[bookmark: _Toc514612253][bookmark: _Toc5652901]5.4 The Holec wind turbine
The second wind turbine that is examined is a small Holec horizontal axis three – bladed turbine with a rated power of approximately 300kW. A wind farm of these turbines is located at Sexbierum, a village in northern Holland. The examination of another wind turbine is important in order to show the universality of the modified k – ω model and in order to show that the model is not sensitive to the inlet turbulence levels, and this is because the turbulence levels in this region are relatively low. The measurement data are taken from Cleijne (1992).
The computational setup is similar to the Nibe – B 630kw wind turbine explained previously. The flow conditions are based on Cleijne (1992). The logarithmic velocity profile is still valid, as in all atmospheric flows under neutral stratification within the surface layer where small wind turbines are located, but the turbulence levels are quite lower in relation to the previous wind turbine. However Cleijne (1992), is rather vague when it comes to the inlet turbulence levels. They took measurements at 3 different heights and analytically expressed the turbulence intensity and the corresponded roughness length, but in the results section for high yaw angles (25º – 30º) the turbulence levels appear to be far lower than the initially estimated ones for every mast. For this reason, the results for the turbulence intensity based on the results of the wind turbine for high angles of attack of the wind will be considered. In any case, the constant value for the turbulent kinetic energy, regardless of the height, appears to be almost valid based on all of their measurements.
The measured undisturbed normalized turbulent kinetic energy appears to be in the range 0.011 – 0.014. The normalization of the turbulence intensity was achieved with the squared undisturbed velocity inlet. These inlet turbulence levels correspond to a value of approximately  for the standard k – ω model, and consequently the standard k – ω model has been used without any modifications for the simulations. This value of  gives a normalized turbulent kinetic energy of 0.0136 and this agrees well with the measurement data. For the zero streamwise gradient condition, the value of  has to be changed according to the equation (5.3) and the corresponding value is  for the modified k – ω model. Regarding the eddy frequency, the profile based on the equation (3.4) is chosen and modified according to the equation (5.3) while the logarithmic velocity profile is employed at the inlet by the equation (3.9), as in the previous wind turbine.
The average undisturbed velocity magnitude during the measurements at the hub – height of the turbine was . Consequently, in this paper, to show the universality of the model, a value of , as well as a lower velocity of  is employed. The thrust coefficient is 0.75 for a range of hub – height velocities from  to  and it increases to 0.78 for the  inlet velocity at the hub – height.
Figures 5.8 and 5.9 show the computed normalized velocity and turbulence along the hub – height for both the velocity and turbulence inlets and the experimental data.
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[bookmark: _Toc5653035]Figure 5.8: (a) Normalized velocity and (b) turbulent kinetic energy along the streamwise direction at the hub – height for U=8.6m/s.
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[bookmark: _Toc5653036]Figure 5.9: (a) Normalized velocity, and (b) turbulent kinetic energy along the streamwise direction at the hub – height for U=6.2m/s.
The velocity has a similar trend as in the previous investigated wind turbine. The velocity drops to half of the undisturbed value at a distance  downstream of the wind turbine and then it gradually increases, reaching  of the value of the undisturbed velocity at  downstream of the turbine. It is noticeable that the behavior of the computationally predicted velocity appears to be the same for both velocity inlet values. The model, like in the previous wind turbine, predicts the recovery of the velocity and turbulence kinetic energy with a very good accuracy as seen in the Figures 8 and 9, while the results are as good in the near wake region.
As far as the turbulent kinetic energy is concerned, a similar behavior with the Nibe turbine is illustrated. The maximum value does not appear in the near wake region but rather a few characteristic lengths away from the turbine, and this is not predicted by the model. However, in the far wake region the correct values of the turbulent kinetic energy are recovered and maintained along the domain until the outlet.
The small differences in the velocity and turbulent kinetic energy at the rear of the turbine between the 2 different inlet velocities are related to the very small difference in the thrust coefficient of the turbine. As shown in the Nibe wind turbine, the results are more reliable for high thrust coefficients. The same applies here for the Holec turbine but the differences are very small, especially for the velocity and this is due to the very small difference in the thrust coefficient. It is also noticeable again that the standard k – ω model failed to predict the velocity and the turbulent kinetic energy everywhere throughout the domain as expected.
Regarding the errors in the turbulent kinetic energy with the experimental data, the differences were generally high. These errors were of the order of magnitude of 20% for the case of  velocity at the hub – height at distances   and 5.5 downstream of the turbine while for the case of  velocity at the hub – height at the same distances, the error was less than 10%. In both velocity inlets, however, the turbulent kinetic energy at a distance  downstream of the turbine, the errors were approximately 2% and 6% for the  and  velocity inlet, respectively.
Finally, regarding the errors in the velocity, as is the case of the Nibe turbine, the error in the velocity was approximately 20% in the near wake region, while in the far wake region it was about 6% or smaller regardless of the velocity inlet. In any case, for both turbines, for higher thrust coefficients, the results for both the velocity and turbulent kinetic energy were closer to the experimental data and far closer than the standard k – ω model.
In general, the modified k – ω model showed significant improvement when compared with the standard k – ω model which is of paramount importance, especially for wind farm simulations where the power output and possible future structural damage will be better predicted.
[bookmark: _Toc514612254][bookmark: _Toc5652902]5.3 Conclusions
For wind farm simulations, using a steady RANS model, the recovery of the wind properties in the turbine wakes can affect the accurate prediction of the performance of the downstream turbine. In this Chapter, a modified k – ω model for simulating small wind turbine wakes for a uniform roughness flat terrain in a neutrally stratified atmospheric boundary layer is proposed. A condition for achieving the zero streamwise gradients for all flow variables has been mathematically produced. The model has been successfully implemented and tested in an empty domain for various turbulence levels and friction velocity values. The modified k – ω model has been employed for the simulation of 2 small wind turbines for different inlet conditions with the actuator disk model based on the thrust coefficient of the turbines. The comparison of the results in the near wake region for both wind turbines with available experimental data was mediocre which may have been expected due to the very simplistic model that has been employed to represent the wind turbines. For higher thrust coefficients, the results were more accurate than for lower thrust coefficients for both the velocity and turbulent kinetic energy although the difference was small. In the far wake region, however, the comparison of the velocity and turbulence levels for both wind turbines with the experimental data was relatively good due to the imposition of the zero streamwise gradient condition for all variables. In all cases, the modified k – ω model produced results far closer to the experimental data rather than the standard k – ω.




[bookmark: _Toc514612255][bookmark: _Toc5652903]Chapter 6
[bookmark: _Toc514612256][bookmark: _Toc5652904]A proposed RSM model for the simulations of small wind turbine wakes
Despite the advances of the proposed k – ω model in relation to the standard k – ω model as showed in the previous chapter, the error of the velocity in the near wake region was relatively high. One of the reasons for this error is the actuator disk concept, which is a very simplistic model to replace the wind turbine in order to save computational time. The second reason deals with the turbulence modeling, as the Boussinesq eddy viscosity assumption appears to poorly represent the Reynolds stresses. This statement can be proven by the fact that many researchers, such as Porte – Agel (2011), have shown that LES can give much more reliable results for the wind turbine wakes, even when the very simplistic actuator disk model without rotational effects is used to replace the wind turbine. Also, the 2 equation turbulence models cannot calculate the individual Reynolds stresses which are needed to be known for possible structural damage to the wind turbines of wind farms. Unfortunately, LES is very time consuming and, in most cases, especially in the industry is avoided.
An alternative approach is the RSM model often called in the literature as a second – order closure model. As explained in theory, instead of the Boussinesq hypothesis for the Reynolds stresses, the RSM model employs an extra equation for the calculation of each Reynolds stress. The computational time is increased in relation to the 2 equation turbulence models, however, the computational time of the RSM is far closer to any 2 equation turbulence model rather than the LES, since the simulations of the wind turbine wakes can be solved as a steady state problem when the actuator disk concept is employed. Taking all the above into consideration, theoretically the RSM model appears to be the optimum model for the simulations for the wind turbine wakes.
[bookmark: _Toc514612257][bookmark: _Toc5652905]6.1 Examination of the empty domain
Before proceeding in the simulations of the wind turbines, the examination of the empty domain takes place. Similarly to the k – ω model, a condition for the elimination of the streamwise gradients for any variable is proposed. Unfortunately, a mathematical condition to satisfy the equations (3.9) – (3.11) cannot be found in the linear – pressure strain model due to the fact that this model does not include many constants. Alternatively, a solution can be found for the quadratic – pressure strain model.
Before proceeding to the mathematical formulation, due to the anisotropic nature of the turbulence in atmospheric flows, the equation (3.10) has to be modified. The normal Reynolds stresses are defined as follows:
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The rest Reynolds stresses are approximated to be zero (ESDU, 1985). By performing some mathematical calculations, it can be concluded that the equations (6.1) – (6.4) as well as the equations (3.9) – (3.11) can satisfy the Reynolds stress transport equations of the quadratic – pressure strain model only if the following equations are satisfied:
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Panofsky and Dutton (1984) proposed the values of ,  and  based on various experimental data from various researchers. However, these values are valid close to the ground and may differ from place to place, especially at the heights where small wind turbines operate, consequently, the solution that is proposed, is presented with the  constants, so they can be given any value based on the experimental data of the field. As in the k – ω model examined in the previous chapter, the assumption of a constant value of the turbulent kinetic energy, or the Reynolds stresses in the case of the RSM examined here, is considered in the present chapter.
Regarding the shear Reynolds stresses, many researchers, such as Goodfriend et al. (2015), proposed the following equation:
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Unfortunately, the limitation of the proposed method is that it requires the  Reynolds stress to be equal to:
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In other words, it should be  The other shear Reynolds stresses can be approximated as zero. To show this limitation, it is assumed that the Reynolds stresses can be expressed in the following simplified form:
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where  are some constant values to be solved. By the application of the quadratic – pressure strain model, it can be shown that the assumption above holds only if  satisfies the following equation:
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where . This is the generalized form of the equations (6.5) – (6.8). Ignoring other off-diagonal components of the Reynold stress, equations (6.5) – (6.7) can be appropriately modified to include a general contribution of the  term:

	
	(6.17)




	
	(6.18)




	
	(6.19)



Adding the equations (6.17) and (6.18) together and noting the trivial identity :
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We arrive to the condition that relates the span-wise component of the Reynold stress to its stream-wise and wall-normal counterparts. i.e.
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Crucially, this relationship also fixes the value of  to be , as it is evidently so by solving the simple equation.
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This value is not far away from the reality close to the ground as seen by the equation (6.13), however, it does not give any flexibility to the user to select any value based on the experimental data of the field. Finally, regarding the eddy dissipation equation, (equation (2.29)) it can easily be proven that the equations (3.9) – (3.11) and (6.1) – (6.4) satisfy the equation (2.29) only if the following condition is satisfied:
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It appears from the equation (6.23) that the unknowns are the constants ,  and . 
A closer investigation on the equations (6.5) – (6.8) shows that the unknowns outnumber the number of equations. To be more precise, the unknowns are 6 while the number of equations are 4. In particular, the unknowns are , , , ,  and . The constants  and  are treated as one unknown quantity because in all equations (6.5) – (6.8) appear as the summation of these 2 constants. By adding the unknowns derived from the equation (6.23), the number of unknowns is increased to 9. It appears also that the equations (6.5) – (6.8) and (6.23) are independent of the constant .
The fact that the unknowns outnumber the equations is not a problem because it gives the user the flexibility to try many more combinations of the constants to match their computational results with the experimental data. The values of the constants is not an issue for the examination of the empty domain as any combination of the constants , , , , , , ,  and  must give the same results at the outlet for inlet conditions based on the equations (3.9) – (3.11) and (6.1) – (6.4) as long as the system of equations (6.5) – (6.8) is satisfied. However, this is not the case for the examination of the wind turbine wakes, because of the distortion of the flow field, where the combination of the constants , , , , , , ,  and  plays an important role for the correct recovery of all primitive variables and turbulence quantities in the very far wake region.
In order to verify the condition for the elimination of the streamwise gradients that was derived in the previous section, results of simulations of the empty domain are presented here.
The computational domain is 10km long in order to achieve a fully developed flow. A fully developed flow is supposed to be achieved from the inlet of the domain, since the zero streamwise gradient condition is valid. However, inconsistencies of the inlet profiles with the wall formulation, numerical errors may occur to violate, even to a small extent, the zero streamwise gradient condition. The height of the domain is 300m and the spanwise distance is 50m. The friction velocity and roughness length are  and , respectively, as in the previous chapter.
The steady – state incompressible Navier – Stokes equations are employed with the 3rd order MUSCL scheme for their discretization and the second order upwind scheme for the discretization of the transport equations of the Reynolds stresses and eddy dissipation rate. The SIMPLE algorithm has been employed for the pressure – velocity coupling with the convergence criteria specified at  for all equations with an exception of the  and  Reynolds stresses because they are essentially zero everywhere throughout the domain. The convergence criteria were quite strict due to the small changes of the flow variables during the iterative solution. Finally, regarding the boundary conditions, a velocity inlet boundary has been employed based on the equations (3.9) – (3.11) and (6.1) – (6.4), a pressure – outlet boundary at the outlet, symmetry boundary conditions at the lateral sides of the computational domain and a Dirichlet boundary condition at the upper boundary based on the equations (3.9) – (3.11) and (6.1) – (6.4).
The wall boundary condition in any RSM model requires information for the Reynolds stresses. FLUENT specifies the following relationships for the Reynolds stresses at walls, for a Cartesian coordinate system:
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Unfortunately, these values are not consistent with the values proposed by Panofsky and Dutton. To make matters worse, FLUENT does not allow any user defined wall function for any sub – model of the RSM models. To overcome this problem, a Dirichlet boundary condition is used as in the upper boundary. To be more precise, a symmetry boundary condition is selected to ensure the zero gradients for any variable in the direction perpendicular to the height, and the values for the velocity, eddy dissipation rate and Reynolds stresses are directly specified into the cells according to the equations (3.9) – (3.11) and (6.1) – (6.4). By making some parametric studies, it has been discovered that at least 3 rows of cells from the ground must be used to specify the values of the velocity, eddy dissipation rate and Reynolds stresses. The height of the cells does not seem to play any role, so they must be created as thin as possible to be closer to the ground as possible. Finally, regarding the grid resolution, 3 different numerical grids have been employed consisting of approximately 500,000, 1,000,000 and 2,000,000 elements. All grids were fully structured and the refinement from the coarse to the fine grid have been done equally in all directions. Finally, the following values have been given to the constants of the system of equations (6.5) – (6.12):
, , , ,  , , , , , , .
The combination of the constants defined above is one of the solutions of the system of equations (6.5) – (6.8) and the independent equation (6.23).
Figure 6.1 illustrates the velocity, Reynolds stresses, eddy dissipation rate and eddy viscosity of the inlet and the outlet of the domain for the 3 different grid sizes mentioned in the previous paragraph. The values of the Reynolds stresses that have been used were the ones proposed by Panofsky and Dutton (1984), which give a value of .
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[bookmark: _Toc5653037]Figure 6.1: Comparison of the results of (a) velocity, (b), (c), (d) and (e) Reynolds stresses, (f) eddy dissipation rate and (g) eddy viscosity between the inlet and the outlet of the domain for 3 different grid sizes.
As seen in Figure 6.1, the differences between the inlet and the outlet are very small, of the order of magnitude of 1% for any variable for the medium and fine grids. These errors are attributed to numerical errors, convergence errors, truncation errors, etc. The eddy viscosity also shows a linear dependence with the height as it was expected, which is indicative of the very small distortion of the flow variables within the domain. Similar results have been obtained for different combinations of the coefficients  and , as well as friction velocity and roughness length values.
[bookmark: _Toc514612258][bookmark: _Toc5652906]6.2 Nibe wind turbine
As in the previous chapter, the first turbine that is examined is the Nibe turbine for 3 different velocity inlet values. The values proposed by Panofsky and Dutton (1984) have been used for the normal Reynolds stresses because analytical experimental results are not provided. The coefficients that have been used are the same as in the examination of the empty domain. The same numerical grids and the same boundary conditions have been employed as in the previous chapter with the k – ω model and the differences between them were of similar order of magnitude.
The following source term has been applied to the vicinity of the actuator disk in the transport equation of the eddy dissipation rate, along with the pressure drop based on the equation (5.1):
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The main idea behind this source term is the fact that the equation for the eddy dissipation rate for the family of the k – ε models is empirical, and therefore there are many applications that the standard k – ε model fails to accurately predict the flow (e.g. the backward facing step, swirling flow problems etc.) and gives highly diffusive results. Therefore a second time scale (equation (6.28)) is added to the eddy dissipation equation to represent the energy transfer from the large to the small scales more effectively. Although this term was designated to be used in the family of k – ε models, it appears that it improves the results in the RSM because the transport equation for the eddy dissipation rate is essentially the same. However, equation (6.28) has to be modified because according to 2 equation turbulence models the turbulence is treated as isotropic and the Reynolds stresses are computed based on Boussinesq assupmtion. On the other hand, in the RSM, the turbulence is treated as anisotropic and the turbulence is not modeled based on the Boussinesq assumption and every Reynolds stress is calculated by a transport equation. Consequently, the turbulence production is substituted by the stress production in the RSM. In other words, the equation (6.28) is modified as follows:
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The coefficient  was set at the value of 0.15. Another advantage of the RSM in relation to the family of k – ε turbulence models is that the turbulence production term  includes the eddy viscosity  which includes the coefficient . The coefficient , however, is used to define the relative  turbulence levels of the field, consequently, it has to be changed from one wind turbine to another and the result from this change is unknown. For example, Kasmi and Masson (2008) have used only one specific value for all of the wind turbines they simulated because the relative turbulence levels were the same in all wind turbines, but it is unknown if their results were so accurate for a wind turbine with different relative turbulence levels. In the RSM however, the coefficient  is not used so the source term (6.29) is independent of the relative turbulence levels of the field.
Finally, regarding the convergence of the simulations, all equations have reached a residual below  with an exception of the continuity equation which residual was fluctuating approximately between  and .
Figures 6.2 – 6.4 illustrate the velocity at various locations downstream of the turbine and compare them with available experimental data for various velocity and turbulence intensity inlets while Figure 6.5 illustrates the comparison of the computational results and experimental data of the turbulence kinetic energy along the domain at the hub – height of the turbine.
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[bookmark: _Toc5653038]Figure 6.2: Normalized velocity along the lateral sides of the domain at 2.5D, 6D and 7.5D downstream of the turbine for U=8.52m/s, TI=11% and Ct=0.82.
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[bookmark: _Toc5653039]Figure 6.3: Normalized velocity along the lateral sides of the domain at 2.5D, 6D and 7.5D downstream of the turbine for U=9.56m/s, TI=11% and Ct=0.77.
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[bookmark: _Toc5653040]Figure 6.4: Normalized velocity along the lateral sides of the domain at 2.5D, 6D and 7.5D downstream of the turbine for U=11.52m/s, TI=10.5% and Ct=0.67.
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[bookmark: _Toc5653041]Figure 6.5: Turbulence intensity along the streamwise direction at the hub – height of the turbine.
In general, the normalized velocity appears to agree well with the measurements to a great extend at the location  downstream of the turbine regardless of the magnitude of the velocity inlet. However, the comparison of the computational results with the experimental data is not very accurate for higher velocity inlet values and consequently, lower thrust coefficients. The explanation of this behavior lies to the actuator disk model that is used to represent the wind turbine. The actuator disk model does not include any stable parts of the wind turbine, such as the nacelle and the tower. However, the drag coefficient of the nacelle appears to have an almost steady value regardless of the Reynolds number, at least from a certain Reynolds number and above, and its drag coefficient is always higher than the thrust coefficient of the wind turbine. In other words, for high thrust coefficients, for example for  in the present example, the thrust coefficient is very similar to the drag coefficient of the nacelle which is approximately close to 1, consequently, the inclusion of the nacelle is expected to have a small impact on the results. However, for a thrust coefficient of , the difference between the thrust coefficient and the drag coefficient of the nacelle is considerable and the omission of the nacelle is expected to lead to different results due to the different pressure drop that is applied on the disk. However, in general the computational results of the normalized velocity at  downstream of the turbine are in very good agreement with the measurements.
The comparison of the normalized velocity at  downstream of the turbine is also in very good agreement, especially at the “footprint” position behind the wind turbine but the results are a little different in the region between the “footprint” and the lateral sides of the domain, as the present model appears to overestimate the velocity in this particular region. Finally, the computational results and the experimental data at  downstream of the turbine appear to be rather different, as the model appear to underestimate the velocity at this specific location, but this can be justified by the fact that the tower was not 100% aligned with the wind turbine when the experiment took place (Taylor et al., 1985). As will be shown later, the results in this region for the Holec wind turbine are much more accurate.
Finally, regarding the turbulence kinetic energy, at the near wake region the present model fails to predict the correct values and has an error of more than 10% while it appears to recover in the far wake region.
[bookmark: _Toc514612259][bookmark: _Toc5652907]6.3 Holec wind turbine
In order to further validate the present model, as in the previous chapter, the Holec wind turbine is examined. The model is also compared with the model by Laan et al., (2015) to show its performance against other proposed models in the literature. The relative turbulence levels of this particular region are low in relation to the previous experiment. Unfortunately, the author is unclear with the undisturbed turbulent kinetic energy. Consequently, the turbulence kinetic energy of the last mast, which is located at  downstream of the turbine for high yaw angles will be considered as the inlet turbulent kinetic energy. By digitizing a figure from the experimental measurements in the report by Cleijne (1992), the following relationships for the normal Reynolds stresses are calculated:
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The combination of the  constants above gives a  value approximately , which is almost the same value that has been used in the previous Chapter. The constants that were selected to remain the same as in the previous wind turbine are the following:
      
The following constants are the unique solution to the system of equations (6.5) – (6.8) and the independent equation (6.23):
     
As in the previous wind turbine, the constant  is given the value of 0, consequently:
 
The average wind speed at the hub – height was . Consequently, in order to validate the model, 2 different inlet wind speeds are considered. A low velocity inlet at the hub – height of  and a high velocity inlet of  with thrust coefficients  and , respectively. Figures 5.6 and 5.7 illustrate the velocity and the relative to the undisturbed squared velocity turbulent kinetic energy for both velocity inlets.
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[bookmark: _Toc5653042]Figure 6.6: (a) Normalized velocity and (b) normalized turbulent kinetic energy along the hub – height of the turbine for U=6.26m/s.
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[bookmark: _Toc5653043]Figure 6.7: (a) Normalized velocity and (b) normalized turbulent kinetic energy along the hub – height of the turbine for U=8.61m/s.
It is clear in the Holec wind turbine as in the Nibe wind turbine, the higher the thrust coefficient is, the more reliable the results are, for both velocity and turbulence, although the difference is very small for the Holec wind turbine because the difference in the thrust coefficient between the 2 different velocity inlet values is small. The computational results of the normalized velocity are in very good agreement with the experimental results in both the near and far wake regions. The proposed model also shows better performance compared to the model by Laan et al., (2015) especially for the turbulent kinetic energy at the wake region of the wind turbine. The proposed model also shows superiority to the Laan et al., (2015) model but the difference appears to be relatively small for the normalized velocity at the wake region of the turbine.
The proposed model appears to capture the general behavior of the turbulent kinetic energy although it underestimates the magnitude of it in the positions 2.5D and 5.5D at the rear of the turbine. However, as the thrust coefficient increases, the difference between the numerical results and the experimental data decreases. In all cases, the velocity and turbulence kinetic energy recover to their undisturbed inlet values at the very far wake region as expected based on the work done in the theory section.

[bookmark: _Toc514612260][bookmark: _Toc5652908]6.4 Conclusions
In the present chapter, a proposed quadratic – pressure strain RSM model has been tested for the simulation of the small wind turbine wakes under neutrally stratified atmospheric conditions. A condition for the elimination of the streamwise gradients for all variables has been proposed. The implementation of the model in an empty domain has been successful under different relative turbulence levels, friction velocities and domain heights with minimal errors, with a limitation on the  Reynolds stress. Then the model is employed for the simulation of 2 different small wind turbines with different inlet conditions. The validation of the model with the available experimental data was successful in both the near and far wake regions for both the velocity and turbulence and for both wind turbines. The proposed model is also compared with the model by Laan et al. (2015) and the proposed model shows better performance. The recovery of the velocity and turbulent kinetic energy in the very far wake region has been achieved, so at the very far wake region the velocity and turbulent kinetic energy return to their initial inlet values, thus enabling the present model to be appropriate for simulations of large wind farms. Finally, the proposed new model shows superiority to any 2 equation turbulence model.
[bookmark: _Toc5652909]Chapter 7
[bookmark: _Toc5652910]Large Eddy Simulation for small wind turbine wakes
So far, in the previous chapters, only the RANS approach has been considered. The RANS approach has been extensively used in the industry and in academia and will be employed in the future, especially in the industry due to the ease of implementation and the fast results that it provides, which is of vital importance in industry. However, its most substantial drawback is the lack of accuracy of the results due to the fact that the turbulence must somehow be modeled, which is the largest source of error in RANS simulations.
It has been shown in the previous Chapters that, in wind energy, as well as in other physical and engineering applications, considerable modifications in the turbulence model must be made in order to validate the results with experimental data. On the other hand, LES explicitly resolves the turbulence and limits the turbulence modeling in the very small scales that cannot be captured due to the size of the numerical cells. Details have been given in the Chapter 2. The main drawback, although not the only one, of the LES is its enormous demand for computational time because the simulations are always transient as all physical phenomena and engineering applications are always transient, and consequently a steady state approach to the application is completely inappropriate.
Another significant problem of LES is the generation of turbulence at the inlet of the domain. The turbulence must be fully prescribed everywhere throughout the inlet of the domain and simultaneously with the simulation at every time step. Details and solutions to this problem are given in Chapter 2. Depending on the application, this problem may be, to a small extent, limited in some applications (e.g. mixing models) due to the nature of the application. However, in atmospheric flows due to the absence of complex geometries and large obstacles in the domain, along with the fact that the atmospheric flows are always highly turbulent, the problem of inflow generation is a big challenge. One solution to the inflow turbulence generation is to impose translational periodic boundary conditions, instead of inlet – outlet, to simulate essentially an infinite number of wind turbines in a serial arrangement. This is something that has been employed by many researchers in a series of publications (Gocmen et al., 2016). However, the periodic boundary conditions is not an option when a single turbine is employed or in other applications such as simulations of various different types of buildings, unless a very large domain in the streamwise direction is employed.
Finally, another significant difficulty arises with the turbulent kinetic energy levels. This is not a problem when the whole ABL  is modeled as the turbulent kinetic energy appears to have a maximum value on the ground and gradually dissipates with the height reaching an almost zero value at the height of the ABL. However, for small heights of the ABL, e.g. when the surface layer is modeled, the turbulent kinetic energy appears to drop significantly with the height and, in general, the relative turbulent kinetic energy throughout the surface layer is very low in relation to the real atmospheric conditions. Consequently, the upper boundary has to be treated accordingly to satisfy the turbulent kinetic energy values of the real atmosphere. The same problem also appears in RANS simulations but in RANS the treatment of the upper boundary is an easier problem because the turbulent kinetic energy is not “real turbulence” because it is modeled. This is not the case however in LES because the turbulence is explicitly resolved, at least for the biggest part of it.
In this chapter, the performance of LES for the wind turbine wakes is investigated.
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For clarity, the equations that govern the atmospheric flows are repeated:
	

	(7.1)

	

	(7.2)


The flow is assumed to be incompressible without any temperature variations, and the Coriolis effects are neglected due the short height of the ABL that is examined. By taking a closer look at the equation (7.2) in the  direction, in a Cartesian coordinate system, it can be easily shown that the equation does not satisfy the logarithmic velocity profile based on the equation (3.9). In particular for the x component of the Navier – Stokes equation we have:
	

	(7.3)


The equation (7.3) is not true because there is a variation of the velocity with the height. The derivative in the equation (7.3), for the logarithmic velocity profiles based on the equation (3.9), equals to:
	
	(7.4)



As seen from the equation (7.4), the value of the derivative has a very small value with the exception of the region close to the ground because it is inversely proportional with the height.
The same restriction also applies in the RANS approach examined in the previous chapters. However, due to the negligible value of the kinematic viscosity of the air compared to the eddy viscosity, the mathematical models were validated by the simulations with minimal errors, because the equations of the turbulent kinetic energy (or the equations of the Reynolds stresses in the case of the RSM) and the equation for the eddy dissipation or eddy frequency prevail the flow. However, in LES the situation is different because the modeling of turbulence is limited to the very small scales and the Navier – Stokes equations are essentially the only equations that govern the flow field. Also, in LES the situation is more complicated because the velocity components  and  are almost, but not completely, zero because the flow is a realistic transient flow field. In other words, the equations (3.9) – (3.11) cannot be reproduced with LES, which makes sense because, as it has been pointed out a few times in the previous chapters, the constant shear stress throughout the ABL is an approximation as there is a dissipation of the turbulence kinetic energy with the height according to measurements.
Most researchers who have studied the ABL under neutral stratification simulated the whole ABL where the type of the upper boundary is completely insignificant because the turbulence reaches a maximum on the ground and gradually fades out almost completely at the height of the ABL (≈1000m). However, when shorter heights of the ABL are considered, the type of the upper boundary plays a very important role in the generation and maintenance of the turbulence. This problem is more complicated in LES since, as stated in the previous section, the generation of turbulence at the inlet is another very big challenge.
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In order to illustrate the problem in the simulations for short heights of the ABL, a simulation in a 1km length domain with 160m height and 300m in the spanwise direction is employed. Periodic boundary conditions with a prescribed mass flow rate are used instead of inlet – outlet boundaries to overcome the difficulty in the turbulence generation at the inlet of the domain. Periodic boundary conditions are also applied at the lateral sides of the domain with a zero pressure drop and the mass flow rate is calculated from the logarithmic velocity profile. More specifically, the mass flow rate is calculated from the following formula:
	
	(7.5)



A free stress boundary condition is applied at the upper boundary and a specified stress is applied at the ground given by:
	
	(7.6)



where  is the distance from the ground to the center of the first cell above the ground and this is also the point where velocity components are calculated. The formula above is calculated for  and . Instead of the  shear stress component, the perpendicular to the ground velocity component is zero, in order to fully prescribe the bottom boundary condition.
Although this shear stress, based on the equation (7.6) was calculated based on averaged quantities it is still used in LES on a series of publications (Stoll and Porte – Agel, 2006).
The numerical grid is fully structured and equidistant with a 4m edge for all cells. The flow is developed for 6 turnover times before commencing data sampling. The time step size is , which corresponds to a Courant number far less than 1 everywhere throughout the domain. The simulation is data sampled for . The friction velocity and roughness length are  and , respectively. Finally, the application showed negligible dependence on the numerical grid refinement because the sub – grid scale stresses are found to be almost negligible when compared to the resolved ones, with an exception of the first row of cells on the ground. The reason for this negligible dependence of the grid resolution on the resolved Reynolds stresses deals with the sizes of the eddies. The length scales of atmospheric flows have a very wide range from 1mm to a few units of kilometers (Stull, 1988). Consequently, only the filtered values are considered everywhere throughout this chapter. Figure 7.1 illustrates the time averaged velocity and turbulent kinetic energy.
a) [image: ]
b) [image: ]
[bookmark: _Toc5653044]Figure 7.1: (a) Velocity and (b) turbulent kinetic energy along the height of the domain.
As seen in Figure 7.1, the velocity profile agrees to a great extent with the logarithmic profile, however, the turbulent kinetic energy drops significantly with the height, thus rendering the periodic boundary conditions with a constant mass flow rate way incapable of simulating the ABL.
Another way to simulate the ABL, instead of the use of periodic boundary conditions, inlet – outlet boundary conditions can also be applied. The main difficulty with the inlet – outlet boundary conditions, as stated many times throughout the present thesis, is the generation and maintenance of the turbulence at the inlet. In the present case, the inflow turbulence generation method, as proposed by Smirnov et al. (2001), is used to generate the turbulence at the inlet. Figure 7.2 illustrates the velocity and resolved turbulent kinetic energy along the domain. Average values over horizontal planes along the streamwise direction are inappropriate because distortion of the velocity and turbulent kinetic energy occur with inlet – outlet boundary conditions and these distortions must be shown.
a) [image: ]
b) [image: ]
[bookmark: _Toc5653045]Figure 7.2: (a) Time averaged x velocity component and (b) resolved turbulent kinetic energy along the domain on the central plane of the domain.
It can be deduced from Figure 7.2 that the inlet – outlet simulation is completely incapable of maintaining the turbulence generated at the inlet of the domain as the turbulence drops significantly within the first few meters from the inlet. There are 2 reasons for this result. The first reason for this behavior of turbulence is due to the fact that a synthetic method has been used to generate the turbulence. As stated in the Chapter 2, synthetic methods use mathematical models to generate the turbulence, however, these mathematical models do not actually represent a real turbulent flow and as a consequence, the turbulence dissipates to some extent within the domain. This fact has been reported in the literature by many researchers. The second reason lies into the boundary conditions that are employed. The symmetry boundary condition, as well as the shear stress boundary condition that have been employed are not consistent with the inlet profiles that have been used. This problem is the same as in the RANS simulations presented in the previous Chapters. Finally, regarding the time averaged velocity, the results are more accurate as the velocity is not distorted significantly in relation to the turbulence within the domain. However, the distortion of the velocity from the inlet to the outlet of the domain is higher in relation to the RANS results presented in the previous chapters.
A remedy to this problem lies in the shear stress boundary condition at the upper boundary, based on the equation (3.1), as Jimenez et al. (2007) introduced in their work. However, details about the implementation of this type of boundary are missing as well as results of the fluid flow in an empty domain. A shear stress boundary condition instead of a symmetry boundary condition, distorts significantly the fluid flow at the upper boundary while the effect of it on the rest of the domain is kept to a minimum.
For this reason, instead of a shear stress applied at the upper boundary, a linear profile of shear stress is applied everywhere throughout the domain, maximized at the upper boundary and minimized at the bottom of the domain. The physical explanation of this “progressive” shear stress with the height is that the effect of the shear stress is very important at the upper boundary and gradually it becomes less intense along the perpendicular to the ground direction. It becomes negligible on the ground and this is the region where it is given a zero value.
The simulation is repeated with the shear stress boundary condition described in the previous paragraph. Figure 7.3 illustrates the average velocity and turbulent kinetic energy along the height of the domain. The only different parameter to the results presented in Figure 7.1 is that instead of a constant mass flow rate, a specified pressure drop per unit length based on the equation (7.7) is applied and the total height of the computational domain is 180m instead of 160m.
	
	(7.7)



The friction velocity that is used here is  because this is the friction velocity that will be used for the simulation of the wind turbine in the following section. The results in Figure 7.3 are shown for up to 120m from the ground. Above this height the results of the computationally predicted velocity and turbulence quantities are distorted significantly because the shear stress becomes more intense for higher heights.
a) [image: ]
b) [image: ]
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[bookmark: _Toc5653046]Figure 7.3: Velocity and turbulence quantities of an empty domain.
The rest of the Reynolds stresses are essentially zero throughout the domain. As seen from the Figure 7.3 (a), the velocity is distorted from the ideal logarithmic profile with the shear stress boundary condition at the upper boundary. However, at the height of 45m from the ground the logarithmic velocity profile matches the computational results and this was the reason for the selection of 180m of the height of the domain. After performing a few parametric studies of the height of the domain, it was decided to create a domain of 180m in order to match the velocity of the logarithmic velocity profile with the computational results at 45m from the ground because this is the hub – height of the wind turbine that is examined in the next section. Regarding the upper and lower tips of the turbine, the error of the computational velocity in relation to the logarithmic velocity profile are 6.5% and 7.5%, respectively, while the error is essentially zero at the hub – height of the wind turbine that is simulated in the next section. Finally, it is clear from the Figure 7.3 that the mass flow rate is increased in relation to the ideal mass flow rate based on the equation (7.5), however this is an inevitable consequence of the shear stress boundary condition applied at the upper boundary.
Regarding the Reynolds stresses, generally there is a good agreement with the theoretical and the computationally predicted results for all Reynolds stresses. It is characteristic that all Reynolds stresses drop significantly close to the ground because the resolved stresses are negligible on the first row of cells above the ground. As it was stated earlier, only the resolved Reynolds stresses are considered because, away from the ground, the sub – grid stresses are very small in relation to the resolved ones.
[bookmark: _Toc5652913]7.3 Simulation of wind turbine
In this section the Nibe wind turbine is simulated with LES. The characteristics of this wind turbine have been given in the previous chapters. Periodic boundary conditions are applied instead of inlet – outlet ones with a pressure difference based on the equation (7.7) and the friction velocity that is used is . The dimensions of the computational domain is the same as in the previous section with a  in the  direction because it is imperative that in the very far wake region that the values of the velocity and turbulence converge to the undisturbed inlet values. The number of elements in the employed numerical grid is higher because it is refined at the region close to the wind turbine and consists of approximately 1,100,000 elements.
Figure 7.4 illustrates the averaged x velocity component and turbulence intensity along the streamwise direction at the hub – height of the domain and compared with experimental data.
a) [image: ]
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[bookmark: _Toc5653047]Figure 7.4: (a) Velocity and (b) turbulence intensity along the streamwise direction at the hub – height of the wind turbine.
The results for both the velocity and turbulence intensity appear to agree well with the experimental data although the results tend to overestimate the velocity and turbulence intensity especially in the near wake region, which is indicative of the very good performance of the LES in relation to any RANS model. As seen in the Figure 7.4, both the velocity and turbulence intensity reached the undisturbed inlet values of the velocity and turbulent kinetic energy at the end of the domain before being recycled to the inlet due to the imposition of translational periodic boundary conditions.
[bookmark: _Toc5652914]7.4 Conclusions
In this Chapter, the zero streamwise gradient condition for all flow variables has been achieved with a “sacrifice” in the logarithmic velocity profile with the imposition of translational periodic boundary conditions. A synthetic turbulence method has been proven totally insufficient in maintaining the inlet turbulence levels proposed by Panofsky and Dutton (1984) for neutral atmosphere. The zero streamwise gradient condition has been achieved by imposing a shear stress linear profile throughout the domain maximized at the upper boundary and minimized on the ground of the domain. The imposition of the shear stress boundary condition in the domain destroyed the logarithmic velocity profile by making it more linear. However, the velocity was achieved to get the same value at the hub – height of the employed wind turbine by making a few parametric studies based on the height of the domain. Finally, the proposed linear shear stress profile was imposed in a wind turbine wake simulation and the comparison with experimental values was generally successful.
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[bookmark: _Toc5652916]Conclusions and future work
The main scope of the present thesis is to create more reliable models, for both RANS and LES, for the simulations of wind turbine wakes. Various modified models have been developed and applied for different small wind turbines to show the universality of the proposed models. The contributions of the present thesis are summarized along with recommendations for future work.
[bookmark: _Toc5652917]8.1 Conclusions
The existing models in the literature for the simulations of wind turbine wakes, despite being generally suitable, lack accuracy in the very far wake region and also they are “constant dependent” as they show different behavior under different inlet conditions. The turbulence levels may differ from location to location and consequently, the discovery of a model being “turbulence independent” is necessary. In most of these models, the inlet conditions are not mathematically consistent with the employed model and consequently, in the very far wake region the flow variables do not converge to the undisturbed inlet values, consequently the convergence of the flow variables at the outlet of the domain to the undisturbed inlet values is random and it depends on the percentage of consistency of the employed model with the inlet values. As a result, a model which is mathematically consistent with the inlet values and also which has the correct recovery of the wake for all flow variables, being independent of the relative turbulent kinetic energy is necessary.
In the present thesis, the zero streamwise gradient condition for the simulation of the wind turbine wakes under neutral stratified atmosphere has been achieved to a great extent with minimal errors. All models presented were mathematically consistent with the inlet values and their performance in empty domains has been illustrated. Two different wind turbines have been numerically studied under different operational conditions for the illustration of the universality of the models, with the actuator disk model without rotational effects, and correct recovery of the wake has been achieved to a great extent. The computational domain at the wake region was large enough to show the convergence of the outlet flow variables to the undisturbed inlet values.
In particular, the standard k – ω model has been modified to achieve the zero streamwise gradient condition in an empty domain. Then the model has been tested for the simulation of 2 different small wind turbines with different relative inlet turbulent kinetic energy values and different velocity inlet values. The results obtained showed very good agreement in the far wake region for both the velocity and turbulent kinetic energy, although in the near wake region the results did not show any improvement in relation to the existing models in the literature.
Since the atmospheric flows are highly turbulent and consequently highly anisotropic, the RSM has also been employed for the simulation of small wind turbine wakes. The quadratic – pressure strain model has been employed and a mathematical condition for the satisfaction of the zero streamwise gradient condition for the employed inlet flow variables has been discovered. The maintenance of the inlet quantities in an empty domain has been very successful for all Reynolds stresses and for the velocity. The predicted velocity according to this model has been very successful for the simulation of 2 different small wind turbines for both near and far wake regions when compared to experimental data. The turbulent kinetic energy showed a correct trend but the comparison with experimental data was not as successful as in the case of the velocity, but overall, the model performed very well. In all cases, for higher thrust coefficients the results, especially for the velocity, were more reliable than in the cases for lower thrust coefficients which was expected because stationary parts of the wind turbines have not been included.
Finally, LES has also been tested for the simulation of small wind turbine wakes. Due to the fact that LES does not include any modeling of the turbulence, at least for the resolved part of the turbulence, it was impossible to maintain the inlet quantities proposed by Panofsky and Dutton (1984) within the empty domain. Consequently, a sacrifice in the velocity or the Reynolds stresses was mandatory. By imposing a linear profile of the shear stress within the domain, the Reynolds stresses have been maintained with a small error within the domain, while the velocity showed a more linear, rather than a logarithmic behavior. By performing some parametric studies based on the height of the domain, the ideal height has been discovered in order to match the velocity of the flow field with the inlet velocity of the wind turbine at its hub – height. Then, the model has been applied for a small wind turbine wake and the results for both the velocity and turbulent kinetic energy were good when compared with the available experimental data.
[bookmark: _Toc5652918]8.2 Future work
As a future work, the implementation of the proposed models to wind farms is highly recommended to illustrate the importance of the correct recovery of the wake along with the zero streamwise gradient condition. In particular, the near and far wake region of the wind turbine is essentially the inlet condition of the downstream wind turbine, consequently, the correct recovery of the wake is of vital importance for the simulation of wind farms. It is highly recommended that the proposed models be tested for different wind farms for different free stream relative turbulent kinetic energy, based on the experimental data, and for various types of horizontal type wind farms with different arrangements and distances between the wind turbines. Additionally, the performance of the current models on other actuator disk (e.g. actuator line) approaches will also assess them in order to universalize them as much as possible.
As a future work it is also suggested the examination of non – neutral atmosphere, where buoyancy effects are not negligible and the logarithmic velocity profile slightly changes from the neutral atmospheric velocity profile. The proposed models have to be modified to be mathematically consistent with the new inlet profiles to achieve the zero streamwise gradient for all flow variables with an empty domain. Then, the new models will be tested for the simulation for small wind turbines and wind farms.
In addition to the examination of non – neutral atmosphere, a similar future work proposal is the examination of large wind turbines. The hub – height of large wind turbines and their tip of their turbines can reach hundreds of meters above the ground, consequently, the computational domain has to be extended accordingly. As in the case of non – neutral atmosphere described in the previous paragraph, the logarithmic velocity and turbulent kinetic energy profiles are invalid outside of the surface layer of the ABL. Consequently, the current models, first or second – order closure models, have to be modified to achieve mathematical consistency with the experimentally measured inlet profiles of all flow variables. Also, due to the fact that higher computational domains have to be implemented for the simulations of large wind turbines, the temperature and density variations with the height are highly recommended to be considered, along with the Coriolis force due to the rotation of the Earth.
Finally, the simulation of full – scale wind turbines of wind farms, including the blades and the tower with the proposed models, or other models based on the inlet profiles is suggested, however, the computational time with the current computational power is prohibitively expensive, especially in the industry.
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Here the derivation of the equation (5.3), which is the condition that has to be satisfied in order to make the k – ω model mathematically consistent with the inlet conditions described by equations (3.9), (3.11) and (5.2), is performed. Also, the assumption that the standard k – ω model under any circumstances automatically satisfies the equation (2.35) is shown.
For clarity, the equations of the standard k – ω model are repeated, along with the inlet values of the domain for atmospheric flows under neutral stratification.
	
	(A1)



	
	(A2)



The inlet condition is defined by the velocity, turbulent kinetic energy and eddy frequency as follows:
	
	(Α3)



	
	(Α4)



	
	(Α5)



By applying the equations (A3) – (A5) into the equation (A1), the equation (A1) is simplified as:
	
	(Α6)



This is because there are no variations of the turbulent kinetic energy with the height and no variations of the u velocity component, which is the only component that exists in the domain, in the streamwise direction. Consequently, all derivations appeared in the equation (A1) disappear.
Taking into account the Boussinesq assumption which is expresses by the equation (2.26) and the equations (2.10), (2.38), (2.40), (2.42) and (2.44), the equation (A6) is transformed as:
	
	(Α6)



By making some simple algebra, the equation (A6) is transformed as:
	
	(Α7)



Considering the equation (2.39) it can be concluded that the constant  is equal to the constant  which is unity because the flow is highly turbulent and the contribution of the coefficient  is negligible. This statement is also written in FLUENT Theory guide. The coefficient  is also unity as it can be concluded from the equations (2.46) and (2.47) because the  constant is equal to zero because there is no gradients of the turbulent kinetic energy in any direction in the domain. Finally, for incompressible and highly turbulent flows, the constants ,  and  have the same value as is can be concluded from the equations (2.48) and (2.49) and this is also stated in FLUENT Theory guide. Taking all the above into consideration, the equation (A7) is transformed as follows:
	
	(Α8)



The derivation of the multiplication the strain rate tensor with its self, for a 3D flow on a Cartesian coordinate system is analyzed as follows:
	
	(Α9)



The only velocity gradient that occurs in the domain is the u velocity component with the height, which is denoted by y. Consequently, the equation (A9) is transformed as:
	
	(Α10)



All the other components of the strain rate are zero. By applying the equation (2.10) and due to the fact that the components  and  are equal because they are symmetric, the equation (A10) becomes:
	
	(Α11)



The derivative which appears in the equation (A11) is:
	

	(Α12)


Applying the equations (A11) and (A12) into the equation (A8), the resulting equation becomes:
	

	(Α13)


By expanding the turbulent kinetic energy in the equation (A13) based on the equation (A4), the equation (A13) becomes:
	

	(Α14)


The right hand side of the equation (A14) is exactly the same as the left side of the equation (A14), consequently, the equations (A3) – (A5) are an analytical solution of the equation (A1), which means that the equation (A1) which is the equation for the calculation of the turbulent kinetic energy of the standard k – ω model can be used for the simulation of the neutral ABL which is expressed by the equations (A3) – (A5). The examination of the equation (A2), which is the equation for the calculation of the eddy frequency, is followed.
All terms in the left side of the equation (A2) is zero when the equations (A3) to (A5) are applied. Consequently, the equation (A2) is simplified as follows:
	
	(A15)



In the equation (A15) the laminar viscosity is omitted because its value is very small in relation to the turbulent viscosity. The derivative of the eddy frequency, taking into account the definition of the eddy frequency given in the equation (2.34) is:
	
	(A16)



The first term in the equation (A15), by taking into account the definition of the eddy viscosity given in the equation (2.38), is simplified as follows:
	
	(A17)



As stated in FLUENT Theory guide, for high turbulent flows the  constant is equal to   which is unity for the standard k – ω model. This statement can also be deducted from the equations (2.39).
The production term of the turbulent kinetic energy  is:
	
	(A18)



The production term of the eddy frequency  is:
	
	(A19)



The term  in equation (2.45) is unity because the term  is zero for the equations (A3) – (A5). Consequently, the term  in equation (2.51) is zero and the term  has the value of unity. The equation (2.45) is:
	
	(A20)



For incompressible flows, the term  is equal to . Replacing the equations (A17), (A19) and (A20) in the equation (A15), the following expression is discovered, which is the expression (5.3) in the thesis:
	
	(A21)



In this section, the mathematical condition for the satisfaction of the equations (3.9), (3.11) and (6.1) – (6.4) is shown.  First, the equation (6.23) is derived, which is the condition for the satisfaction of the properties of neutral atmosphere for the equation of the eddy dissipation rate (equation (2.29)). Taking into account that there are no transient phenomena and the only non – zero averaged velocity component that exists is the streamwise velocity gradient, all the terms in the left side of the equation (2.29) are zero.  Also, the laminar viscosity is negligible compared to the eddy viscosity and there are no buoyancy effects or heat transfer phenomena. Consequently, the equation (2.29) is transformed as:
	
	(A22)



The derivation of the eddy dissipation rate is:
	
	(A23)



The derivation of the first term in the equation (A22) is:
	
	(A24)



The stress production , which definition is stated in the equation (2.57) is calculated as follows:
	
	(A25)



Each normal component of the stress production is analyzed as:
	
	(A26)



	
	(A27)



	
	(A28)



The components  and  are equal to zero as the only non – zero velocity component is the streamwise component, as stated earlier. The stress production, consequently, is:
	
	(A29)



The second term in the equation (A22) is:
	
	(A30)



Finally, the last term in the equation (A22) is:
	
	(A31)



Substituting all these 3 terms in the equation (A22), we end to the condition (6.23) in the thesis.
	
	(A32)
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The following UDF has been employed for the velocity inlet profile in FLUENT for any simulation for all models. Changes in the friction velocity and roughness length have been done depending on the inlet velocity and roughness of the ground.
DEFINE_PROFILE(inlet_velocity, thread, position)

{

real x[ND_ND]; /* coordinates */

real y,u;
face_t f; /* f is a face thread index */         

y0 = .05;  /* roughness length */
u = .55;  /* friction velocity */


   begin_f_loop(f,thread)
   {
      F_CENTROID(x, f, thread);
	  y = x[1];
       F_PROFILE(f, thread, position) = (u/.4187) * log ((y+y0)/y0);

   }
   end_f_loop(f, thread)

}

The following UDF has been used in FLUENT for the eddy dissipation rate for the k – ε model and the RSM:
DEFINE_PROFILE(e_profile,thread,diss)
{
  real x[ND_ND];
	real y,y0;
  face_t f;

    y0 = 0.05; /* roughness height in m*/
    u = .55; /* friction velocity */
    
  begin_f_loop(f,thread)
    {
      F_CENTROID(x,f,thread);
      y=x[1];

            F_PROFILE(f,thread,diss)=pow(u,3)/(.4187*(y+y0));
  
    }
  end_f_loop(f,thread) 
}

The following UDF has been used in FLUENT for the eddy frequency for the proposed k – ω model:
DEFINE_PROFILE(omega_profile,thread,diss)
{
  real x[ND_ND];
	real y,y0;
  face_t f;

    y0 = 0.05; /* roughness height in m*/
    u = .55; /* friction velocity */   
    k = 1.2614;  /* inlet turbulent kinetic energy */   
    Cm = 0.033;  /* Cm constant based on the inlet relative turbulence */   

  begin_f_loop(f,thread)
    {
      F_CENTROID(x,f,thread);
      y=x[1];

            F_PROFILE(f,thread,diss)=(1./(k*Cm))*pow(u,3)/(.4187*(y+y0));
  
    }
  end_f_loop(f,thread) 
}


The following UDF has been used for the source term based on the equation (3.18):
DEFINE_SOURCE(turbine,c,t,dS,eqn)
{
	real x[ND_ND];
    real source;
	C_CENTROID(x,c,t);
	source=1.225*4*C_K(c,t)*(1./(C_O(c,t)*C_O(c,t))*pow((2*C_DUDX(c,t)*C_DUDX(c,t)+2*C_DVDY(c,t)*C_DVDY(c,t)+2*C_DWDZ(c,t)*C_DWDZ(c,t)+C_DUDY(c,t)*C_DUDY(c,t)+C_DUDZ(c,t)*C_DUDZ(c,t)+C_DVDX(c,t)*C_DVDX(c,t)+C_DVDZ(c,t)*C_DVDZ(c,t)+C_DWDX(c,t)*C_DWDX(c,t)+C_DWDY(c,t)*C_DWDY(c,t)+2*C_DVDX(c,t)*C_DUDY(c,t)+2*C_DUDZ(c,t)*C_DWDX(c,t)+2*C_DVDZ(c,t)*C_DWDY(c,t)),2));
		return source;
	}

The following UDF has been used for the wall shear stress boundary condition of the equation (7.6). Different values for the friction velocity and cell height have been used.
DEFINE_PROFILE(TxProfile, t, position)
	
{

       face_t f;

       Thread* t0 = THREAD_T0(t);

       real rho = C_R(c,t);
       h = 1.; /* cell height */
       y0 = .031; /* roughness length */

       begin_f_loop(f,t)

       {
              cell_t c = F_C0(f,t);
              F_PROFILE(f,t,position)=1.225*.16*(sqrt(C_U(c,t0)*C_U(c,t0)+C_W(c,t0)*C_W(c,t0)))*C_U(c,t0)/pow(log(1/.031),2);

	   }

       end_f_loop(f,t)

}
DEFINE_PROFILE(TyProfile, t, position)
	
{

       face_t f;

       Thread* t0 = THREAD_T0(t);

       real rho = C_R(c,t);
       h = 1.; /* cell height */
       y0 = .031; /* roughness length */

       begin_f_loop(f,t)

       {
              cell_t c = F_C0(f,t);
              F_PROFILE(f,t,position)=rho*.16*(sqrt(C_U(c,t0)*C_U(c,t0)+C_W(c,t0)*C_W(c,t0)))*C_W(c,t0)/pow(log(1/.031),2);

	   }

       end_f_loop(f,t)

}


The following UDF has been used for the creation of the eddy viscosity model used by Laan et al. (2015) based on the equations (3.19) – (3.24).

DEFINE_TURBULENT_VISCOSITY(user_mu_t,c,t)
{
real mu_t;
real rho=C_R(c,t);
real k=C_K(c,t);
real d=C_D(c,t);
real cmu;
real cmu_star;
real fp;
real f0;
real cr;
real sigma_score;
real sigma;
real term;

cr=4.5;
f0=cr/(cr-1.);

cmu=M_keCmu;

sigma_score=1./pow(cmu,.5);
sigma=k/d*(pow((C_DUDX(c,t)*C_DUDX(c,t)+C_DUDY(c,t)*C_DUDY(c,t)+C_DUDZ(c,t)*C_DUDZ(c,t)+C_DVDX(c,t)*C_DVDX(c,t)+C_DVDY(c,t)*C_DVDY(c,t)+C_DVDZ(c,t)*C_DVDZ(c,t)+C_DWDX(c,t)*C_DWDX(c,t)+C_DWDY(c,t)*C_DWDY(c,t)+C_DWDZ(c,t)*C_DWDZ(c,t)),0.5));

term=1.+4.*f0*(f0-1.)*pow((sigma/sigma_score),2.);

fp=2.*f0/(1.+pow(term,.5));
cmu_star=cmu*fp;

mu_t=rho*cmu_star*k*k/d;

return mu_t;
}
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