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Abstract

A lava dome collapse can lead to the generation of pyroclastic flows and debris avalanches, both of which are hazardous to areas surrounding the volcanic edifice. Although the understanding of lava dome emplacement and pyroclastic flows has improved in recent years, knowledge of the mechanisms that trigger collapse is still limited. In this project, I investigate lava dome collapse in three ways: (1) the implementation of a global, historical database of lava dome collapse events and its statistical analysis; (2) the development of a new numerical model simulating lava dome emplacement, evolution and collapse in the context of volcanic activity; and (3) exploration of temporal changes in geomechanical rock properties across the Soufrière Hills lava dome eruption.

First, a numerical model using the discrete element software Particle Flow Code is implemented and validated by showing how observed dome growth at Volcán de Colima can be reproduced. Next, the database analysis of the Global Archive of Dome Instabilities (GLADIS) highlights the most common mechanisms of lava dome collapse, and clearly links collapse volume to dome emplacement style. The identified collapse mechanisms (e.g. gravitational failure, switch in extrusion direction, internal gas overpressures, and topography) are incorporated into a new suite of numerical models. Simulations show that dome collapse resulting from gravitational failure and internal gas pressurisation leads to deep-seated rotational failures of large dome volume fractions, whereas topography-controlled collapses involve only superficial rockfalls. Lastly, an investigation into physical and mechanical rock properties of products from the 1995-2010 eruption of Soufrière Hills shows a clear correlation between high porosity (found in later eruptive products) and low compressive and tensile strengths. Laboratory investigations are used to define “strong” and “weak” scenarios which are incorporated in order to calibrate the numerical models, as well as scaling these rock properties to investigate dome stability when rock-mass properties are used.

By combining the analysis of a global database, laboratory work, and numerical modelling techniques, this project is a comprehensive study of the mechanisms that initiate lava dome collapse, and shows for the first time the links that exist between collapse volumes and modes, and conditions during lava dome emplacement.
# Contents

List of Figures ................................................................. xiii  
List of Tables ................................................................. xvii  

Nomenclature ................................................................. xix  

1 Introduction ................................................................. 1  
1.1 Lava domes ................................................................. 2  
1.1.1 Lava dome structure .................................................. 2  
1.1.2 Growth styles ........................................................... 3  
1.1.3 Dome morphology ...................................................... 4  
1.1.4 Lava dome collapse .................................................... 6  
1.2 Previous modelling studies ............................................. 7  
1.2.1 Analogue emplacement modelling ................................... 7  
1.2.2 Numerical modelling studies ........................................ 11  
1.3 Improving PFC models using calibration ............................... 17  
1.4 PFC model validation: dome growth at Volcán de Colima ........ 22  
1.4.1 Implications of the validation model for understanding dome growth .................................................. 23  
1.5 Contributions/aims and objectives .................................... 27  
1.6 Thesis roadmap ............................................................ 28  

2 Presentation and analysis of a worldwide database for lava dome collapse events: the Global Archive of Dome Instabilities (GLADIS) ................................................................. 37  
Abstract .................................................................................. 38  
2.1 Introduction ........................................................................ 38  
2.2 Database design and structure ............................................ 40  
2.2.1 Overview of dome collapse regimes in GLADIS .................. 46  
2.2.2 Data completeness and bias .......................................... 48  
2.2.3 Metastable domes ......................................................... 49  
2.3 Database terminology ....................................................... 50  
2.3.1 Defining collapse ......................................................... 50  
2.3.2 Defining attributed collapse mechanisms ........................ 52  
2.4 Statistical analysis of the database ...................................... 54
<table>
<thead>
<tr>
<th>Contents</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>114</td>
</tr>
<tr>
<td>4.1 Introduction</td>
<td>115</td>
</tr>
<tr>
<td>4.2 Geological setting</td>
<td>117</td>
</tr>
<tr>
<td>4.3 Materials and experimental methodology</td>
<td>119</td>
</tr>
<tr>
<td>4.3.1 Sampling strategy</td>
<td>119</td>
</tr>
<tr>
<td>4.3.2 Sample preparation</td>
<td>121</td>
</tr>
<tr>
<td>4.3.3 QEMSCAN analysis</td>
<td>121</td>
</tr>
<tr>
<td>4.3.4 Schmidt hammer</td>
<td>122</td>
</tr>
<tr>
<td>4.3.5 Physical characterization</td>
<td>123</td>
</tr>
<tr>
<td>4.3.6 Uniaxial compressive strength testing</td>
<td>123</td>
</tr>
<tr>
<td>4.3.7 Brazilian tensile strength testing</td>
<td>124</td>
</tr>
<tr>
<td>4.3.8 Cyclic experiments</td>
<td>124</td>
</tr>
<tr>
<td>4.3.9 Young’s modulus determination</td>
<td>125</td>
</tr>
<tr>
<td>4.4 Results</td>
<td>125</td>
</tr>
<tr>
<td>4.4.1 Microstructural analysis</td>
<td>125</td>
</tr>
<tr>
<td>4.4.2 Schmidt hammer</td>
<td>129</td>
</tr>
<tr>
<td>4.4.3 Physical properties</td>
<td>130</td>
</tr>
<tr>
<td>4.4.4 Uniaxial compressive strength testing</td>
<td>133</td>
</tr>
<tr>
<td>4.4.5 Cyclic loading and Young’s modulus</td>
<td>135</td>
</tr>
<tr>
<td>4.4.6 Tensile strength</td>
<td>137</td>
</tr>
<tr>
<td>4.4.7 UCS/UTS ratio</td>
<td>138</td>
</tr>
<tr>
<td>4.5 Discussion</td>
<td>138</td>
</tr>
<tr>
<td>4.5.1 Co-variance of physical and mechanical properties</td>
<td>138</td>
</tr>
<tr>
<td>4.5.2 Links to eruptive activity</td>
<td>142</td>
</tr>
<tr>
<td>4.6 Conclusions</td>
<td>144</td>
</tr>
</tbody>
</table>

5 Discussion and conclusions                                            159

5.1 Effect of rock strength on dome stability                            159
| 5.1.1 Gravitational failure                                             | 161  |
| 5.1.2 Internal pressurisation                                           | 171  |
| 5.1.3 Effect of dome size                                               | 173  |
| 5.2 Rock property scaling                                               | 178  |
| 5.3 Wider implications                                                 | 181  |
| 5.3.1 Timescales                                                        | 181  |
| 5.3.2 Growth style                                                      | 181  |
| 5.4 Future work                                                        | 182  |
| 5.4.1 Simulating simultaneous processes                                 | 183  |
### 5.4  Domin type
- 5.4.2 Dome type .......................... 186
- 5.4.3 Spatial heterogeneity ............... 187
- 5.4.4 Fracture networks .................. 188
- 5.4.5 Talus behaviour ..................... 189
- 5.4.6 Extrusion rate ....................... 192

### 5.5  Summary and key findings .............. 194

### 5.6  Concluding remarks .................... 196

#### A  Supplementary Material for Chapter 1  205
- A.1 Methodology: DEM modelling ............. 206
- A.2 Theory of Particle Flow Code .............. 207
  - A.2.1 Contact mechanics ................... 208
  - A.2.2 Material generation .................. 211
  - A.2.3 Limitations of the DEM method ......... 212
- A.3 Supplementary Figures .................. 214
  - A.4.1 Material calibration .................. 215
  - A.4.2 3D correction ....................... 215

#### B  Supplementary Material for Chapter 3  221
- B.1 Comparison of emplacement to theoretical model ............. 222
- B.2 Supplementary Tables ................... 224
- B.3 Additional material ...................... 224

#### C  Supplementary Material for Chapter 4  225
- C.1 Supplementary Tables ................... 225
- C.2 Supplementary Figures ................... 237

#### D  Supplementary Material for Chapter 5  243
- D.1 Supplementary Tables ................... 243
- D.2 Supplementary Figures ................... 244
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Conceptual diagram to show internal lava dome structure</td>
<td>3</td>
</tr>
<tr>
<td>1.2</td>
<td>Endogenous vs. exogenous lava dome growth</td>
<td>4</td>
</tr>
<tr>
<td>1.3</td>
<td>Sketches showing four different dome types, from Blake (1990)</td>
<td>5</td>
</tr>
<tr>
<td>1.4</td>
<td>Behaviour of Newtonian vs. Bingham materials</td>
<td>8</td>
</tr>
<tr>
<td>1.5</td>
<td>Height and radius of the 1979 La Soufrière dome, and schematic section. From Huppert et al. (1982)</td>
<td>8</td>
</tr>
<tr>
<td>1.6</td>
<td>Results from analogue silicone injection models by Buisson and Merle (2002, 2004)</td>
<td>10</td>
</tr>
<tr>
<td>1.7</td>
<td>Sketch of finite and discrete element modelling methodology</td>
<td>11</td>
</tr>
<tr>
<td>1.8</td>
<td>Exemplar FEM model, showing core and talus evolution</td>
<td>12</td>
</tr>
<tr>
<td>1.9</td>
<td>Modelled SHV dome growth in 1996, from Husain et al. (2014)</td>
<td>15</td>
</tr>
<tr>
<td>1.10</td>
<td>Comparison of real and synthetic samples after failure</td>
<td>19</td>
</tr>
<tr>
<td>1.11</td>
<td>Comparison of stress-strain response from real and synthetic samples</td>
<td>19</td>
</tr>
<tr>
<td>1.12</td>
<td>Comparison of failure envelopes for SHV material and synthetic PFC material</td>
<td>21</td>
</tr>
<tr>
<td>1.13</td>
<td>Comparison of modelled dome growth and observational dome growth at Volcán de Colima</td>
<td>24</td>
</tr>
<tr>
<td>1.14</td>
<td>Digital image correlation at Volcán de Colima</td>
<td>25</td>
</tr>
<tr>
<td>1.15</td>
<td>Modelled velocity vectors from the modelled Volcán de Colima dome growth</td>
<td>26</td>
</tr>
<tr>
<td>1.16</td>
<td>Various types of lava dome growth. Figure from Tanguy (2004)</td>
<td>27</td>
</tr>
<tr>
<td>2.1</td>
<td>Organizational structure of GLADIS</td>
<td>41</td>
</tr>
<tr>
<td>2.2</td>
<td>Extrusion and dome collapse events at common dome-forming volcanoes</td>
<td>47</td>
</tr>
<tr>
<td>2.3</td>
<td>Original dome volume versus deposit volume, shown by volcano</td>
<td>51</td>
</tr>
<tr>
<td>2.4</td>
<td>Histogram of relative collapse volumes in GLADIS</td>
<td>55</td>
</tr>
<tr>
<td>2.5</td>
<td>Extrusion rate vs. both relative dome collapse volume, and absolute dome collapse volume</td>
<td>57</td>
</tr>
<tr>
<td>2.6</td>
<td>Original dome volume and dome collapse volume, shown by dome growth style</td>
<td>58</td>
</tr>
<tr>
<td>3.1</td>
<td>Contact models in PFC</td>
<td>82</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------------------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>3.2</td>
<td>Temperature-pressure curve showing magma solidus</td>
<td>85</td>
</tr>
<tr>
<td>3.3</td>
<td>Velocity vectors during modelled dome growth</td>
<td>87</td>
</tr>
<tr>
<td>3.4</td>
<td>Evolution of PFC modelled dome growth</td>
<td>88</td>
</tr>
<tr>
<td>3.5</td>
<td>Sensitivity of PFC dome emplacement model to solidus pressure</td>
<td>89</td>
</tr>
<tr>
<td>3.6</td>
<td>Sensitivity of PFC dome emplacement model to conduit width</td>
<td>90</td>
</tr>
<tr>
<td>3.7</td>
<td>Sensitivity of PFC dome model to applied internal pressurisation</td>
<td>92</td>
</tr>
<tr>
<td>3.8</td>
<td>Combined sensitivity of PFC model to larger conduit width, and applied internal pressurisation</td>
<td>94</td>
</tr>
<tr>
<td>3.9</td>
<td>PFC model following an imposed change in extrusion direction</td>
<td>95</td>
</tr>
<tr>
<td>3.10</td>
<td>PFC model emplaced using different representative topographies</td>
<td>97</td>
</tr>
<tr>
<td>3.11</td>
<td>Combined sensitivity of PFC model to solidus pressure and applied internal pressurisation</td>
<td>100</td>
</tr>
<tr>
<td>4.1</td>
<td>Image of Montserrat showing rock sampling sites</td>
<td>118</td>
</tr>
<tr>
<td>4.2</td>
<td>Eruptive history at Soufrière Hills volcano</td>
<td>118</td>
</tr>
<tr>
<td>4.3</td>
<td>QEMSCAN images showing mineral assemblage and porosity distribution in one rock from each eruptive phase</td>
<td>126</td>
</tr>
<tr>
<td>4.4</td>
<td>Abundance of glass/silica polymorphs and plagioclase</td>
<td>128</td>
</tr>
<tr>
<td>4.5</td>
<td>Schmidt hammer testing results</td>
<td>129</td>
</tr>
<tr>
<td>4.6</td>
<td>Permeability and porosity results</td>
<td>132</td>
</tr>
<tr>
<td>4.7</td>
<td>Photos of representative cores, and results from UCS testing</td>
<td>133</td>
</tr>
<tr>
<td>4.8</td>
<td>UCS, UTS and Young’s modulus results, alongside the UCS/porosity relationship from this study, compared to other correlations from literature</td>
<td>134</td>
</tr>
<tr>
<td>4.9</td>
<td>Relationships between physical properties: UCS/UTS vs. density, Young’s modulus vs. porosity, and permeability vs. Young’s modulus</td>
<td>136</td>
</tr>
<tr>
<td>4.10</td>
<td>UCS/UTS ratio as a function of rock density, permeability, Schmidt hammer rebound value, and Young’s modulus</td>
<td>137</td>
</tr>
<tr>
<td>4.11</td>
<td>Rock strength (UCS and UTS) as a function of crystallinity</td>
<td>141</td>
</tr>
<tr>
<td>5.1</td>
<td>Effect of rock strength on dome with solidus pressure of 0.2 MPa, visualised by normalised shear strain</td>
<td>162</td>
</tr>
<tr>
<td>5.2</td>
<td>Effect of rock strength on dome with solidus pressure of 0.2 MPa, visualised by displacement</td>
<td>163</td>
</tr>
<tr>
<td>5.3</td>
<td>Effect of rock strength on dome with solidus pressure of 0.4 MPa, visualised by normalised shear strain</td>
<td>164</td>
</tr>
</tbody>
</table>
5.4 Effect of rock strength on dome with solidus pressure of 0.4 MPa, visualised by displacement .......................... 165
5.5 Effect of rock strength on dome with solidus pressure of 0.8 MPa, visualised by normalised shear strain .................. 166
5.6 Effect of rock strength on dome with solidus pressure of 0.8 MPa, visualised by displacement .......................... 167
5.7 Effect of rock strength on an all talus cooled dome, visualised by normalised shear strain .......................... 168
5.8 Effect of rock strength on an all talus cooled dome, visualised by displacement ........................................ 169
5.9 A comparison of unstable material volume for collapses triggered by gravity and those with additional pressures added ........ 172
5.10 Comparison of unstable material volume for domes with 20 m conduit and 50 m conduit .......................... 173
5.11 Effect of rock strength on dome with solidus pressure of 0.4 MPa after application of 5 MPa internal pressure, visualised by normalised shear strain .......................... 174
5.12 Effect of rock strength on dome with solidus pressure of 0.4 MPa after application of 5 MPa internal pressure, visualised by displacement ........................................ 175
5.13 Effect of rock strength on dome with solidus pressure of 0.4 MPa and conduit width of 50 m, visualised by normalised shear strain .......................... 176
5.14 Effect of rock strength on dome with solidus pressure of 0.4 MPa and conduit width of 50 m, visualised by displacement ........................................ 177
5.15 Effect of sample size on uniaxial compressive strength, from Hoek and Brown (1980) .......................... 179
5.16 Simulated spatial heterogeneity in modelled dome ............... 188
5.17 Schematic of dome collapse due to pressurisation, from Voight and Elsworth (2000) .......................... 189
5.18 Photo of orthogonal fractures at Mt. Unzen ....................... 190
5.19 Photo of onion-skin fractures at Mt. Unzen ....................... 190
5.20 Thermal-mechanical framework for dome emplacement, from Hutchison et al. (2013) .......................... 191
5.21 Photo from dome of Mt. Unzen ............................... 193
5.22 Photo from dome of Mt. Unzen ............................... 193
A.1 Calculation cycle in DEM .................................................. 206
A.2 Simple volcanic pile test model in PFC ...................................... 208
A.3 Schematic of the flat-jointed contact model ................................. 211
A.4 Effect of particle size on dome geometry .................................... 213
A.5 Explanation of D’ as the onset of strain softening ....................... 214
A.6 Conceptual diagram of model setup .......................................... 215
A.7 Comparison of stress-strain response from laboratory testing on
   Volcán de Colima rock, and an equivalent PFC synthetic material .. 216
A.8 Stress-strain response from PFC material required to match Volcán
   de Colima observational data .................................................. 216
A.9 Height and width evolution of a PFC dome in 2D and 3D ............. 218
B.1 Conceptual sketch for analytical height solution ......................... 222
B.2 Dome height evolution compared to analytical solution ............... 223
C.1 Rock density as a function of total porosity .............................. 237
C.2 QEMSCAN images showing mineral assemblage and porosity
   distribution in remaining rocks from each eruptive phase ............ 238
C.3 Back scattered electron imagery from QEMSCAN analysis for all
   rocks ..................................................................................... 239
C.4 Permeability as a function of connected porosity, shown by
   confining pressure .................................................................. 240
C.5 All stress-strain plots from cyclic loading tests ......................... 241
D.1 Example of a coupled PFC-FLAC simulation ............................. 244
List of Tables

1.1 Comparison of macro-properties from laboratory testing and PFC modelling for SHV ........................................... 20
1.2 PFC parameters for Volcán de Colima model .................. 23
2.1 Volcanoes in the database, composition, and number of collapses . 42
2.2 Description of database fields and their relative completeness in GLADIS ................................................................. 43
2.3 Average relative and absolute collapse volumes by dome growth style 59
2.4 Average relative and absolute collapse volumes by causal mechanism 60
2.5 Sensitivity of statistical analysis to the uncertainty in original dome volume at Redoubt ................................................ 63
3.1 Core/volume fractions, as a function of modelled solidus pressure 90
4.1 Block labels, phase and evidence that block originates from respective phase .......................................................... 120
4.2 Quantitative analysis of mineral phases ....................................... 127
4.3 Average densities, porosities (connected and total) and permeabilities for each rock ..................................................... 131
5.1 Mechanical properties for each modelled rock strength scenario . . 160
5.2 PFC micro-properties for uncalibrated and calibrated scenarios . . 161
5.3 Summary table of unstable material volume for all modelled scenarios (varied solidus pressures and rock strengths) ............ 170
B.1 Model parameters used for initial dome emplacement model ....... 224
C.1 Raw data for all cores: porosities, permeability, Young’s modulus, and UCS ................................................................. 226
C.2 Raw data for tensile strength results from Brazilian disk testing . 230
C.3 Schmidt hammer results and block sizes ............................... 233
C.4 Average results per phase for: UCS, UTS and E .................... 236
D.1 Height/radius relationships for initial condition domes ............. 243
## Nomenclature

### List of acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA</td>
<td>Analysis of Variance</td>
</tr>
<tr>
<td>ASTM</td>
<td>American Society for Testing and Materials</td>
</tr>
<tr>
<td>BPM</td>
<td>Bonded Particle Method</td>
</tr>
<tr>
<td>BRV</td>
<td>Belham River Valley</td>
</tr>
<tr>
<td>DEM</td>
<td>Discrete Element Method</td>
</tr>
<tr>
<td>DRE</td>
<td>Dense Rock Equivalent</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FJM</td>
<td>Flat-jointed contact model</td>
</tr>
<tr>
<td>GLADIS</td>
<td>Global Archive of Dome Instabilities</td>
</tr>
<tr>
<td>GSI</td>
<td>Geological Strength Index</td>
</tr>
<tr>
<td>GVP</td>
<td>Global Volcanism Program</td>
</tr>
<tr>
<td>ISRM</td>
<td>International Society for Rock Mechanics and Rock Engineering</td>
</tr>
<tr>
<td>MSH</td>
<td>Mount St. Helens</td>
</tr>
<tr>
<td>MVO</td>
<td>Montserrat Volcano Observatory</td>
</tr>
<tr>
<td>PBM</td>
<td>Parallel-bonded contact model</td>
</tr>
<tr>
<td>PFC</td>
<td>Particle Flow Code</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$\Delta V$</td>
<td>Absolute dome collapse volume</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Angle of internal friction</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Principal stress</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Strain</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus</td>
</tr>
<tr>
<td>$k_n$</td>
<td>Normal stiffness</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Shear stiffness</td>
</tr>
<tr>
<td>$R_L$</td>
<td>Schmidt hammer rebound value</td>
</tr>
<tr>
<td>$V$</td>
<td>Original dome volume</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Lava domes form when highly viscous lava is extruded from a volcanic vent and cannot flow far away so piles up, often in pre-existing calderas. Dome-building eruptions account for approximately 6% of volcanic eruptions around the world (Calder et al., 2015) and are often linked with highly explosive activity (Ogburn et al., 2015). Lava domes can collapse, forming pyroclastic flows and debris avalanches; these products can be very hazardous to populations surrounding the volcano, and yet there is still a limited understanding of what initiates these processes. Despite various modelling efforts examining the emplacement of a lava dome (e.g. Buisson and Merle, 2002; Hale and Wadge, 2003, 2005; Hale, 2008) and the flow-paths of resultant products (e.g. Wadge et al., 1998; Roche et al., 2004; Saucedo et al., 2005; Smith et al., 2018), there are still very few studies that examine the processes that trigger the collapse.

This project addresses this gap in knowledge by investigating the process of collapse initiation, and how the collapse process is affected by the condition of a lava dome prior to its failure. I address this using three main methods: (1) compilation and statistical analysis of a global and historical database of lava dome collapse events, as presented in Chapter 2; (2) creation of a new discrete element model and investigation of the effect of triggering mechanisms on the stability of a modelled dome, as presented in Chapter 3; and (3) determination of the heterogeneous nature of lava dome rock properties at Soufrière Hills volcano, as shown in Chapter 4. In Chapter 5, I incorporate rock properties characterised in Chapter 4 into models presented in Chapter 3 to assess the effect of rock strength on overall dome stability, and to discuss how this influences the current state of knowledge on lava dome collapse.

In this opening Chapter, I present background information on lava domes and
their structure. I review previous modelling studies (analogue, finite element, and discrete element), primarily simulating lava dome emplacement, but also those that examine collapse processes. I show why discrete element modelling techniques are used in this project, and explain how I calibrated the model using realistic rock properties. This highlights the need for the rock property characterisation presented in Chapter 4 and is pertinent to the models presented in Chapter 5. In this first Chapter, I also show how I have used observational data from Volcán de Colima to validate the modelling techniques that are used throughout this project. I will end this introductory Chapter by setting out my principle aim, my objectives, and describing the layout of this thesis.

1.1 Lava domes

1.1.1 Lava dome structure

There is still not a comprehensive understanding of the internal structure of a lava dome; this is primarily due to the difficulty in observing the dome interior. Dome collapse is the most likely method of exposing a cross section of a lava dome, but this process is often highly destructive and therefore leaves little evidence. A study at Volcán de Colima (James and Varley, 2012) found that the complexities of internal dome morphology played a vital role in the June 2011 explosion, and therefore in brittle failure of the dome. This confirms that understanding internal structure, and its evolution during emplacement, is important in developing overall understanding of a dome’s structural stability.

The internal structure of the exposed submarine Showa Iwo-jima dome (Maeno and Taniguchi, 2006) was described as onion-like, but this is a rare example of direct observations of a lava dome’s interior. Further ideas about the internal structure come from analogue and numerical modelling of lava dome emplacement, rather than from field observations.

The widely accepted model for lava dome structure comprises an internal fluid core, and an outer region that is solid and more frictionally controlled (Figure 1.1). The hypothesis that lava domes are a two-component system was first introduced by Iverson (1990), whereby a lava dome was characterised by an external shell of brittle rock. We now broadly understand that a transitional region exists between the core and talus, termed the carapace (Figure 1.1), although the relative proportions of each of these units are unknown. The term talus is twofold: it can be used to refer both to the solid outer region of the dome, and to
the slopes of loose material that aggregate during dome growth and small-scale instability. Although the term talus is used to describe both of these regions, it is important to note that any external shell will have a direct effect on the growth and morphology of the dome, whereas the effect of mechanically detached talus slopes will be indirect, through the application of confining pressure and the topographical effect of steep slopes of disaggregated rocks. The region termed talus in Figure 1.1 includes both the intact shell and the mechanically detached slopes, although the modelling approaches presented later in this project primarily consider the intact shell (discussed further in Section 3.2.2 and Section 5.4.5).

![Figure 1.1: Conceptual diagram to show internal lava dome structure.](image)

*Wadge et al.* (2009) described lava domes as comprising four distinct units: a lava core; an upper carapace; talus slopes (accumulated through dome disaggregation and rockfall generation); and more distal pyroclastic flow deposits. Relative volume fraction estimates were made for the Soufrière Hills volcano (SHV) between 1999 and 2007 (*Wadge et al.*, 2009). Core volume fraction ranged from 11-35% and talus volume ranged from 30-58%, although there were large uncertainties (∼25%) associated with these values due to the lack of knowledge regarding shape of the core within the dome. *Wadge et al.* (2009) concluded that a lava dome that already has a large portion of its material in the form of disaggregated talus slopes may be less hazardous.

### 1.1.2 Growth styles

Lava dome growth is primarily split into two growth styles: endogenous and exogenous (Figure 1.2). Endogenous growth is defined as new magma intruding into the dome, e.g. injection into the base of the dome causing expansion, whereas exogenous growth occurs when magma can reach the surface and extrude as new lobes or spines. The latter generally requires lava to be able to force itself through
a pre-existing solid carapace in order to reach the surface (Calder et al., 2015). A dome often does not grow purely endogenously or exogenously, but can also grow through intermittent pulses of each growth style, or by switching from one style to the other. This can happen over longer day to month timescales (e.g. Nakada et al., 1995), or short term fluctuations in growth style can occur daily (e.g. Watts et al., 2002).

Figure 1.2: Sketch to show endogenous vs. exogenous lava dome growth. Reproduced from Kilburn and Luongo (1993).

Understanding the evolution of lava dome growth is of particular importance as a transition in growth style often occurs following collapse events, probably due to changes in magma supply (Hale and Wadge, 2008). The growth style also significantly impacts dome morphology (e.g. spine generation only occurs during exogenous growth), and this can have an impact on likely collapse modes and volumes.

1.1.3 Dome morphology

The morphology of a lava dome depends on factors such as composition, extrusion rate, and eruption temperature, all of which determine the rheology of the erupted material. Blake (1990) categorised dome morphology into four groups: upheaved plugs, Peléean domes, low lava domes, and coulées (Figure 1.3). Upheaved plugs occur when the extruded material is viscous enough that it does not deform upon exiting the conduit, and therefore the width of the plug is equal to the radius of the conduit. Peléean domes are characterised by steep talus slopes, and often have spines that extrude from the surface (a process similar to that of upheaved plugs). Low lava domes, however, are not characterised by steep slopes but instead are rounded in shape due to less viscous magma. Coulées are similar to low lava domes, but form on a gently inclined surface so that the flow dynamics are determined not only by the magma rheology, but also by the nature of the topography.
Blake (1990) suggested that the morphology of Peléean domes is determined by the mechanical properties of the talus material, whereas low lava dome and coulée morphology is governed by the mechanical and rheological properties of the magma. Of these four dome groups, Peléean domes are most likely to undergo collapse due to the steep slopes (generally with a height to radius ratio of 0.6-0.9). Any collapse experienced at a coulée-style dome is a flow-front type collapse, and is shallow so involves a limited volume of dome material.

Further work was undertaken on dome morphology following the early eruption of SHV (Watts et al., 2002), where dome morphologies were defined as a function of degassing-induced crystallisation during ascent. Dome morphologies were classified as near-vertical spines, whaleback structures, megaspines, shear lobes and pancake lobes. In this classification, pancake lobes are similar to Blake’s definition of low lava domes, but are less rounded and have low, steep sides.
1.1.4 Lava dome collapse

Lava domes often grow slowly, within a crater or previous collapse scar, giving the impression that they are stable landforms. Lava domes are, however, frequently unstable and undergo collapse, including events that destroy the entire dome. A big dome collapse can form pyroclastic flows which are one of the most hazardous products of a volcano as they are fast-moving, turbulent mixtures of rock fragments, gas and ash (Branney and Kokelaar, 2002). Collapses occur in multiple forms, ranging from small-scale rockfalls to large, deep-seated rotational failures. At an actively growing lava dome, it is common for small-scale rockfalls to occur almost continuously, while larger collapses occur less frequently and are often harder to forecast. The spectrum of individual events that are referred to by the term collapse are defined further in Section 2.3.1.

The first mention of a dome collapse in the literature was following the destruction of a lava spine during the 1902-1905 eruption of Mt. Pelée, Martinique (Tanguy, 2004). Despite further lava dome collapses occurring in the early 20th century (e.g. at Merapi, Indonesia (Voight et al., 2000) and Volcán de Colima, Mexico (Gonzalez et al., 2002)), the hazards associated with lava dome instability were really brought to the forefront of media attention in 1980 with the lateral blast at Mount St. Helens. The hazard at Mount St. Helens was underestimated due to the explosive nature of the event, which occurred due to the exposure of the cryptodome core following a landslide, and led to 57 fatalities. This tragedy sparked a wealth of research into volcanology in general, and more specifically volcanic instability.

This avenue of research was further broadened by the dome-forming 1995-2010 eruption of Soufrière Hills volcano, Montserrat. This is one of the most intensely-studied eruptions, and the quantity and quality of observations greatly furthered knowledge regarding lava dome collapse. A comprehensive review of this eruption, and other historical collapse events, enabled common triggers of collapse to be determined as part of this project, shown by the compilation and analysis of a collapse event database in Chapter 2. These include but are not limited to: over-steepening leading to gravitational failure; seismicity; weathering; a change in growth direction; over-pressurisation of the dome interior; and heavy rainfall. These triggering mechanisms and the conditions of a lava dome prior to its collapse are more thoroughly explored in Chapter 2.
1.2 Previous modelling studies

Modelling lava dome growth and collapse is challenging due to the number of different complex processes that are involved. To fully model emplacement, an understanding of rheology, temperature profile, cooling rate, and extrusion dynamics is required. It is important to note that dome emplacement and dome collapse have traditionally been approached using separate modelling techniques (Hale and Wadge, 2005), but collapse most commonly occurs during active dome growth, and so it is perhaps questionable to model these processes using separate methods. Most lava dome models to date focus on the emplacement of the lava dome, and so these are also discussed here for completeness.

1.2.1 Analogue emplacement modelling

Analogue lava dome emplacement models can be broadly split into two categories: those that use a simple Newtonian fluid, and those that incorporate non-Newtonian rheologies by introducing Bingham fluid dynamics. A Newtonian fluid is one in which the relationship between shear stress and shear rate is linear, e.g. water, whereas the constant viscosity in a non-Newtonian fluid is independent of stress. There are various types of non-Newtonian fluids, including shear-thickening, shear-thinning, and Bingham plastic materials. Shear-thickening fluids experience an increase in apparent viscosity with increased stress (e.g. oobleck), whilst shear-thinning fluid viscosity decreases with stress (e.g. nail polish). In a Bingham material, a finite yield stress must be applied before the material can flow, e.g. toothpaste or mayonnaise (Figure 1.4).

Huppert et al. (1982) presented a theoretical approach to lava dome growth considering a Newtonian fluid with constant viscosity, spreading on a rigid horizontal surface. The theoretical calculations were followed by a laboratory study using a viscous fluid that was released and allowed to spread, recording the morphology evolution as a function of time.

The study modelled the temporal evolution in dome height and width, as well as the actual profile of the dome, which they fitted to observational data from La Soufrière (Figures 1.5a, b). The model was found to fit observational data well during early extrusion, but diverged progressively over time (i.e. the model predicted that spreading should continue indefinitely which does not occur in observations). The study concluded that this was due to the Newtonian fluid not representing the retaining strength of the flow front, which can be interpreted
Figure 1.4: Sketch to show behaviour of Newtonian vs. Bingham materials.

Figure 1.5: (a) Radius of the 1979 La Soufrière dome as a function of time; (b) height of the centre of the 1979 lava above the crater floor; and (c) schematic section through the flow front of 1979 lava. All figures adapted from Huppert et al. (1982).

to more broadly refer to the development of mechanical yield strength in lava as it cools, shown by the outer blockier region in Figure 1.5c. This flow front schematic is very similar to the current understanding of internal dome structure (Figure 1.1).

Later, Blake (1990) performed laboratory experiments using a kaolin slurry (which acts as a Bingham material) to emplace domes onto a horizontal base plane of cartridge paper and track the height/radius evolution and the advance
of surface markers. These analogue models showed approximately parabolic dome profiles, suggesting they best simulated low lava domes (see Section 1.1.3). Blake (1990) also found that low lava domes could be distinguished from Peléean lava domes by the ratio of dome height to lava yield strength, whereby Peléean domes typically have high yield strengths (at least 1-10 MPa) which create a talus collar and leave Peléean domes prone to explosions.

These early experiments neglected to fully consider the role of cooling in dome growth, as noted by Griffiths and Fink (1993). This study observed that spreading of lava above a vent will at some point cease, whereas if the fluid was purely viscous, the strain rate should never vanish. This allowed Griffiths and Fink (1993) to distinguish two types of flow: volume limited and cooling limited. In a volume limited flow the yield strength of the magma at the erupted temperature is able to oppose spreading, whereas in a cooling limited flow the spreading is stopped by the material strength that is obtained through heat loss. The study uses a temperature-controlled wax to enable a stiffer crust that still behaves dynamically (i.e. is not fixed) and assumes that this crust is: (a) rheologically distinct; (b) thin in comparison to the flow depth; and (c) not continually re-encompassed by the magma interior. Griffiths and Fink (1993) conclude that an outer crust with thickness of 10 m is sufficient to control the spreading of a dome that is 1 km wide; that is to say that in order to control material spreading, the ratio of the thickness of the crust to the thickness of the flow must be proportional to the ratio of the yield strength of the solid carapace to the shear strength of the magma. The inferred recommendation from this study was that future models should include an outer crust in order to model lava dome evolution more accurately.

Fink and Griffiths (1998) undertook analogue modelling using polyethylene glycol wax as it acts as a Newtonian fluid when molten, and can act both in a brittle and ductile manner when solid, dependent on stress application and temperature. These analogue experiments result in the proposal of a new dome classification scheme that is dependent upon the volume of lava erupted and the interior yield strength of the erupted material; these domes were classified into: spiny domes, lobate domes, platy domes and axisymmetric domes.

Buisson and Merle (2002) then conducted experiments vertically injecting a viscous (isothermal Newtonian) fluid onto a non-deformable horizontal base, and investigated the internal strains that occurred in the growing dome (Figure 1.6a), as these are otherwise unobservable. They compared the height-radius evolution to the analytical model derived by Huppert et al. (1982, Figure 1.6b), and found
Figure 1.6: (a) Photograph of 2D experiment showing deformation of square and circle elements after injection of silicone; (b) Dome height evolution from analogue experimental model, and according to the theoretical equation from Huppert et al. (1982); (c) Conceptual sketch showing shape evolution from juvenile to mature dome; (d) Spatial distribution of radial and concentric stretching fields within a vertical section of a lava dome. Figures (a) - (c) adapted from Buisson and Merle (2002), and Figure (d) adapted from Buisson and Merle (2004).

a reasonably good match. The height evolution in the model had a steep initial increase, and then at a critical height, the vertical growth slowed. This is very similar to the observational data at La Soufrière in 1979, recorded by Huppert et al. (1982) and shown in Figure 1.5b.

Buisson and Merle (2002) showed that a lava dome comprises a central region where strain results from both gravity and vertical injection of material, and lateral zones where the strain domain is entirely gravity-induced (Figure 1.6c). Temporal analysis of the experiments showed that once the lateral regions existed, the shape of the central region did not evolve further. Buisson and Merle (2004) followed their analogue visualisation of strain within lava domes with a numerical approach to the same phenomenon. This study determined that the dome could be split into two areas: a central region of concentric stretch and a more lateral region of radial stretch (Figure 1.6d).

The combined efforts of various analogue modellers showed that a Newtonian fluid was insufficient to model lava dome growth, and more appropriate results were obtained by the use of a Bingham material, or an isothermal Newtonian fluid.
1.2.2 Numerical modelling studies

Numerical modelling efforts have taken the form of two main modelling methodologies: (1) finite element method and (2) discrete element method (Figure 1.7).

![Figure 1.7: Conceptual representation of finite and discrete element modelling methodology. Credit: Mariana Sousani.](image)

The finite element method (FEM) is generally used to calculate the solution to boundary value problems by solving partial differential equations. FEM subdivides the model domain into sections, normally termed zones, and each sub-domain solves a set of equations. These equations are then systematically recombined into a global set of equations. The modelled material is treated as a continuum, but an advantage of this method is that different zones can be assigned different mechanical properties. A disadvantage, however, is that the nature of the continuum requires the functions to be continuous across neighbouring zones, and as such, large displacements and strains are difficult to compute and make an FEM model computationally and numerically unstable. The movement of individual zones is used only to derive the bulk material response.

The discrete element method (DEM) was designed to address some of the limitations of FEM, and comprises a material made from individual particles. The DEM numerically calculates finite particle displacements and rotations, hence treating the material as a discontinuum. Each particle is a unique quantity and macroscopic behaviour results from individual particle interactions. This is useful for systems that are dependent on particle level behaviour, for example in the context of this project, large-scale dome stability can be affected by small-scale rockfalls and talus readjustment. DEM can also result in more accurate micro-mechanics due to the introduction of particle contact models.
Finite Element Method

In more recent years, there have been increased efforts to model lava dome growth numerically. A series of papers was published from 2003 onwards, led by Alina Hale, which used the finite element method (FEM) to model the growth dynamics of lava domes. These models revisited the idea first posed by Iverson (1990) that a dome must include both a malleable interior and a brittle carapace. The main findings from the initial study (Hale and Wadge, 2003) agreed with the analogue models, and found that the use of a purely Newtonian fluid was inadequate, and the inclusion of a solid carapace was essential in order to reproduce lava dome behaviour, using the example of the 1980 Mt St. Helens dome. Hale et al. (2007) used the level set method, a numerical technique first introduced by (Sussman et al., 1994), to track the free surface of the dome without altering the finite element mesh. One benefit of this technique was that it did not require an initial condition of material above the surface, and so overcame the finding from the earlier study (2003) that the initial free surface shape could influence the final dome morphology. The 2007 study also concluded that a lava dome model requires both gravity and lava injection forces to be calculated, thus rendering a purely analytical solution insufficient. This study advanced the state of knowledge regarding computational modelling of lava domes but still did not include any resisting force within the talus material.

Hale (2008) built a new FEM lava dome model that included an independently deformable talus region for the first time (Figure 1.8). The study described lava dome growth as occurring on two timescales: (1) continuous expansion
due to magma addition, and (2) readjustment of the talus material that has become detached from the main body of the dome. This study implemented the so-called solidus pressure for the first time to track the rheological interface between the core and the talus, where the solidus pressure marked the transition of magma from liquid to a crystallised solid state, discussed further in Section 3.2.2. By using the solidus pressure, the model incorporated pressure as a proxy for temperature (with the assumption that every thermal state has an equal pressure state; described further in Figure 3.2). One of the most significant findings of this study was that the core material was not strong enough to horizontally displace the talus, but rather core material was able to override the talus material and laterally spread (Figure 1.8). This was the first time that this complex morphology of the rheological interface had been shown in a numerical lava dome emplacement model. This morphology was perhaps not surprising considering the similarity between this and the schematic flow front section from Huppert et al. (1982) (Figure 1.5c).

The final two-part study by Hale et al. (2009a,b) approximated the readjustment of the talus slope as a critical-angle problem, in that the model could not simulate small-scale toppling or disaggregation of material, but the angle of the free surface of the dome could be interpreted as replicating these larger scale processes. This study also followed on from previous work (Hale and Wadge, 2008) by examining the evolution of shear bands as a marker of the transition from endogenous to exogenous behaviour. The paper discussed the difficulties of conducting field observations of potential lateral spreading of the core: surface deformation measurements would likely be masked by the disaggregation and addition of talus material, and so deformation deeper within the dome would be undetectable. Rockfalls were proposed as an alternative method of detecting the nature of spreading of the core material; if deformation of the talus is localised, it suggests core spreading in one direction (e.g. lobe dominated growth) whereas if rockfall occurrence is evenly distributed across the dome, it suggests that the core is growing equally in all directions, as occurs in endogenous growth. Rockfalls were further investigated in the second part of the study (Hale et al., 2009b), but the model was limited in its exploration of discontinuous or non-equilibrium behaviour, and therefore was unable to accurately model the short term, non-equilibrium, asymmetric nature of rockfalls.
Discrete Element Method modelling

The discrete element method (DEM) is used to compute the motion of a large number of particles, as opposed to the solution of boundary value problems in the finite element method. Husain et al. (2014) used the DEM with the aim of understanding more about the internal structure of a lava dome. Using the software Particle Flow Code (PFC) from Itasca Consulting Group Inc., a model was designed whereby material was extruded on to a rigid horizontal substrate, fed by a vertical conduit. The magma in this model is most analogous to a Bingham plastic material, as it possesses a yield strength (represented by the bond strength that exists at the contacts between each particle in PFC). Husain et al. (2014) used the magma’s solidus pressure to define a unidirectional transition from core to talus material. The talus material was given higher values of material stiffness and strength to ensure a constricting force was exerted on the ductile core by the outer shell. The study focused particularly on the sensitivity of the dome morphology to:

1. **Material stiffness**
   Material stiffness was analogous to viscosity in this study (discussed further in Section 3.2.2), and the models showed increased dome height with increased stiffness. Growth of the dome core was concentrated above the conduit exit with higher stiffness values, while lower stiffness values promoted more lateral spreading of the dome core.

2. **Friction**
   The friction coefficient controls the way in which the talus material forms a volcanic pile, and as such indirectly impacts the magnitude of force exerted on the core by the talus. Again the model showed more lateral spreading with lower friction. Angle of repose was also affected, but overall, there was very little influence of the coefficient of friction on the final dome morphology.

3. **Cohesion**
   The strength of the bonds within the model were equated to the overall material strength by Husain et al. (2014). A greater bond strength exhibited more spine-like features during dome evolution.

4. **Extrusion rate**
   The study claimed a significant effect of extrusion rate on dome geometry.
Core growth was concentrated towards the central conduit of the dome with lower extrusion rates, and there was a lower relative proportion of core to talus.

In addition to a parametric sensitivity analysis, Husain et al. (2014) focused on growth of the SHV dome from June to July 1996 (Figure 1.9). They mimicked the flow rate history and showed the following behaviour, designed to replicate the structure observed on 13 July 1996: (a) initial vertical extrusion due to lack of overlying material to provide resistance; (b) extruded lava began to collapse under weight of overlying column of material; (c) flow pattern changed to endogenous growth as material strength was insufficient to push through the stronger outer carapace; (d) pause in extrusion and further solidification of lava modelled by increasing stiffness and strength of conduit material, showing the development of a viscous plug; (e) extrusion was resumed and degassed plug extrudes upwards.
The study concluded that the strength and stiffness of the core magma exerted more control over dome morphology than frictional strength of the evolving talus. Spine growth only occurred at low extrusion rates and higher stiffness/strength combinations, whilst lower stiffness/strength and higher flow rates led to endogenous growth and no spine development.

This study was followed by Husain et al. (2018), where the authors focused on modelling pulsation sequences and the associated rheological changes at both SHV and Mount St. Helens. In pauses between extrusive activity, the model material experienced rheological stiffening (i.e. increase in bond strength). This study also found sagging and spreading of the domes between extrusion pulses.

The most recent publication from this series of discrete element models (Husain et al., 2019) presented a suite of simulations, in which magma possessed a yield strength (as in Figure 1.4). This means that the models considered material stiffening and strengthening prior to solidification thus creating a non-Newtonian rheology, i.e. the material behaved as a stiffer liquid before it fully transitioned into the solid state. The models presented by Husain et al. (2019) correlated well with the analytical models from Blake (1990), and showed how the apparent viscosity of the magma was able to influence the magma rheology and growth style.

The numerical modelling undertaken by Husain et al. (2014, 2018, 2019) provides a promising new avenue for lava dome collapse research. These studies demonstrated that PFC could successfully be used to model large scale rock masses in volcanology, and showed morphologies that are qualitatively similar to those observed in the field. One of the main benefits of using discrete element modelling is the complexity in morphology that can be simulated (i.e. on a particle scale, rather than deformation of a fixed boundary in FEM). FEM becomes computationally expensive when the modelled problem involves large strains, and these often result in numerical instabilities. Although computational expense also increases in a DEM with large strains, DEM is specifically designed to avoid the need for such extensive re-meshing. Using the discrete element method also allows investigation of small scale rockfall-type collapses, whereas this detail would be hard to discern from an FEM model.

In this project, I use the same software (PFC) as Husain et al. (2014) to create a new DEM model to examine the process of lava dome collapse. Unlike the previous studies, the models presented in this project will maintain a constant viscosity, vary the solidus pressure, and be designed to focus more on the collapse process rather than dome emplacement and morphology. The models presented
in Chapter 3 incorporate new particle bonding capabilities introduced in PFC5.0, as outlined in Appendix A.2.1. This new particle bonding better simulates the behaviour of rock (Potyondy, 2012), and so is a more appropriate representation of talus material.

DEM still requires an initial free surface to be defined but in the model presented here, this occurs within the conduit rather than above the surface, and therefore the morphology of this free surface does not dictate overall dome morphology, as seen in previous FEM models (Hale and Wadge, 2003). I use the same concept as previous models (Hale et al., 2009a,b; Husain et al., 2014) in defining a transition point between core and talus material using a solidus pressure. The modelling method implemented in PFC is outlined in more detail in Appendix A.1, followed by validation of the dome emplacement model using observational data from Volcán de Colima in Section 1.4. Further methodology and details of model setup are provided in the published paper (Harnett et al., 2018) presented in Chapter 3.

### 1.3 Improving PFC models using calibration

PFC, the modelling software used by Husain et al. (2014, 2018, 2019) and incorporated here, is a commercial software from the Itasca Consulting Group Inc. and employs the discrete element method proposed by Cundall and Strack (1979). Particles interact via contacts, which are installed at all particle-particle boundaries, and material behaviour is controlled by the micro-properties that exist at these contacts. These micro-properties are not equivalent to the macro-properties of the material as a whole. Therefore, a calibration procedure is required to determine the micro-properties that result in the same macro-behaviour of the solid model material to the real material in the laboratory. This calibration procedure is documented by various authors (e.g. Holt et al., 2005; Cho et al., 2007; Wang and Tonon, 2009; Zhang et al., 2011; Kazerani et al., 2012; Potyondy, 2015), and has been used in volcano-related deformation models by Schöpfer et al. (2007) and Holohan et al. (2011, 2017).

In order to determine the micro-properties required to match the macro-behaviour of a rock in the laboratory, I simulated uniaxial compression testing and Brazilian disk testing in PFC. I then compared the unconfined strength, indirect tensile strength, and Young’s modulus between the real and synthetic samples. Although Wu and Xu (2016) and Potyondy and Cundall
(2004) suggested calibration procedures, the procedures involved iteratively changing various parameters and do not provide a streamlined approach to material calibration. I have adopted an iterative approach here to define the correct input parameters in PFC.

This iterative approach generally follows three steps:

1. Adjust contact stiffness to obtain correct macro Young’s modulus

2. Adjust cohesion to obtain correct macro uniaxial compressive strength (UCS)

3. Adjust tensile strength to obtain correct macro uniaxial tensile strength (UTS), and therefore correct UCS/UTS ratio

The uniaxial compression test in PFC first required generation of a material of equal size to the samples tested in the laboratory. I followed the specific material genesis procedure outlined in Appendix A.2.2 to ensure that the material had low locked-in stresses and was isotropic and homogeneous. Once the material genesis was complete, uniaxial compression testing was carried out in PFC by applying a velocity to the two walls at the top and bottom of the sample (simulating loading platens in the laboratory) until the stress fell below 90% of the peak stress. The loading rate applied to the walls in PFC was 0.05 m/s. Although this was much faster than the rate of 0.1 mm/s \( (1 \times 10^{-4} \text{ m/s}) \) that was applied in the laboratory, the actual time step in each calculation cycle was chosen to be small enough that this loading rate still allowed sufficient time for micro-structural readjustment \( (Potyondy and Cundall, 2004; Diederichs, 1999; Cho, 2008) \).

For model calibration in PFC, I used rock samples collected from Montserrat during a field campaign in January 2016 (Figure 1.10). These samples were collected from Phase 1 deposits of the eruption of Soufrière Hills volcano (see Chapter 4 for eruptive history at Soufrière Hills volcano), and were collected at the Phase 1 site shown in Figure 4.1; these tests are not included in the results later shown in Chapter 4. I conducted compressive rock testing (both uniaxial and triaxial) at the Rock Mechanics, Engineering Geology and Hydrology laboratory at the University of Leeds. I carried out this testing on 37 mm samples after coring the rock samples and grinding the ends to be parallel; these methodologies are the same as outlined in Sections 4.3.2 and 4.3.6.

Figure 1.11 compares the behaviour of the material both in the laboratory and in the synthetic PFC experiment. The PFC material exhibited more linear behaviour because no pore spaces or initial fracture networks were explicitly built.
§1.3 Improving PFC models using calibration

Figure 1.10: Example of comparison of a real rock after failure, and a PFC synthetic rock after failure, where black shows damage accumulation via bond breakage.

Figure 1.11: A comparison of the stress-strain response of the macro-scale behaviour of real rock in the laboratory (from Phase 1 of the eruption of SHV) and a synthetic PFC sample.
into the sample. As a result of this there was no initial pore or crack closure and therefore $D'$ (the point at which compaction becomes dilation; Figure A.5) was not reached, but rather dilation occurred from the beginning of the test. Aside from this difference the two materials had a very similar stress-strain response, as exhibited by the similar macro-responses in each case (Table 1.1). The PFC experiment is programmed to cease when the stress reaches 90% of the modelled peak stress and the post peak behaviour is not considered in this calibration. Both the laboratory rock and synthetic rock are shown post-failure in Figure 1.10.

I then used these micro-properties to run a suite of laboratory-style tests in PFC to simulate material behaviour at increased confining pressures. This demonstrated that PFC is able to accurately represent the behaviour of a real rock both at ambient conditions and at depth. If the failure envelope of the PFC material matches that of the laboratory samples, calibration is complete and modelling of larger-scale scenarios can be conducted.

I therefore conducted triaxial laboratory tests on 37 mm cores of the same material as uniaxially tested. Confining pressures tests (at 3.5 MPa, 7.5 MPa, 10 MPa, and 15 MPa) showed the behaviour of the rock at increased depths. The results of these are shown in Figure 1.12. I fitted the data with a Mohr-Coulomb failure criterion and show this here in principal stress space using

$$\sigma_1 = \frac{2\cos\phi}{1 - \sin\phi} + \frac{1 + \sin\phi}{1 - \sin\phi}\sigma_3,$$

(1.1)

where $\phi$ is the material’s angle of internal friction.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experimental (Lab)</th>
<th>Numerical (PFC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>16.5%</td>
<td>15.9%</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>5.5 GPa</td>
<td>5.5 GPa</td>
</tr>
<tr>
<td>Uniaxial compressive strength</td>
<td>27.1 MPa</td>
<td>26.9 MPa</td>
</tr>
<tr>
<td>Tensile strength</td>
<td>3.2 MPa</td>
<td>3.1 MPa</td>
</tr>
<tr>
<td>UTS/UCS ratio</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 1.1: Macro-properties of Phase 1 from laboratory experiments, compared to the equivalent calibrated synthetic material in PFC.

By calibrating the modelled material, it is possible to incorporate a more realistic solid material behaviour into the numerical model. This is a key advance presented in this project compared to previous studies, as calibration has not previously been undertaken in DEM models of lava domes.
Figure 1.12: A comparison of failure envelopes for both real SHV material in the laboratory and synthetic material in PFC, fitted with a Mohr-Coulomb failure criterion.
1.4 PFC model validation: dome growth at Volcán de Colima

In order to validate the PFC models presented throughout this study, I used a discrete element model created in PFC to simulate lava dome growth at Volcán de Colima, and compared it to observational data (Walter et al., 2019). I used height and radius estimates of the dome during active growth from February to March 2013 due to the high temporal resolution. The method used to create the model is further outlined in Appendix A and Chapter 3, and the results published in Walter et al. (2019). The model simulated a magma viscosity of $10^9$ Pa s, following estimates of apparent magma viscosity at Volcán de Colima in the range $10^9$ to $10^{11}$ (Lavallée et al., 2007, 2008; Kendrick et al., 2013).

Mechanical properties of the dome rock are hard to determine at a rock-mass scale, despite previous studies on Volcán de Colima andesites at a laboratory scale (Heap et al., 2014, 2016). I therefore created a dome extrusion model in PFC and iteratively changed the modelled mechanical properties until the simulated PFC dome growth matched the observed dome growth. I then used these micro-properties in the calibration procedure outlined in Section 1.3 to determine what the macro-properties of the dome rock must have been. I corrected the dome growth model results to account for the 2D nature of the model. This process enabled definition of the rock properties at Colima at a rock-mass scale, and is fully outlined in Appendix A.4.2.

Limited mechanical data exist for rock from Volcán de Colima and so it is not possible to gain a picture of spatial or temporal heterogeneity. Peak strength of one exemplar rock from Volcán de Colima was found to be 17.5 MPa by Heap et al. (2014). I adopted this single value for simplicity. However, in order to match the model morphology to the observed dome morphology, a peak rock strength of $\sim$3.7 MPa was necessary (Table 1.2, Appendix A.8). This is $\sim$20% of the lowest laboratory values, and suggested an intense level of fracturing and/or porosity is present in a cooling and dynamically evolving carapace, which significantly affects the rock behaviour at a rock-mass scale (e.g. Zorn et al., 2018). In order to match the observed dome growth, a reduction in Young’s modulus was required from 8.1 GPa in the tested dome rock from Volcán de Colima to 3.5 GPa. This not only alludes to the importance of fracturing, but also the importance of scaling both the strength and elastic parameters of material from the laboratory sample scale to a rock mass scale (e.g. Heap et al., 2018).
1.4 PFC model validation: dome growth at Volcán de Colima

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fitted to laboratory data</th>
<th>Fitted to observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear stiffness</td>
<td>$1.25 \times 10^9$ Pa</td>
<td>$1.00 \times 10^9$ Pa</td>
</tr>
<tr>
<td>Normal stiffness</td>
<td>$1.25 \times 10^9$ Pa</td>
<td>$1.00 \times 10^9$ Pa</td>
</tr>
<tr>
<td>Cohesion</td>
<td>$2.70 \times 10^7$ Pa</td>
<td>$5.00 \times 10^6$ Pa</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>Friction angle</td>
<td>$38^\circ$</td>
<td>$38^\circ$</td>
</tr>
<tr>
<td>Bond modulus</td>
<td>$1.10 \times 10^{10}$ Pa</td>
<td>$1.60 \times 10^9$ Pa</td>
</tr>
</tbody>
</table>

Table 1.2: PFC parameters for the talus material in (a) the material that is calibrated to sample-scale laboratory tests of samples from Volcán de Colima (Heap et al., 2014) and (b) the material that is used to fit the observational data and allows us to back-analyse rock-mass strength.

The modelled dome growth showed similar morphology to the observed dome growth at Volcán de Colima during February/March 2013 (Figure 1.13). Early dome growth was dominated by vertical growth and an initial increase in height the explicit width of this growth in the early stage of the model was determined by the initial conditions imposed for the width of the conduit. A height threshold was reached, after which horizontal growth exerted greater control over the lava dome growth. As observed in the camera image analysis, over-steepening occurred on the dome flanks, along with the generation of rubbly spine-type features towards the apex of the dome.

Matching the exact timing of the dome growth phases is challenging, as complete temporal coverage of the extrusion process is not available from observations. The modelled dome started extruding at time zero, and comparisons made to the monitored dome until the point that it started to overflow the crater rim. This gave a fixed frame of reference and allowed comparison against normalised time relative to the dome width.

1.4.1 Implications of the validation model for understanding dome growth

The steep vertical growth seen initially at Volcán de Colima was not reproduced perfectly by this model alone, which required a stronger material during early growth. Possibly, the first magma extrusion could have been more degassed and hence more viscous; the initial vertical growth domain was therefore likely associated with extrusion of a viscous plug and conduit material, before fresh magma reached the surface and spread laterally.

Photographic observations at Volcán de Colima also produced digital image
correlation results (Figure 1.14), enabling identification of different growth regimes. The digital image correlation showed that the dome growth was initially dominated by vertical growth (Figure 1.14a). Once the dome reached a height of 25 m, the dominantly vertical growth regime changed into a primarily lateral growth regime (Figure 1.14b). Occasional short term subsidence of the dome occurred (Figure 1.14c), possibly associated with block rotation or spreading. Continued growth graded into a lateral direction of magma extrusion as the magma reaches the break in slope of the underlying topography (Figure 1.14d), forming a coulée flowing downslope.

I carried out similar analysis on the dome emplaced within the discrete element model by visualising the velocities of the model particles during simulated dome growth, and find very similar dome growth regimes. Initially, the dome is dominated by vertical growth (Figure 1.15a), and then later governed by lateral
Figure 1.14: Digital image correlation results show the growth of the dome, alongside cartoon interpretations. Figure adopted from Walter et al. (2019).

spreading (Figure 1.15b). In Figure 1.15c, the velocity vectors show downhill movement as the material reaches the break in slope, simulating the beginning of coulée growth. The dome growth regime identified in the observed Colima imagery, and the PFC model, is also similar to the observed dome growth at La Soufrière (as in Figure 1.5) and the analogue model results from Buisson and Merle (2004, Figure 1.6). Similar growth regimes (initially steep vertical growth, followed by lateral growth) were also seen from observations at Mt. Pelée, St. Vincent, and Mt. Unzen (Figure 1.16).

The good agreement of observed and modelled dome growth shows both qualitatively and quantitatively that this discrete element model is well-placed to simulate dome growth processes. In order to take the model further, I will impose triggering mechanisms onto an emplaced dome in Chapter 3. The other main conclusion from this validation model is that rock properties at rock mass
Figure 1.15: Interpolated velocities from the PFC model to classify growth regimes.
scale are only a fraction of the equivalent laboratory scale intact rock properties. I found a scaling relationship of approximately 20%, meaning that rock properties determined in the laboratory required an 80% decrease in order to represent behaviour at a rock mass scale. This scaling relationship was in broad alignment with other scaling laws from the literature (see Section 5.2) and will be used in the models presented in Chapter 5.

1.5 Contributions/aims and objectives

The overall aim of this project is to use a combination of techniques (including numerical modelling and laboratory experiments) to better understand the mechanics of lava domes, namely investigating the condition of a lava dome prior to collapse. Consequently I will determine whether the cause of collapse affects the mode of collapse, and how the physical properties of the dome may impact this relationship. To achieve this aim, the specific objectives are:

1. Compile a global and historical database of lava dome collapse events, and the conditions of lava domes prior to collapses.

2. Identify if there are patterns in pre-collapse conditions, particularly identifying the most common collapse mechanisms.

3. Create a new 2D discrete element model, that tracks a lava dome through

Figure 1.16: Types of lava dome growth, from Tanguy (2004).
its initial emplacement and its later stages of growth, simulating a transition from fluid magma to solid rock. Verify this using observational data.

4. Impose external conditions (the identified common collapse mechanisms) onto the modelled dome; use strain visualisation to examine where failure planes are forming within the dome. Assess how this informs the overall understanding of lava domes.

5. Explore the heterogeneity of erupted products from Soufrière Hills volcano, Montserrat to assess the effect of rock properties on overall dome stability.

6. Incorporate rock heterogeneities into a calibrated dome model, to examine if identified failure modes vary with varied rock properties.

1.6 Thesis roadmap

In Chapter 2, I discuss compilation of a global dataset examining the conditions present during individual dome collapse events. Statistical analysis of this dataset enables identification of relationships previously unidentifiable in location-specific studies. I show that there is a statistical relationship between dome growth style and relative dome collapse volume. I also show a statistical dependence of collapse size (both relative and explicit volumes) on causal mechanism. These causal mechanisms are carried forward to inform the work in Chapter 3. The work in this Chapter has been peer reviewed and published in Bulletin of Volcanology.

In Chapter 3, I develop a new discrete element model in Particle Flow Code to examine the mechanisms of failure after the following conditions are applied to the model: (1) an increase in internal gas overpressures; (2) a switch in extrusion direction; and (3) topographic constraints on lava dome growth. I find two distinct failure mechanisms that relate to different collapse triggers: deep-seated rotational failures, and smaller superficial failures. The work in this Chapter has been peer reviewed and published in Journal of Volcanology and Geothermal Research.

In Chapter 4, I explore the geomechanical evolution of dome rock properties across the 1995-2010 eruption at Soufrière Hills, Montserrat. This study obtains mechanical data for lava dome products and aims to encourage incorporation of spatial and temporal heterogeneity in dome rock into future numerical models. I show how the mechanical properties of the dome rock correspond to the physical properties of dome rock, and suggest how these may relate to the eruptive
conditions during the emplacement of a temporally-constrained suite of rocks. The work in this Chapter has been peer reviewed and published in *Frontiers in Earth Science*.

In **Chapter 5**, I incorporate the mechanical data presented in Chapter 4 into the Particle Flow Code models presented in Chapter 3. This suite of new models enables me to examine how each of the parts of this multi-faceted investigation tie together to provide us with a clearer understanding of the mechanics of lava dome collapse. I also summarise the key findings from each of the results chapters and discuss the broader implications of these, also giving the future directions for research highlighted by the work within this project.
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Abstract

Lava dome collapses generate hazardous pyroclastic flows, rockfalls and debris avalanches. Despite advances in understanding lava dome collapses and their resultant products, the conditions that occur prior to collapse are still poorly understood. Here we introduce the Global Archive of Dome Instabilities (GLADIS), a database that compiles worldwide historical dome collapses and their reported properties, including original dome volume (at the time of collapse), dome morphology, emplacement conditions, precursory activity, dome geometry and deposit characteristics. We determine the collapse magnitude for events where possible, using both absolute deposit volumes and relative collapse volume ratios (this being deposit volume as a proportion of original dome volume).

We use statistical analysis to explore whether relationships exist between collapse magnitude and extrusion rate, dome growth style, original dome volume, and causal mechanism of collapse. We find that relative collapse magnitude is independent of both the extrusion rate and the original dome volume. Relative collapse volume ratio is dependent on dome growth style, where endogenous growth is found to precede the largest collapses (∼75% original volume). Collapses that comprise a higher proportion (>50%) of original dome volume are particularly attributed to both gravitational loading and the development of gas overpressure, whilst collapses comprising a small proportion (<10%) of original dome volume are associated with the topography surrounding the dome, and variations in extrusion direction. By providing validation and/or source data, we intend these data on various dome growth and collapse events, and their associated mechanisms, to be the focus of future numerical modelling efforts, whilst the identified relationships with relative collapse volume ratios can inform collapse hazard assessment based on observations of a growing dome.

2.1 Introduction

Lava domes and spines form when viscous magma is extruded but is not able to flow far from the volcanic vent (Calder et al., 2015). Instability of lava domes results in pyroclastic flows, rockfalls, and sometimes debris avalanches, all of which can pose a significant hazard to areas surrounding the edifice (Voight, 2000; Wadge, 2009). Despite the threat posed by dome collapse, we still know relatively little about the interplay between dome growth conditions and the collapse
mechanisms of lava domes. A broad variety of mechanisms, and triggers, have already been identified for individual collapse events. These include gravitational collapse (Ui et al., 1999), rainfall (Matthews et al., 2002), and gas overpressure (Voight and Elsworth, 2000). However, the general conditions that determine which collapse mechanism is dominant are still not clear.

Various modelling strategies have been used to investigate lava dome stability, although many focus on the resultant pyroclastic flows (e.g. Wadge et al., 1998; Hooper and Mattioli, 2001; Saucedo et al., 2005) or initial dome emplacement (e.g. Hale, 2008; Hale et al., 2009a,b). Perturbation factors likely to cause instability have been considered particularly in numerical models, for example calculation of diffusion of gas pressurisation across a dome (Voight and Elsworth, 2000), limit equilibrium (LE) analysis of slope height/stability relationships (Simmons et al., 2005), or a revised LE analysis incorporating rainfall (Taron et al., 2007). Discrete element models have also been designed to test the impact of external triggers on a dome’s stability, such as development of gas overpressure or variation in extrusion direction (Harnett et al., 2018).

Understanding previous dome collapse behaviour is an important tool for helping to develop forecasts for future activity (cf. Ogburn et al., 2015; Sheldrake et al., 2016; Wolpert et al., 2016). To improve our ability to respond to volcanic crises involving dome extrusion, it is vital for volcanologists, particularly those advising decision makers, to have access to records from previous dome-forming eruptions that have undergone collapse. If lava dome extrusion begins at a volcano that has not shown dome growth in recorded history, it is important for observatories and the wider volcanological community to have access to a database that details potential trends in behaviour, by examining historical records from similar volcanic systems. This was the case for Soufrière Hills in Montserrat, where dome growth began in 1995 after ~350 years of no extrusion (Kokelaar, 2002).

Many previous studies have highlighted the importance of global databases in volcanology (e.g. Hédervári, 1963; Crisp, 1984; Wright et al., 2004; Witham, 2005; Geyer and Martí, 2008; Donne et al., 2010; Crosweller et al., 2012; Ogburn et al., 2015; Ebmeier et al., 2018). However, only a few studies have focussed particularly on dome-building episodes (DomeHaz) and pyroclastic flows (FlowDat) (Ogburn, 2012; Ogburn and Calder, 2017). Of these two the DomeHaz database of Ogburn et al. (2012) contains information about dome-forming eruptions and explosions, which has allowed probabilistic analysis of eruptions and their link to explosive activity (VEI>4) (Ogburn et al., 2015)
as well as analysis of eruption longevity (Wolpert et al., 2016). Instead, FlowDat (Ogburn, 2012) is a collection of mass flow (e.g. block-and-ash flows, debris avalanches, pumice flows) parameters and mobility metrics, and has been used for probabilistic analysis of metrics such as height/length data and planimetric areas (Ogburn et al., 2016). Despite existing databases, a complete inventory of individual dome collapse events for different volcanoes is not currently incorporated into existing databases.

From previous literature (Voight, 2000), it is clear that a single volcano can exhibit various collapse styles associated with different dome growth styles and different eruptive phases, ranging from small-scale persistent rockfalls, to large-scale explosive collapse. It is therefore important to assess the nature of each collapse, rather than to attribute a single collapse style to an individual volcano.

In this study we thus collate data about dome collapse events in a Global Archive of Dome Instabilities (GLADIS). Dome collapses present a hazard to surrounding regions (e.g. Mercado et al., 1988; Sato et al., 1992; Genareau et al., 2015) and can influence the behaviour of the remaining dome and future dome growth (Voight and Elsworth, 2000). We estimate first order statistics of global trends, focusing primarily on dome growth style, extrusion rate and collapse trigger, with the aim of identifying correlations between these and dome collapse magnitude. We also use one way analysis of variance (ANOVA) to undertake statistical analysis on data currently in GLADIS. We discuss how these results alongside examples of collapse events from GLADIS may influence our understanding of dome collapse processes.

### 2.2 Database design and structure

To analyse the relationships between dome collapse events and their mechanisms, we have compiled an open-access database that includes 293 individual collapse events from 35 different volcanoes (Table 2.1). The full flat-file database is accessible by joining the GLADIS group on VHub (http://vhub.org/groups/domecollapse). Here we summarise the content of GLADIS and report relationships between collapse properties and pre-collapse conditions. The database was initially designed using the list of dome-forming volcanoes in DomeHaz (Ogburn et al., 2015). Volcanoes that had experienced lava dome collapse were identified and details of those events were compiled. This
was achieved using peer-reviewed literature, the Smithsonian Institution Global Volcanism Program (GVP) (Venzke et al.), the Bulletin of the Global Volcanism Network (https://volcano.si.edu), and FlowDat. A complete reference list for all entries into the database can be found within GLADIS.

Dome collapses are included in the database if they (a) have a known source volcano; (b) have a known year of occurrence; and (c) appear from related literature to be a significant event in the dome growth chronology. The definition of significant event is relative and largely qualitative due to lack of volume data, which is discussed in Section 2.3. Where quantitative data are unavailable, an event is considered significant enough for database inclusion if it is explicitly documented within literature as a collapse, or where there is reference to Merapi-type pyroclastic flows, as these refer specifically to dome collapse products (Bardintzeff, 1984).

Figure 2.1: Organizational structure of GLADIS, dotted boxes show metadata taken directly from GVP (Venzke et al.), white boxes show qualitative data, filled boxes show quantitative data or data that have a multiple choice option (i.e. yes or no), and boxes with a thick outline show data that are derived using GLADIS. Dotted black lines show conceptual links between processes.
Table 2.1: A list of all volcanoes that have domes in the database, alongside their dominant composition (B = basalt, BA = basaltic andesite, A = andesite, D = dacite, R = rhyolite), the number of collapses and the number of classified collapses in GLADIS.

<table>
<thead>
<tr>
<th>Volcano name</th>
<th>Dominant composition</th>
<th>Number of collapses in GLADIS</th>
<th>Number of collapses in GLADIS characterised by collapse %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soufrière Hills volcano, Montserrat</td>
<td>A, BA</td>
<td>69</td>
<td>37</td>
</tr>
<tr>
<td>Merapi, Indonesia</td>
<td>A, BA</td>
<td>54</td>
<td>10</td>
</tr>
<tr>
<td>Mt. Unzen, Japan</td>
<td>D</td>
<td>33</td>
<td>4</td>
</tr>
<tr>
<td>Redoubt, USA</td>
<td>A, BA</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Shiveluch, Russia</td>
<td>A, BA</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>Santiaguito, Guatemala</td>
<td>D</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Volcán de Colima, Mexico</td>
<td>A, BA</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Sinabung, Indonesia</td>
<td>A, BA</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Mount St. Helens, USA</td>
<td>D</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Mt. Pelée, Martinique</td>
<td>A, BA</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Bagana, Papua New Guinea</td>
<td>A, BA</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Semeru, Indonesia</td>
<td>A, BA</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Nevado de Toluca, Mexico</td>
<td>A, BA</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Chaitén, Chile</td>
<td>R</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Augustine, USA</td>
<td>A, BA</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Nevado del Huila, Colombia</td>
<td>A, BA</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Karangetang, Indonesia</td>
<td>A, BA</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Paluweh, Indonesia</td>
<td>A, BA</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Bezmianny, Russia</td>
<td>A, BA</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Guagua Pichinicha, Ecuador</td>
<td>D</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Arenal, Costa Rica</td>
<td>A, BA</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Mt. Lamington, Papua New Guinea</td>
<td>A, BA</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sisters Dome, USA</td>
<td>A, BA</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ruawahia, Tarawera, New Zealand</td>
<td>R</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Wahanga, Tarawera, New Zealand</td>
<td>R</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>La Soufrière, St. Vincent</td>
<td>A, BA</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Galeras, Colombia</td>
<td>A, BA</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Reventador, Ecuador</td>
<td>A, BA</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Cleveland, USA</td>
<td>A, BA</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Cerro Pizarro, Mexico</td>
<td>R</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Dome K-Cerro Chascon, Chile-Bolivia</td>
<td>D</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Catarman, Hibok-Hibok, Philippines</td>
<td>D</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Chao II, Altiplano-Puna, Chile</td>
<td>D</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Etna Buocca, Italy</td>
<td>B</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>San Pedro, Chile</td>
<td>A, BA</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 2.2: Degree of data completeness and description of data type. Population % is shown for the whole dataset, the post-1950 dataset, and the classified dataset. Population % is calculated by using the number of fields that are filled as a proportion of the number of possible fields (i.e. for each parameter, for each collapse).

<table>
<thead>
<tr>
<th>Database field</th>
<th>O/C field</th>
<th>Data description and type</th>
<th>Population (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>C</td>
<td>-</td>
<td>100 100 100</td>
</tr>
<tr>
<td>Volcano ID</td>
<td>C</td>
<td>adopted from GVP</td>
<td>99  100 100</td>
</tr>
<tr>
<td>Eruption ID</td>
<td>C</td>
<td>adopted from GVP</td>
<td>96  100 97</td>
</tr>
<tr>
<td>Collapse Date</td>
<td>C</td>
<td>-</td>
<td>100 100 100</td>
</tr>
<tr>
<td>Collapse ID</td>
<td>C</td>
<td>unique integer identifier</td>
<td>100 100 100</td>
</tr>
<tr>
<td>Dome shape/type</td>
<td>O</td>
<td>based on morphology classification by (Blake, 1990) - upheaved plug, Peléan dome, low lava dome, coulée; qualitative information added</td>
<td>11  11 10</td>
</tr>
<tr>
<td>Dome confinement</td>
<td>O</td>
<td>qualitative - is the dome growing within a crater?</td>
<td>16  16 28</td>
</tr>
<tr>
<td>Underlying topography</td>
<td>O</td>
<td>primarily slope angle, consolidated material or unconsolidated previous collapse remnant?</td>
<td>6  5  6</td>
</tr>
<tr>
<td>Duration of growth</td>
<td>O</td>
<td>days</td>
<td>20  22 28</td>
</tr>
<tr>
<td>Dome growth style</td>
<td>C</td>
<td>endogenous, exogenous, combination</td>
<td>99  99 99</td>
</tr>
<tr>
<td>Active growth?</td>
<td>C</td>
<td>at the time of collapse - yes, no</td>
<td>29  29 13</td>
</tr>
<tr>
<td>Extrusion rate</td>
<td>O</td>
<td>in m$^3$/s, extrusion rate taken as close to collapse as possible, time over which extrusion rate recorded also documented (long-term time averaged rates avoided)</td>
<td>75  81 90</td>
</tr>
<tr>
<td>Database field</td>
<td>O/C field</td>
<td>Data description and type</td>
<td>Population (%)</td>
</tr>
<tr>
<td>----------------------</td>
<td>-----------</td>
<td>----------------------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>All</td>
</tr>
<tr>
<td>Composition</td>
<td>C</td>
<td>B, BA, A, D, R: following Smithsonian magma type codes (Siebert et al., 2010)</td>
<td>100</td>
</tr>
<tr>
<td>Seismic activity</td>
<td>O</td>
<td>qualitative, as reported, e.g. swarm of VTs or increased seismicity</td>
<td>31</td>
</tr>
<tr>
<td>Explosive activity</td>
<td>C</td>
<td>did any associated explosive activity occur prior to/during/after the collapse?</td>
<td>12</td>
</tr>
<tr>
<td>Gas flux</td>
<td>O</td>
<td>SO$_2$ flux where available, qualitative data added (e.g. increased fumarolic activity)</td>
<td>14</td>
</tr>
<tr>
<td>Width</td>
<td>O</td>
<td>in metres, maximum dimension</td>
<td>5</td>
</tr>
<tr>
<td>Dome volume</td>
<td>O</td>
<td>in $\times 10^6$ m$^3$</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>DRE, bulk, bulk+surge</td>
<td>43</td>
</tr>
<tr>
<td>Resultant flow type</td>
<td>O</td>
<td>flow type as documented, no additional interpretation applied, e.g. avalanche, pyroclastic flow, nue ardente</td>
<td>70</td>
</tr>
<tr>
<td>Maximum runout</td>
<td>O</td>
<td>in kilometres, runout from collapse source</td>
<td>44</td>
</tr>
<tr>
<td>Human impact</td>
<td>O</td>
<td>death toll, financial cost due to damage to infrastructure</td>
<td>13</td>
</tr>
<tr>
<td>Deposit volume</td>
<td>O</td>
<td>in $\times 10^6$ m$^3$</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>DRE, bulk, bulk+surge</td>
<td>36</td>
</tr>
<tr>
<td>Collapse duration</td>
<td>O</td>
<td>minutes</td>
<td>20</td>
</tr>
<tr>
<td>Database field</td>
<td>Data description and type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Causal mechanism for collapse</td>
<td>C quantitative, where numbers are assigned to each of these mechanisms: gravitational loading, gas overpressure, topography, rain, switch in extrusion direction, other. Qualitative information listed in causalmech source sheet in GLADIS (available on VHub).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative collapse volume</td>
<td>C calculated using deposit volume as a proportion of original volume.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative volume determination</td>
<td>C Calculated from volume, quoted in text.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table: Population (%)

<table>
<thead>
<tr>
<th>Population (%)</th>
<th>Post-1950</th>
<th>Classified</th>
</tr>
</thead>
<tbody>
<tr>
<td>O/C field</td>
<td>45</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
For each collapse event, the major database fields (see Table 2.2) focus primarily on: dome morphology, lava dome emplacement conditions, precursory activity, dome geometry and description of the collapse deposit (usually a block-and-ash deposit). The nature of each database field is indicated in Figure 2.1, and a further explanation of each data field can be found in Table 2.2, where we also define the way in which observations were parametrised. As shown in Table 2.2, certain database fields are open fields for qualitative or quantitative entries (e.g. human impact, deposit volume), whereas other fields are restricted to the entry of multiple choice and therefore termed closed fields (e.g. dome growth style must have one of the following entries: exogenous, endogenous or combination).

These metrics are not exhaustive but do allow us to capture the principal characteristics of the well-documented collapses, as well as the fundamental characteristics of those that are more poorly documented. We note that all data recorded in GLADIS are taken directly from the associated source with no re-interpretation by the authors of this study.

2.2.1 Overview of dome collapse regimes in GLADIS

The magnitude and frequency of dome collapses, and the longevity of dome growth can vary at a single volcano (Wolpert et al., 2016). Previous work has documented phases of dome growth and associated pauses (Ogburn et al., 2015; Sheldrake et al., 2016). In this study we add the relationship between periods of dome growth and frequency of dome collapse (Figure 2.2). Using the behaviour shown in Figure 2.2, we consider the long term pattern of collapse activity at dome-building volcanoes.

Sheldrake et al. (2016) identify patterns in volcanic behaviour, defining two distinct eruptive regimes: (1) episodic activity, where duration of repose intervals exceeds the eruption duration; and (2) persistent activity, where the duration of the eruptive phases and repose are comparable. We examine collapse activity in a similar way by showing the collapses at a volcano, binned in number of collapses per year, alongside periods of extrusion (Figure 2.2). We identify three regimes of collapse activity: (1) frequent activity, where collapses are persistently seen during extrusion (for example at Merapi, Indonesia); (2) infrequent activity, where the duration of extrusion without collapse exceeds the duration of extrusion with collapse (for example at Bezymianny, Russia); and (3) time-declining activity, where the number of collapses per year decreases through time (for
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Figure 2.2: Binary plots following Sheldrake et al. (2016) indicating whether dome growth was recorded in each year since 1900 using primarily the GVP (Venzke et al.) at 15 of the most well documented dome-forming volcanoes in GLADIS. Extrusion periods are overlain with collapse frequency; in terms of number of individual collapse events (identified by GLADIS) per year, where a full bar indicates 10 collapses per year. There are five instances where more than 10 collapses per year occurred: RED 1990 (15), UNZ 1992 (11), SHV 1996 (13), 1997 (19) and 1998 (11). Labels as follows: SIN Sinabung, Indonesia; BAG Bagana, Papua New Guinea; CHA Chaitén, Mexico; AUG Augustine, USA; RED Redoubt, USA; BEZ Bezymianny, Russia; SHI Shiveluch, Russia; HEL Mt. St. Helens, USA; PEL Pelée, Martinique; SAN Santiaguito, Guatemala; MER Merapi, Indonesia; COL Volcán de Colima, Mexico; UNZ Mt. Unzen, Japan; and SHV Soufrière Hills volcano, Montserrat.

example at Soufrière Hills volcano, Montserrat). From this dataset we are unable to determine if these regimes of collapse activity are mutually exclusive, and hence suggest that time-declining activity could be considered a possible sub-regime of both frequent and infrequent collapse styles. We note that small collapses (e.g. constant rockfalls) may not be accurately represented here, due to under-reporting and observation bias towards larger events. We therefore expect an underestimation of total volume of material shed.
2.2.2 Data completeness and bias

Investigations of global catalogues of explosive eruptions have demonstrated that under-recording of events becomes more significant with increasing time from present, and decreasing eruption magnitude (Furlan, 2010; Brown et al., 2014). We assume such a bias also exists within our dataset; this bias is also highly location dependent, and depends on the level of monitoring in place at a volcano. There is no cut-off before which collapse events are excluded from the database, although we expect there may be a problem of under-recording prior to about 1950. In Figure 2.2, we plot collapse events since 1900 from volcanoes where dome collapses are common. For example Merapi exhibits persistent collapse behaviour and if we make the assumption that this is not time dependent, it is likely there are more collapse events before 1950 than those that have been observed and recorded in GLADIS. We note that the 28 events (<10% of database events) from before 1950 contribute very little to the global event catalogue (<1% of overall data population).

We define data population here as the number of possible fields that are filled as a proportion of all possible database fields. Overall, for 28 parameters and 293 events, there are a possible 8204 entries; 4514 are populated giving an overall data population of 55%. This is a general degree of population (i.e. this considers all database fields equally) and individual events or parameters (e.g. composition) have a higher degree of population than others (e.g. collapse mechanism). In Table 2.2, population percentage is shown per database field for the whole dataset, the post-1950 dataset, and the dataset for which collapse volume as a percentage of dome volume is known, here called the classified dataset. An empty database field does not necessarily mean lack of activity, e.g. if the field seismic activity is not recorded in the database, it simply shows that no data are documented in GLADIS, rather than that no seismic activity occurred.

We expect that observatory reporting culture and capacity will influence data availability. For example, Soufrière Hills volcano is one of 35 volcanoes for which we have dome collapse information, but populates 27% of the database, due to quality of recording during the intensely studied 1995-2010 eruption. Of the 78 events where volume information is available, 37 are from Soufrière Hills volcano. Our analysis is therefore likely to be skewed towards events from Montserrat, but as more data are added to GLADIS in years to come, the impact of its current dominance is likely to decrease.

Extrusion rate is another parameter affected by recording in the database.
Extrusion rates are taken from the original literature, and we do not recalculate rates within this study. This data field is however subject to variations in the time period over which the extrusion rate is recorded (ranging from daily estimates from the day of collapse, to rates averaged over the whole eruptive period). Where possible, daily estimates of extrusion rate are used for the statistical analysis within this study, although often only time-averaged rates are available. All available data are used for the statistical analysis, but this likely introduces bias to the results and alludes to the importance of shorter term flux estimates at growing domes.

### 2.2.3 Metastable domes

*GLADIS* also includes data on domes that were emplaced and remain stable at the time of reporting. It is difficult to define what constitutes a stable dome over time, and so we define these here as metastable domes, as weathering and alteration over time could still result in instabilities (e.g. Ball et al., 2013). In order to be included in the database, these must be domes that (a) have a citable source of information and (b) have not been completely destroyed by large explosive eruptions or collapses. Unlike the portion of the database recording collapse events, the metastable domes are not required to have a known emplacement date to be included in the database. We record available composition data for 90% of the metastable domes (references for which can be found in *GLADIS*). Of the domes with known composition, 37% \((n=31)\) are basaltic-andesite to andesite, 35% \((n=29)\) dacite and 28% \((n=23)\) rhyolite.

We include these domes in *GLADIS* for completeness because structures that have remained stable over a long time could eventually collapse and therefore potentially provide insight into dome collapse processes. Analysis of these domes is not considered further in this study due to the relative paucity of related data in the associated literature. We note also that if a dome has remained stable for a long period of time (on the order of hundreds of years), the documentation of a later collapse may be reported in the context of landslides or debris avalanches, rather than explicitly named as a dome collapse. If we consider all database fields, only 18% of the metastable dome portion of the database is populated, making any in-depth analysis very difficult.
2.3 Database terminology

2.3.1 Defining collapse

The term collapse is used to describe a variety of processes and products resulting from dome instability. In order to build the database, we must more clearly define collapse. Collapse processes range from small scale rockfalls to larger scale pyroclastic density currents and even debris avalanches. As one end member, rockfalls are defined as abrupt movements of rocks or boulders that detach from a slope and roll, bounce and slide downslope under the influence of gravity (Hungr et al., 2014). When associated with lava domes, rockfalls are generated by disaggregation of cooled lava from the dome surface (Calder et al., 2002; Hale et al., 2009b) and typically have short runouts of <0.5 km with volumes on the order of magnitude of $10^3$ m$^3$ (Wadge et al., 2014). Hundreds of small scale rockfalls can occur daily during active dome growth periods (Calder et al., 2002).

Pyroclastic density currents are considered as the large end member of collapse products and are defined as density-driven mixtures of volcanic particles and gases (Cole et al., 2002). They are generally larger in volume ($>10^4$ m$^3$) (Calder et al., 2002) and longer in runout ($>0.5$ km) than rockfalls. Pyroclastic density currents are the most common deposit type in GLADIS, ranging in volume from $10^4$ m$^3$ to $300 \times 10^6$ m$^3$.

Collapses at Soufrière Hills volcano have been quantified and differentiated using the terminology “large” ($1-4 \times 10^6$ m$^3$) and “major” ($> 4 \times 10^6$ m$^3$) by Calder et al. (2002). This is a useful classification at an individual volcano, where successive domes and collapses tend to be of similar magnitudes. A definition based on an absolute volume for one volcano is, however, not necessarily effective, and does not facilitate comparison on a global scale where initial dome volumes range over two orders of magnitude.

Therefore we present a global dome collapse analysis and examine relationships between observed variables and absolute collapse volume ($\Delta V$) and relative collapse volume ratio ($\Delta V/V$, volume of material shed during a collapse event, expressed as a percentage of original dome volume, $V$). We consider it likely that collapse mechanisms and processes are related to proportion of dome removal rather than absolute dome or collapse volumes, and so using relative collapse volume ratios facilitates comparison of the global dataset.

One challenge in this study is that absolute collapse volumes are not routinely estimated within the literature. Deposit volumes are more commonly reported
and relate directly to the collapse volume (Siebert, 1984). We therefore use deposit volume as a proxy for collapse volume. Reported volumes are often a combination of both dense rock equivalent (DRE) and bulk volumes. Where available, we record both in GLADIS and specify the measurement type for each volume entry. When calculating relative collapse volume ratio, we use two of the same measurement types (e.g. both deposit and original dome volume are DRE, or both are bulk); the measurement types in each case are shown in Figure 2.3. To maximise the sample size for statistical analysis, we assume in this study that these different volume measurements are comparable. Where relative collapse volume ratio is explicitly reported within the associated literature, we directly take this value and do not recalculate a percentage.
2.3.2 Defining attributed collapse mechanisms

One database field we focus on in this study is that of causal mechanism (Fig. 2.1). We define causal mechanisms to be processes that occur to change the equilibrium state of the dome and therefore lead to collapse. Causal mechanisms are defined as processes associated with the growth of the dome, e.g. the generation of gas overpressure within the dome (Voight and Elsworth, 2000). Instead, we define a triggering mechanism as an external event where the consequence of the event is a change in dome stability, e.g. intense rainfall (Taron et al., 2007). Although the nuance of each term is different, both causes and triggers are treated equally as collapse-driving mechanisms in the remainder of this work.

For the purpose of quantitative data analysis, GLADIS currently lists one dominant mechanism for each event based on the conditions and causes for collapse as reported in the associated literature. We recognise that in the majority of cases, multiple processes may be at work and therefore also list full descriptions of mechanisms attributed to each collapse event as qualitative information within GLADIS. This information is stored in the mechanism source field of the database, where quotations are given from relevant literature to show determination of the dominant collapse mechanism. We also acknowledge that characterisation of only the dominant mechanism may create bias in analysis of collapse mechanisms, but this limitation comes from the primary literature, rather than re-interpretation in this study.

Interrogating GLADIS allows us to identify the most commonly cited mechanisms attributed to collapse. We show the number \( n \) of occurrences in each case, and we find these mechanisms to be:

1. **Gravitational loading** \( (n=57) \) - this focuses on addition of material, through continued extrusion, to the dome system. Where possible, volume and height are recorded as quantitative information in the database. High extrusion rates are not essential for inclusion in this category. We include here over-steepening (i.e. dome flank angle) due to endogenous (Swanson et al., 1987) or exogenous (Ui et al., 1999) growth.

2. **Internal gas overpressures** \( (n=19) \) - have been implicated in collapses after observations of explosive eruptions following major dome collapses (Young et al., 1998). Overpressures exist within gas bubbles and lead to dome expansion. Pressurised gas trapped within the dome can weaken the bulk strength of the lava, leading to a decrease in overall dome stability (Voight
and Elsworth, 2000). This includes collapses where dome removal is cited in association with explosive activity.

3. **Topography-controlled collapses** (n=15) - defined here as collapses that occur when the size of a dome exceeds the crater size and over-tops the crater walls, likely due to dome and/or crater morphology (Voight et al., 2002). This includes perched domes where the dome is emplaced onto a slope and the collapse is attributed to the effect of the slope itself.

4. **Intense rainfall** (n=14) has been attributed to several collapses as a triggering mechanism, with varying physical models associated. Rainwater can contribute to erosion of the slope toe, leading to undercutting and dome destabilisation (Carn et al., 2004). Percolation of rainwater into a dome through fracture networks and interaction of rainwater with hot gases may create steam that pressurises existing potential failure surfaces (Matthews et al., 2002; Taron et al., 2007). We also consider the influence on local stresses within the dome by rainfall-induced thermal contraction (Yamasato et al., 1998; Simmons et al., 2004).

5. **A switch in extrusion direction** (n=5) - commonly observed immediately before collapse (e.g. Luckett et al., 2008; Loughlin et al., 2010; Stinton et al., 2014). This is most likely attributed to thrust forces associated with emergence of a new lobe on older, cooled dome material, where the new material is able to exert a force onto the adjacent older material (Calder et al., 2015), leading to collapse.

We note that some of these collapse mechanisms depend on the same fundamental physical processes. For example, collapses defined here as topography-controlled collapses are ultimately gravitational in nature. To be categorised as ‘topography-controlled’ in the database, they must be collapse events that are dependent on the topography, e.g. growing within a crater, and therefore would not have collapsed gravitationally if they had been emplaced onto a horizontal surface.

Less common mechanisms listed in the database include:

1. seismically induced collapses triggered either by regional earthquakes or by large volcano-tectonic earthquakes (Charbonnier and Gertisser, 2008; Platz et al., 2012);

2. slumping/deflation leading to undercutting (Herd et al., 2005);
3. weakening caused by weathering, hydrothermal activity or erosion (e.g. Boudon et al., 1998; Ball et al., 2013, 2015).

In the following sections, these mechanisms are grouped into a category called ‘other’ within the causal mechanism field, as they are cited in only 11% of cases with listed mechanisms.

2.4 Statistical analysis of the database

GLADIS contains information about 293 individual collapses from 35 different volcanoes. We find evidence for statistical dependence of absolute collapse volume on collapse mechanism, and of relative collapse volume ratio on both dome growth style and collapse mechanism. We show that the largest (≥50%) relative collapse volume ratios occur when collapses are attributed to gas overpressures or gravitational loading. Instead, small (<10%) relative collapse volume ratios occur in topography-controlled collapses or those attributed to a switch in extrusion direction. We find no correlation or statistical dependence between the following parameters: absolute collapse volume and extrusion rate (albeit on varied timescales, as defined within GLADIS and discussed later); relative collapse volume and extrusion rate, absolute collapse volume and dome growth style, collapse mechanism and original dome volume. The implications of this statistical analysis are discussed in Section 2.5.2.

2.4.1 Overview of data within GLADIS

Of these 293 events, 76% (n=222) occurred at andesitic or basaltic-andesite volcanoes, 21% (n=60) at dacitic volcanoes, 3% (n=9) at rhyolitic volcanoes, and <1% (n=1) at a basaltic volcano. We do not attempt to draw relationships between collapse and dome composition due to the dominance of andesitic/basaltic-andesite domes within the database. Deposit volume and original dome volume data are available for 27% of events in the database (n=78), and we focus on these events in the majority of our analysis as the collapse magnitude (absolute and relative) is one of the parameters that would be most useful to forecast for the purpose of hazard assessment. The overall spread of relative collapse volume ratios within GLADIS is shown in Figure 2.4.

Of the 78 events in GLADIS where relative collapse volume ratio can be calculated, 48.0% (n=35) of events are collapses of <10% of original dome volume.
There are four collapses in *GLADIS* where the relative collapse volume ratio exceeds 100%: Merapi (Indonesia), 15 June 1984; Redoubt (USA), 14 March 1990; Soufrière Hills volcano (Montserrat), 20 May 2006; and Volcán de Colima (Mexico), 10 July 2015 (Figure 2.4).

For the events at Colima and Merapi, it is likely that the percentage falsely exceeds 100% due to the time resolution of the original dome volume calculations. For example, the collapse at Colima on 10 July 2015 was after the final dome volume measurement, and so original dome volume is extrapolated from the data reported in *Thiele et al.* (2017). We assume that both Merapi and Colima collapses removed significant dome portions, and so these are approximated as 100% collapses in all quantitative analysis. The 14 March 1990 Redoubt event had a deposit volume of $3.5 \times 10^6$ m$^3$, and an original dome volume of $1-5 \times 10^6$ m$^3$. For the purpose of quantitative analysis, we assume a volume of $3 \times 10^6$ m$^3$, which results in a collapse percentage exceeding 100%; we discuss uncertainty associated with Redoubt dome volumes further in Section 2.5.1.

The data for the 2006 Montserrat event has the highest time resolution, and likely the most reliable volume calculations of these 4 events due to close monitoring of this eruption. We suggest therefore that the 114% collapse stems from entrainment of material during the pyroclastic flow process so as to bulk up the volume (*Siebert*, 1984; *Bernard et al.*, 2014) but truly represents a complete dome collapse. Thus, for cases where addition of material to the deposit volume
through entrainment of non-dome material can cause the collapse percentage to exceed 100%, we assume that 100% of the original dome volume has contributed to the collapse.

Despite the uncertainties, we can thus be confident in each case that these are large events that involve complete dome removal. Therefore for all calculations within this study, events for which the collapse percentage exceeds 100% are considered as having a relative collapse volume ratio of 1 (or 100%).

2.4.2 Method of statistical analysis

We use statistical tests to examine the relationship between collapse magnitude and observed parameters: extrusion rate, collapse mechanism, and dome growth style. Collapse magnitude here refers both to absolute collapse volume ($\Delta V$) and relative collapse volume ratio ($\Delta V/V$). Extrusion rate is an example of a continuous variable (i.e. one where any value is possible) and we analyse this using a regression line, where goodness of fit is expressed as an $R^2$ value. Dome growth style and causal mechanism are both categorical variables (i.e. where only certain values are possible), and for these we use one way analysis of variance (ANOVA) to determine if they are statistically correlated with collapse magnitude.

ANOVA is a technique used to test if there is statistical dependence between groups, by accepting or rejecting a null hypothesis. By using ANOVA, we determine an $F$-value which can be summarised as the variation between sample means, divided by variation within the samples. A critical $F$-value ($F_{\text{crit}}$) is identified from the degrees of freedom in the test, and if the calculated $F$-value exceeds $F_{\text{crit}}$, we conclude a dependent relationship exists between the two variables. A measure of statistical significance (a $p$-value) is also obtained from an ANOVA test, whereby this value is compared to a given significance level (generally $\alpha=0.05$). The null hypothesis is accepted (i.e. statistical independence) if the calculated $p$-value falls below the chosen $\alpha$ value.

2.4.3 Correlation between extrusion rate and collapse magnitude

We first test whether collapse size can be associated with extrusion rate prior to collapse. This analysis is carried out using collapse events where values are contained in GLADIS for: original dome volume ($V$), collapse volume ($\Delta V$), and extrusion rate. All three data fields are populated for 23% ($n=68$) of the
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database.

Figure 2.5: Extrusion rate and (a) relative collapse volume, and (b) absolute collapse volume. Solid line shows line of best fit, and dashed lines show 95% confidence intervals.

We examine the relationship first between relative collapse volume ratio ($\Delta V/V$) and extrusion rate (Figure 2.5a), and then between absolute collapse volume ($\Delta V$) and extrusion rate (Figure 2.5b), showing a regression line and 95% confidence intervals in both cases. We find very low $R^2$ values for the correlation between extrusion rate and relative collapse volume ratio ($R^2<0.10$) and absolute collapse volume ($R^2<0.13$). This shows that there is no apparent correlation between extrusion rate and collapse volume, although we note that this analysis is significantly affected by the variation in time windows over which the extrusion is recorded.
### 2.4.4 Correlation between dome growth style and collapse magnitude

To test the relationship between collapse size and dome growth style, we use the entries in *GLADIS* where there are data for: original dome volume ($V$), collapse volume ($\Delta V$) and dome growth style. All three data fields are populated for 25% ($n=72$) of database entries (Figure 2.6).

![Logarithmic plot of original dome volume and collapse volume, shown by dome growth style: exogenous (square), endogenous (triangle), and combination (diamond). Grey shading shows <50% collapse percentage.](image)

We first propose a null hypothesis that collapse size is independent of dome growth style. Dome growth is a categorical variable within *GLADIS* and can be: (1) exogenous, where magma can reach the surface and extrude as new lobes or spines; (2) endogenous, where new magma is intruded into the base of the dome causing inflation; or (3) combination, where pulses of both exogenous and endogenous growth are observed. We test whether relative collapse volume ratio ($\Delta V/V$) varies according to dome growth style and find an $F$-value of 14.1, which means we can reject the null hypothesis ($F_{crit}=3.1$, $p=7.5 \times 10^{-6}$). This suggests a significant effect of dome growth style on relative collapse volume ratio at a
significance level of $\alpha=0.05$. The average relative collapse volume ratio for this dataset (where $n=72$) is 0.34, and the average relative collapse volume ratios for each dome growth group are shown in Table 2.3. The most significant deviation from this mean is for domes that grow endogenously, where the average $\Delta V/V$ is 0.76. We can confirm this significance with a post-hoc analysis using the Bonferroni procedure where we determine that the most statistically significant difference in $\Delta V/V$ between the groups shown in Table 2.3 is between exogenous and endogenous growth (with $p=5 \times 10^{-5}$). Of the 13 endogenous domes with available volume data, 12 of these are domes from the 1989-90 eruption of Redoubt. It therefore seems likely that our analysis is heavily biased by the data from Redoubt and so the conclusion that relative collapse volume ratio is dependent on dome growth style may not be reliable on a global scale.

We also test the null hypothesis that absolute collapse volume ($\Delta V$) is independent of dome growth style. We find an $F$-value of 1.9 ($F_{\text{crit}}=3.1$, $p=0.16$), demonstrating statistical independence. This suggests an insignificant effect of dome growth style on absolute collapse volume, and that growth style has greater effect on proportion of collapse, rather than absolute volume. Average absolute collapse volumes for each dome growth group are given in Table 2.3.

Table 2.3: Average relative collapse ($\Delta V/V$) and absolute collapse volume ($\Delta V$) for groups of exogenous, endogenous and combination dome growth styles. Number in brackets is the number ($n$) of database entries considered for each mean calculation.

<table>
<thead>
<tr>
<th>Dome growth style</th>
<th>Average relative collapse volume ratio ($\Delta V/V$)</th>
<th>Average absolute collapse volume ($\Delta V$, $10^6$ m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exogenous</td>
<td>0.24 ($n=45$)</td>
<td>10.60 ($n=45$)</td>
</tr>
<tr>
<td>Endogenous</td>
<td>0.76 ($n=13$)</td>
<td>2.92 ($n=13$)</td>
</tr>
<tr>
<td>Combination</td>
<td>0.27 ($n=14$)</td>
<td>30.36 ($n=14$)</td>
</tr>
</tbody>
</table>

2.4.5 Correlation between collapse mechanism and collapse magnitude

To test the relationship between collapse magnitude and causal mechanism, we use the entries in GLADIS where we have values for: original dome volume ($V$), collapse volume ($\Delta V$), and causal mechanism. All three of these data fields are populated in 18% of events ($n=54$).

We test the null hypothesis that collapse triggers are independent of original
dome volume. This test gives an F-value of 0.4 ($F_{\text{crit}}=2.4$, $p=0.84$), so we accept
the null hypothesis and conclude that original dome size does not have a major
impact on the causal mechanism of collapse.

We next propose the null hypothesis that relative collapse volume ratio
($\Delta V/V$) is independent of the causal mechanism for collapse. We find an F-value
of 5.6 ($F_{\text{crit}}=2.4$, $p=4 \times 10^{-4}$), therefore we reject the null hypothesis and show
statistical dependence. This indicates a significant effect of causal mechanism on
collapse proportion. The average relative collapse volume ratios for each causal
mechanism are shown in Table 2.4.

Table 2.4: Average relative collapse ($\Delta V/V$) and absolute collapse volume ($\Delta V$)
for the following causal mechanisms: gravitational, rain, gas overpressures, switch
in extrusion direction, topography, other. Number in brackets is the number ($n$) of entries considered for each mean calculation.

<table>
<thead>
<tr>
<th>Causal mechanism</th>
<th>Average relative collapse volume ratio ($\Delta V/V$)</th>
<th>Average absolute collapse volume ($\Delta V$, $10^6$ m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravitational</td>
<td>0.50 ($n=24$)</td>
<td>4.58 ($n=24$)</td>
</tr>
<tr>
<td>Gas</td>
<td>0.68 ($n=10$)</td>
<td>6.37 ($n=10$)</td>
</tr>
<tr>
<td>Topography</td>
<td>0.08 ($n=10$)</td>
<td>4.0 ($n=10$)</td>
</tr>
<tr>
<td>Rain</td>
<td>1.0 ($n=1$)</td>
<td>97.0 ($n=1$)</td>
</tr>
<tr>
<td>Extrusion direction switch</td>
<td>0.05 ($n=5$)</td>
<td>2.92 ($n=5$)</td>
</tr>
<tr>
<td>Other</td>
<td>0.36 ($n=4$)</td>
<td>52.95 ($n=4$)</td>
</tr>
</tbody>
</table>

We again use a Bonferroni post-hoc analysis to find the most significant
statistical difference. To do this, we add the one event with a causal mechanism
of rain to the ‘other’ category, as the Bonferroni analysis requires more than
one event per group. We find the largest statistical significance lies between
causal mechanisms of gravitational loading and topography ($p=9 \times 10^{-3}$). The
average relative collapse volume ratio ($\Delta V/V$) for this dataset ($n=54$) is 0.4,
so we can see that both gravitational loading and topography are outside of
this group average. This suggests that collapses caused by topography or a
switch in extrusion direction involve, on average, small ($\approx 10\%$) proportions
of original dome volume, whereas collapses caused by gravitational loading on
average involve more substantial ($\approx 50\%$) dome volume fractions. Bonferroni
analysis also shows that there is a large statistical significance ($p=4 \times 10^{-3}$)
between the resultant $\Delta V/V$ values for collapses caused by gas pressurisation
and those caused by a switch in extrusion direction, with average $\Delta V/V$ values
at 0.68 and 0.05 respectively. The collapse mechanisms that lead to the largest
relative volume collapses are gas pressurisation and rainfall interaction, showing that pore fluid pressure plays an important role in dome stability. The collapses in the 'other' category are of significant proportions of dome material (average $\Delta V/V = 0.36$). The events in this category generally occur due to failure of part of the volcanic edifice which causes subsequent dome failure, for example the failure of the south-western wall of English’s Crater prior to the 1997 collapse in Montserrat (Norton et al., 2002), or the 2006 event at Merapi that occurred due to loading on an unstable crater wall (Ratdomopurbo et al., 2013).

We follow up this result by testing the null hypothesis that absolute collapse volume ($\Delta V$) is independent of collapse mechanism. We find an $F$-value of $7.8$ ($F_{\text{crit}}=2.4$, $p=5 \times 10^{-5}$), showing statistical dependence. This shows a very significant effect of causal mechanism on absolute collapse volume, and average absolute volumes for each causal mechanism are given in Table 2.4.

The 23 cases of gravitational loading as a causal mechanism are spread across eight volcanoes (Soufrière Hills, Mt. Unzen, Mt. St. Helens, Merapi, Redoubt, Chaitén, Santiaguito, and Volcán de Colima) so we can be confident that these results are not skewed by the prevalence of Soufrière Hills and Redoubt data within the database. However, the data for both switch in extrusion direction and topographic collapse come wholly from Soufrière Hills. This is due to the quality and frequency of observations during this eruption, particularly when considering that the definitive parameters can be hard to detect in real time (especially those that can be more subtle such as switch in extrusion direction). Although not considered here due to availability of volume data, these collapse mechanisms have been observed elsewhere, for example extrusion direction at Mt. St. Helens (Vallance et al., 2008) and topography-controlled collapse at Volcán de Colima (Hutchison et al., 2013). Therefore we suggest this result is still globally applicable.

This analysis does not consider instances when the mechanism has been observed but has not been followed by collapse, and therefore these statistics are relevant only given that a collapse has taken place. This, though, allows us to predict that if gravitational loading and change in extrusion direction were to cause collapses, an event triggered by loading is likely to be larger. From the group average ($n=293$, $\Delta V/V=0.37$), there is some suggestion that the subset for which causal mechanism is known is slightly biased towards higher values of relative collapse volume ratio. This could be a reporting bias as causal mechanisms are more commonly observed/reported for collapses that remove a more noticeable portion of the dome.
This analysis does not consider collapses with an interpreted causal mechanism but where volume information has not been reported \((n=77)\). Of these 131 (54 with volume data, 77 without) events with listed causal mechanisms, 43\% \((n=56)\) are gravitational, 11\% \((n=14)\) are rainfall related, 20\% \((n=26)\) attributed to gas overpressures or explosive behaviour, 4\% \((n=5)\) to a switch in extrusion direction, 12\% \((n=16)\) to topography, and 11\% \((n=14)\) to various other causes (e.g. weathering, earthquakes or collapse of a crater wall). This suggests that rainfall is particularly under-represented in the dataset with available volume data \((n=1\) with volume data, \(n=14\) in whole database).

### 2.5 Discussion and implications

#### 2.5.1 Database uncertainties and reporting bias

We find that relative collapse volume ratio shows a statistically significant dependence on both the reported causal mechanisms, and dome growth styles. These parameters are not always routinely recorded and depend largely on independent observatory culture and also the observation opportunity during an eruption. We suggest therefore that for this type of study looking at forecasting dome collapse, the most important observations to be recorded during dome-forming eruptions that would aid further global statistical analysis are: (a) original dome volume; (b) collapse volume (calculated from the missing dome volume where possible); (c) dome growth style; and (d) cause of collapse.

An ideal analysis would be one where these mechanisms are recorded both when they exist as precursors to collapse and when they exist during base-line activity of volcanic unrest at dome-forming volcanoes. This would allow a more probabilistic analysis of conditions leading to dome collapse, and will be enabled by increases in the frequency of satellite measurements of deformation, topography, and dome surface changes (e.g. Wang et al., 2015; Arnold et al., 2016; Ebmeier et al., 2018; Walter et al., 2019) as well as technical advances in field methods such as Structure from Motion and terrestrial laser scanning (James and Varley, 2012; de Zeeuw-van Dalfsen et al., 2017; Thiele et al., 2017).

The largest data uncertainties in GLADIS arise from original dome volume estimates at Redoubt. Following the destruction of the February 1990 dome, 11 domes were emplaced and destroyed, all of which have individual volume estimates of \(1-5 \times 10^6 \text{ m}^3\) (Miller, 1994). For all analyses so far in this study, we follow the example of Miller (1994) and take an arbitrary average of \(3 \times 10^6 \text{ m}^3\),
but this inevitably introduces an uncertainty to collapse volume calculations at Redoubt, and therefore our ANOVA tests throughout.

To test the effect of this uncertainty on our results, we retest independence of collapse volume and causal mechanism/dome growth style (Table 2.5) using the range of original dome volumes, and present this alongside the original analysis using a dome volume of $3 \times 10^6$ m$^3$. The reality is likely that some domes at Redoubt were nearer to $1 \times 10^6$ m$^3$, and some nearer to $5 \times 10^6$ m$^3$ in original volume. We assume each extreme and run ANOVA with all 11 original volumes at $1 \times 10^6$ m$^3$ and then all 11 original dome volumes at $5 \times 10^6$ m$^3$.

<table>
<thead>
<tr>
<th>Redoubt original volume</th>
<th>Causal mechanism</th>
<th>Dome growth style</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$-value</td>
<td>$p$-value</td>
</tr>
<tr>
<td>$1 \times 10^6$ m$^3$</td>
<td>6.1</td>
<td>$2 \times 10^{-4}$</td>
</tr>
<tr>
<td>$3 \times 10^6$ m$^3$</td>
<td>5.6</td>
<td>$4 \times 10^{-4}$</td>
</tr>
<tr>
<td>$5 \times 10^6$ m$^3$</td>
<td>8.2</td>
<td>$1 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 2.5: $F$-value from ANOVA test, and $p$-value showing significance. Calculated from running ANOVA on causal mechanism and relative collapse volume ratio ($\Delta V/V$), and dome growth style and relative collapse volume ratio ($\Delta V/V$). In each instance, 11 original Redoubt volumes (from 21/2/1990 until 21/4/1990) have been changed to reflect the uncertainty in the original data recording.

We retest the null hypothesis that causal mechanism and relative collapse volume ratio are independent, using a range of original dome volumes at Redoubt (and maintaining the condition that any event with a $\Delta V/V > 1$ is given a $\Delta V/V$ of 1). All $F$-values exceed $F_{crit}$ of 2.4 (Table 2.5), showing statistical dependence. We also retest the null hypothesis that dome growth style and relative collapse volume ratio are independent, finding again that all $F$-values exceed the $F_{crit}$ of 3.1 (Table 2.5). It therefore seems that our result that relative collapse volume ratio is dependent on both causal mechanism and dome growth style is valid despite the uncertainty associated with the Redoubt data.

### 2.5.2 Implications for understanding lava dome collapse

Using ANOVA has allowed us to propose null hypotheses and reject or accept these based on data currently in GLADIS. We discuss how these results alongside examples of collapse events from GLADIS may influence our understanding of dome collapse processes.
It could be expected that high extrusion rates lead to higher collapse magnitudes (Husain et al., 2014; Zorn et al., 2018). We find that there is no apparent link between extrusion rate and collapse volumes (both absolute and relative). Of the highest recorded extrusion rates in GLADIS, we find a range in collapse magnitudes. For example, an extrusion rate of 25 m$^3$/s preceded a 100% collapse at Merapi on 5 November 2010 (Pallister et al., 2013b), and a rate of 25.5 m$^3$/s preceded an 80% collapse at Redoubt on 2 January 1990 (Brantley, 1990). However, we also find that a 10% collapse at Chaitén on 19 February 2009 was preceded by a 45 m$^3$/s extrusion rate (Pallister et al., 2013a). Both the Merapi and Redoubt events with relative collapse volume ratios >80% have attributed collapse mechanisms of gas pressurisation, whereas the smaller relative events at Chaitén and Soufrière Hills volcano are attributed to gravitational loading. We infer from this that collapse mechanism has a more significant effect on the resultant collapse than extrusion rate. Therefore qualitative observations designed to indicate the processes behind the collapse mechanisms listed in this study are extremely important, e.g. observed inflation of the dome suggests presence of gas pressure, or qualitative description of added material to the dome surface in one preferred extrusion direction.

We do however note that our analysis of this correlation is affected by the variations in time period over which the extrusion rate is recorded (ranging from daily estimates from the day of collapse, to rates averaged over the whole eruptive period), and so a higher time resolution would aid this. We speculate that extrusion rate may be linked to triggering collapse in a way that is not currently determinable using this dataset. For example, a faster magma ascent rate limits the timescale over which magma outgassing occurs (Zorn et al., 2018), which can contribute to gas pressurisation of the dome (Sparks, 1997). Therefore whilst extrusion rate can be linked to explosivity or conceptually to the other collapse mechanisms discussed in this study, we identify no explicit causal link between extrusion rate and collapse magnitude. We suggest instead that the effect of extrusion rate on overall dome stability depends on dome conditions prior to collapse, and the time period over which a high extrusion rate occurs.

In this study we also found that dome growth style (e.g. exogenous, endogenous, combination) influences relative collapse volume ratio but not absolute collapse volume. We suggest this may be due to limited mass wastage at a dome which is emplaced endogenously. For example, the seismological record from the endogenously emplaced 1989-1990 dome at Redoubt shows very few minor rockfalls (Cornelius and Voight, 1994), whereas the exogenous domes at
Mt. Unzen and Soufrière Hills experienced a large number of minor rockfalls and pyroclastic flows due to crumbling of the dome carapace and shedding of material during growth (Sato et al., 1992; Calder et al., 2002).

Although this proposed mechanism of limited mass wastage during endogenous growth could explain why endogenous domes are more prone to larger relative collapses, we suggest that this dataset is biased by the endogenous domes at Redoubt. The exogenous domes in GLADIS have a huge range in relative collapse volumes, for example 0.6% at Soufrière Hills volcano (5 June 1997) (Sparks et al., 1998; Calder et al., 1999) and 96% at Merapi (11 November 1994) (Voight et al., 2000a,b). The same applies to absolute collapse volumes where we have a range of $10^4 \text{ m}^3$ at Unzen (25 February 1992) (Ui et al., 1999) to $164 \times 10^6 \text{ m}^3$ at Soufrière Hills volcano (12 July 2003) (Herd et al., 2005). Therefore to accept the statistical dependence of relative collapse magnitude on growth style, and the independence of absolute collapse volume from growth style, we suggest more data would be required to remove the Redoubt bias. This analysis particularly benefits from using relative collapse volume ratio. This reinforces the importance of original dome volume measurements in global dome stability analyses, particularly those with high temporal resolution.

We also show that original dome size cannot be used as a predictor of the cause of collapse. For example, two domes emplaced during the 1989-1990 eruption at Redoubt were both clearly linked to explosive collapse (Miller, 1994), but the 2 January 1990 collapse was of a $25 \times 10^6 \text{ m}^3$ dome, whereas the 21 April 1990 collapse was of a dome with a volume of $1-5 \times 10^6 \text{ m}^3$. Miller (1994) suggest that explosive collapse was caused due to circulation of water caused by the ice-filled summit crater at Redoubt. We observe therefore that the explosive fragmentation caused by groundwater vaporisation is scale-insensitive, and suggest that this conclusion of scale independence holds true for the other collapse mechanisms listed.

In this study we demonstrate that collapse mechanism has a significant impact on both absolute and relative collapse volumes. We show that the largest difference in collapse magnitude lies between collapses attributed to gravitational loading and those controlled by topography. For example, collapses at Soufrière Hills volcano on 2 and 3 September 1996 had absolute volumes of $1.5 \times 10^6 \text{ m}^3$ and $3.0 \times 10^6 \text{ m}^3$ (Calder et al., 2002), and relative collapse volume ratios of 5.6% and 8.5% respectively. Both occurred due to overspilling after new lobes had filled up previous collapse scars (Calder et al., 2002). At Redoubt however, a series of gravitational failures (Miller, 1994; Bull and Buurman, 2013) all exceeded 66%
in relative volume.

The processes of collapse due to gravitational loading and topographical constraint were modelled by Harnett et al. (2018), where it was shown that larger relative volumes during gravitational collapse arose from development of a failure plane much deeper within the dome, whereas topography-controlled collapses involved only surface material and development of small-scale rockfalls, agreeing with the statistical analysis presented here. Resultant relative collapse volume ratios were also shown to be significantly different between collapses caused by gas pressurisation and those caused by a switch in extrusion direction. Similar physical processes are found to be the cause of this difference by Harnett et al. (2018), where a preferred extrusion direction results in much more superficial failures than gas pressurisation, and therefore this leads to a much smaller relative volume loss.

2.6 Conclusions

By statistically analysing a global and historical database of individual dome collapse events, we are able to examine relationships between collapse magnitude (both absolute and relative) and extrusion rate, dome growth style, and collapse mechanism.

We find that:

1. Short term extrusion rate does not affect relative collapse volume ratio ($\Delta V/V$) or absolute collapse volume ($\Delta V$).

2. Dome growth style impacts relative collapse volume ratio, but does not influence absolute collapse volume. We see that endogenous dome growth is most likely to precede larger relative collapse volume ratios (average $\Delta V/V=0.76$), and exogenous dome growth is most likely to precede smaller relative collapse volumes (average $\Delta V/V=0.24$).

3. Dome volume at the time of collapse does not influence the mechanism of collapse.

4. The mechanism attributed to collapse significantly affects both relative collapse volume ratio ($\Delta V/V$) and absolute collapse volume ($\Delta V$). The most significant statistical difference shows particularly that collapses attributed to gravitational loading (average $\Delta V/V=0.50$) or gas
2.6 Conclusions

Pressurisation (average $\Delta V/V = 0.68$) involve larger dome proportions and topography-controlled collapses (average $\Delta V/V = 0.08$) or those caused by a switch in extrusion direction (average $\Delta V/V = 0.05$) involve smaller dome proportions.

In this study we identify five key causal mechanisms for collapse: increased gravitational loading associated with dome growth; intense rainfall; increased gas overpressure leading to explosive activity; thrust forces associated with lava lobe extrusion and changing extrusion direction; and the relative size of the dome compared to the crater in which it sits (or the underlying slope). The strongest statistical link found through the analysis in this study exists between collapse size (both relative and absolute) and causal mechanism. We suggest therefore that these mechanisms should be the focus of future lava dome modelling efforts.

Although the GLADIS database is not exhaustive in its data collation, it allows us to examine historical and global trends in dome collapse and determine the parameters needed to inform short-term forecasting and hazard assessment at dome-forming volcanoes. Observatories play a key role in monitoring dome-building eruptions and feeding that information into the published literature which has been compiled in GLADIS. By adding more detailed recordings of real time volume estimates of the dome and collapse volumes to GLADIS, an even more detailed picture of dynamic dome processes will emerge.
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Abstract

Lava dome collapses can lead to explosive activity and pyroclastic flow generation, which makes them one of the most deadly consequences of volcanic activity. The mechanisms linked to a collapse are however still poorly understood and very few numerical models exist that investigate the actual collapse of a lava dome after emplacement. We use a discrete element method implemented in the modelling software Particle Flow Code to investigate lava dome growth, but also go further to test the stability of the dome under the following conditions: increased internal pressure; switch in extrusion direction caused by partial cooling of the dome; and extrusion of lava on to variable underlying topography. We initially show the morphology development of a growing lava dome, and how the rheological boundary between core and talus evolves throughout the lifetime of a dome and with varied solidus pressures. Through visualisation of strain accumulation within the lava dome we show superficial rockfall development due to interaction with topography, whereas large deep-seated failures occur when the dome is exposed to internal overpressures. We show that a switch in extrusion direction promotes a transition from endogenous to exogenous dome growth and leads to lava lobe formation. We demonstrate that lava dome collapse exhibits many features similar to common landslides and by investigating strain patterns within the dome, we can use numerical modelling to understand features that elude field observations.

3.1 Introduction

Lava domes form when magma extrudes from a vent and piles up due to its high viscosity. Once unstable, collapse of a lava dome can generate rockfalls, debris avalanches, and pyroclastic flows. Despite this significant hazard, relationships between active dome extrusion and collapse processes are still not entirely understood (Voight, 2000; Calder et al., 2002).

The stability of a lava dome is affected by multiple factors including but not limited to: gravitational collapse due to over-steepening (Swanson et al., 1987); internal gas overpressures (Sparks, 1997; Voight and Elsworth, 2000; Elsworth and Voight, 2001); interaction with intense rainfall (Matthews et al., 2002; Carn et al., 2004; Elsworth et al., 2004; Taron et al., 2007); a switch in extrusion direction (Loughlin et al., 2010); topography underlying the dome (for example, a dome
3.2 Methodology

3.2.1 Discrete Element Method

We use Particle Flow Code (PFC), a commercial software developed by Itasca Consulting Group (2017), to undertake a two-dimensional analysis of dome
growth and collapse. PFC uses the discrete element method (Cundall and Strack, 1979) to simulate an assembly of individual particles that behave as rigid bodies carrying a force and moment that are updated per particle per model time step. The particles interact via contact bonds, defined by individual contact models, which act as point (parallel bonds) or beam (flat-joint bonds) style connections between particles (Fig. 3.1). Bond behaviour is primarily governed by the normal stiffness ($k_n$, incompressibility) and shear stiffness ($k_s$) associated with the contact interface, although the bonds also have attributed values for cohesion, tensile strength, and friction. Bond breakage occurs if the tensile or shear strength of the contact is exceeded, which is used to represent damage in the model material. The model calculates an explicit solution to Newton’s laws of motion (Potyondy, 2016), thus limiting the need to dictate additional particle behaviours. Each particle in this case is not intended to represent an individual crystal or a block of rock, but rather a discrete element for the purpose of computation.

![Diagram](image)

**Figure 3.1:** (a) parallel-bond geometry in PFC; (b) flat-joint bond in PFC, showing skirted particle geometry.

DEM is commonly used to study soil and rock mechanics (Wang and Tonon, 2009; Zhang et al., 2011) and civil engineering scenarios (Wang et al., 2003; Jenck et al., 2009), and more recently the field of volcanology, to study volcanic processes such as gravitational spreading (Morgan and McGovern, 2005a,b), caldera collapse (Holohan et al., 2011, 2015; Gudmundsson et al., 2016) and lava dome growth (Husain et al., 2014). This study differs to previous DEM models of lava dome emplacement (Husain et al., 2014) in that we incorporate new bonding methods in PFC to better represent dome rock properties and explicitly test conditions associated with dome collapse.

### 3.2.2 Model description

We model a simplified internal dome structure comprising two main units: (1) a frictionless, ductile core and (2) an outer friction-controlled talus region. We use
the term talus to refer to any dome material that is behaving as rock and do not
distinguish between talus slopes that have become detached from the dome and
the solid, more intact crust of the dome. It is likely there is a transition zone
between the core and talus regions, often termed the carapace (e.g. Wadge et al.,
2009). However, for simplicity this is not included here as a separate region. This
assumption is based on studies suggesting an abrupt rheological change when melt
develops a critical crystal content, thus exhibiting material strength that can be
characterised as a solid (Cordonnier et al., 2012).

A thermal imaging study by Hutchison et al. (2013) showed the outer crust of
the dome appears to behave dynamically during dome growth, rather than acting
as a stiff, rigid layer. DEM allows the talus to deform independently without
imposing a rigid boundary upon the model region, suggesting this method is
appropriate for modelling the evolution of both the fluid and solid portions of
lava domes.

We do not implement an explicit mechanism for magma reaching the surface,
and instead the dome grows through a constant supply of magma into the
interior. After initial extrusion conditions are applied the dome is free to grow
naturally and this can lead to exogenous spine generation. As with previous dome
emplacement simulations (e.g. Hale, 2008), we note that our model is best applied
to the analysis of large, whole-dome processes; hence, localised flow processes are
not fully considered.

The model is initialised by generating a batch of magma in the conduit which
is followed by a constant supply of fresh magma. At model initialization, particles
are packed within the conduit to ensure that contacts exist at all particle-particle
interfaces. Packing is random to avoid hexagonal particle packing (Potyondy,
2016), as this can lead to unreliable model behaviour. This packing introduces
a randomness to the dome geometry in each model run and leads to dome
asymmetry. After magma exits the conduit, its behaviour is governed by: (a)
the driving force due to velocity of conduit material; (b) the downward force of
gravity; and (c) the force and moment transfer from particle-particle interactions.
The magma is driven by an upwards velocity of 2 m/s; this is kept constant in
all models as we do not focus on the effect of extrusion rate on dome growth.
Mapping this 2D ascent velocity to a 3D extrusion rate would give faster extrusion
rates than those used in other discrete element models (Husain et al., 2014,
2018). However, to reduce computation times we simulate a fast end member
of extrusion. We note that our simulations run close to real time and therefore
a modelled dome would take months to extrude at low ascent velocities, thus
we accelerate the extrusion process and do not explicitly compare modelled timescales to real world observations.

Identifying the transition of ductile core material to talus is crucial in a lava dome emplacement model, as relative core/talus volumes influence dome morphology and therefore stability (Hale et al., 2009a). The solidification of magma is primarily controlled by two mechanisms: the cooling of the lava surface that leads to a solid crust and rheological stiffening, and volatile exsolution caused by decompression which increases the liquidus temperature and therefore promotes crystallisation. Lava domes most commonly form in andesitic-dacitic lavas (Ogburn et al., 2015), where solidification of lava is dominated by degassing-induced crystallisation (Sparks et al., 2000). Cooling can therefore be considered negligible in the solidification process; we follow the example of previous dome emplacement models (Simmons et al., 2005; Hale, 2008; Husain et al., 2014) and employ the solidus pressure to mark the transition of magma from a liquid to a crystallised solid state:

\[
T_{\text{liq,sol}} = a_T + b_T \ln p + c_T \ln p^2 + d_T \ln p^3, \tag{3.1}
\]

where \( T \) gives the liquidus and solidus temperatures, \( a_T, b_T, c_T \) and \( d_T \) are constants (Couch et al., 2003; Melnik and Sparks, 2005), and \( p \) is pressure. Melnik and Sparks (2005) use the initial melt composition at SHV (Couch et al., 2003) to experimentally establish the solidus and liquidus temperatures; the best fit to this experimental data derives the constants \( a_T, b_T, c_T \) and \( d_T \).

Studies on lava from SHV, a volcano with numerous cycles of dome growth and collapse (Wadge et al., 2010), suggest variable properties (e.g. Matthews and Barclay, 2004; Voight et al., 2006) with temperatures ranging from 830°C to 940°C. The method from Moore et al. (1998) establishes that the water content is negligible for the given temperature range and composition. In our model we assume that the melt experiences perfect volatile loss at the conduit exit and is dry at the time of emplacement, consistent with low (<0.12%) water contents measured in groundmass from the 1995-1996 Soufrière Hills dome (Villemant et al., 2008). The solidus pressure is therefore between 0.1 MPa and 5 MPa, dependent on temperature (Hale, 2008). In a dynamically evolving dome system, it is likely that the solidus pressure evolves too. For model simplicity, we use a fixed value (0.4 MPa) in the starting condition for all collapse models, but we also include a sensitivity analysis of the solidus pressure on core/talus proportions within the dome (Section 3.3.1).
§3.2 Methodology

The so-called “level set method” (Osher and Sethian, 1988) is a numerical method previously incorporated into finite element models to track the interface between interior core and outer talus regions (Hale and Wadge, 2005; Hale et al., 2007; Hale and Wadge, 2008). The evolution of this interface, where important rheological changes occur, is critical to dome stability. Hale et al. (2007) presented the benefits of using the level set method in finite element modelling of lava domes, as it allows both the core/talus interface and the flow front to be tracked without re-meshing and therefore reduces computational expense. However when Husain et al. (2014) applied this method to DEM models, it resulted in an unlikely morphology of the core/talus boundary. Therefore, instead of using the level set method we simply calculate the maximum principal stress ($\sigma_1$; Jaeger et al., 2009) on each individual particle and adapt the particle properties according to when each individual particle reaches the solidus pressure.

$$\sigma_1 = \frac{1}{2}(\sigma_{xx} + \sigma_{yy}) + \left[\sigma_{xy}^2 + \frac{1}{4}(\sigma_{xx} - \sigma_{yy})^2\right]^{\frac{1}{4}}$$  \hspace{1cm} (3.2)

It is important to note that this transition in properties is unidirectional, so although solidification is considered in the model, re-melting cannot occur. Determining the equivalent particle properties of the ductile core material is challenging as a calibration procedure cannot be performed. We therefore use the micro-properties obtained by Husain et al. (2014) through sensitivity analyses. The study focussed particularly on determining the effect of cohesion and bond
stiffness on material behaviour. We correlate the parallel bond stiffness of the core material to magma viscosity by

$$\eta = k_s \Delta t y,$$

(3.3)

where $\eta$ is viscosity, $k_s$ is the shear stiffness of the bond, $t$ is the model time step, and $y$ is the unit length of the material (i.e. particle size). Variation in magma viscosity at SHV can span up to eight orders of magnitude (Voight et al., 1999; Melnik and Sparks, 2002; Couch et al., 2003); to simplify our model we assume a constant viscosity. Following the parametric study by Husain et al. (2014), we use a shear stiffness of $10^8$ Pa in all models; this equates to an effective model viscosity of $10^4$ Pa s. We do not vary the micro-properties of the magma material (for a complete list of model parameters, see Appendix B.1).

For the ductile portion of the model we use a parallel-bonded contact model, as the point-style contact does not inhibit rotational resistance and therefore provides the behaviour of a fluid. When an individual particle reaches the solidus pressure, the bond type is updated to a flat-joint bond (Potyondy, 2012), where a beam-style contact changes the geometry of the interface so that the particles become skirted in shape (Fig. 3.1). Recent numerical studies have shown that by incorporating this type of particle bond, the material acts more like a solid rock than the more conventional contact models in earlier versions of PFC. This is due to the increased interlocking and maintenance of rotational resistance, even after a contact is broken (Wu and Xu, 2016). Using the flat-jointed contact model overcomes many problems seen in earlier PFC studies (Cho et al., 2007; Holohan et al., 2011) and ensures the material is acting like a solid rock in both compression and tension.

We can use analogue models to evaluate the strain field and therefore the likely flow structures within a dome. Buisson and Merle (2002) show that flow in the central region of the dome above the conduit is dominated by material ascent due to the driving force of injected magma. Flow in the lateral portions of the dome is primarily horizontal or downward and governed only by gravity. By tracing particle velocities in PFC, we show that our model replicates this well (Fig. 3.3). We also compare this flow structure to dome growth identified by Walter et al. (2013) using pixel offsets, where growth directly above the conduit is dominated by upward and vertical movement of magma, and flow in the lateral portions of the dome is primarily away from the conduit and gravity-controlled.
3.2 Methodology

3.2.3 Strain modelling

Due to the heterogeneity of displacements in a particle-based model, it can be challenging to establish a link between individual particle displacements and macro-level strain. To bridge this gap, we perform inverse strain modelling (i.e. fitting a strain model to displacement data) in order to visualise localized strain (Morgan and McGovern, 2005a; Holohan et al., 2011). This method (Schöpfer et al., 2006) assumes a continuum and the nearest neighbours of each particle are identified and their positions tracked across a given time step. The average displacements are used to calculate a displacement gradient tensor, which can be used to determine the Cauchy-Green deformation tensor. We use the deformation gradient tensor to compute maximum shear strain using

$$\gamma_{\text{max}} = \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{2(\lambda_{\text{max}} \times \lambda_{\text{min}})^{1/2}},$$

(3.4)

where $\gamma_{\text{max}}$ is the maximum shear strength, and $\lambda$ represents the maximum and minimum eigenvalues of the deformation gradient tensor (Cardozo and Allmendinger, 2009). We note that we do not consider particle rotation, instead calculating strain based on absolute displacement of each particle centroid. In many cases particles in the models have particularly large strains, for example when a particle rolls down the side of the edifice, simulating a small scale rock fall. These large strains hide smaller strains occurring within the dome, so we plot a strain cut-off criterion in each of our model figures. Shear strains are then normalised to emphasise the relative shear strain in each model. This allows
distinction of where material moves along a boundary (e.g. a fault or a shear plane) from material moving as a block, and is particularly relevant in the case of collapse models as calculating finite strain can allow identification of developing failure planes.

### 3.3 Model results

In this section, we first focus on the emplacement of a lava dome, followed by sensitivity analyses of dome morphology to both solidus pressure and conduit width. We create a dome emplacement model and use this as a starting condition, enabling application of external factors observed to trigger pyroclastic flow generation or dome collapse. In this initial study, we do not model rainfall-induced collapse due to varied hypotheses for how addition of rainfall to the volcanic system leads to collapse (Matthews and Barclay, 2004). We therefore focus on simulating the following three common triggering mechanisms: pressurisation of the dome, a switch in extrusion direction, and topography-controlled collapses.

#### 3.3.1 Dome emplacement

![Figure 3.4: Snapshots of growth at (a) 5% of final growth, (b) 15% of final growth and (c) 100% of final growth; red particles show liquid, parallel-bonded core and grey particles shows solid, flat-jointed talus. Solidus pressure = 0.4 MPa. For a comparison of modelled emplacement and theoretical emplacement, see Appendix B.1, and for further information on dynamic growth, see Appendix B.3.](image)

Running a simple dome emplacement model shows a morphology with steep sides and a flatter area towards the apex of the dome (Fig. 3.4). At the beginning of dome growth (Fig. 3.4a), only solid material is extruded as there is no overburden pressure to maintain fluid core material within the dome. Over time, a fluid core is encapsulated by a solid outer talus region (Fig. 3.4b). At the base of the dome there are regions where core material overrides solid talus
material (Fig. 3.4c). Although not investigated further here, presence of a talus substrate beneath the core may have significant impacts on overall dome stability. An area of the dome where core material spreads over underlying talus material can be unstable and cause more explosive activity during retrogressive collapse (Herd et al., 2005; Hale et al., 2009b).

The solidus pressure influences talus thickness, as higher pressures result in a smaller core volume fraction. While our primary models use a solidus pressure of 0.4 MPa, we also show emplaced domes with solidus pressures of 0.2 MPa and 0.8 MPa to demonstrate the effect of solidus pressure on dome morphology (Fig. 3.5), and the potential effects of this are discussed further in Section 3.4.4. We also observe that higher relative talus volume (Table 3.1) results in steeper dome morphology (Fig. 3.5).

![Figure 3.5: PFC dome model emplaced with solidus pressures of (a) 0.2 MPa and (b) 0.8 MPa. Growth state corresponds to 100% of growth in Fig 3.4c. Red particles show liquid, parallel-bonded core and grey particles show solid, flat-jointed talus.](image)

### 3.3.2 Sensitivity of dome morphology to conduit diameter

Lava domes vary in morphology due to rheological and mechanical properties (e.g. Blake, 1990; Watts et al., 2002; Calder et al., 2015). Blake (1990) documented variations in observed dome heights from 8 m to 243 m, and radius variations of 20 m to 1093 m. The models in this paper are extruded from a conduit with...
Table 3.1: Relative core/volume fraction, expressed as a percentage of total extruded material, for solidus pressures of 0.2 MPa, 0.4 MPa and 0.8 MPa. Model parameters for these simulations listed in Appendix B.1.

<table>
<thead>
<tr>
<th>Solidus</th>
<th>Core (%)</th>
<th>Talus (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 MPa</td>
<td>79.0</td>
<td>22.0</td>
</tr>
<tr>
<td>0.4 MPa</td>
<td>37.3</td>
<td>62.7</td>
</tr>
<tr>
<td>0.8 MPa</td>
<td>34.8</td>
<td>65.2</td>
</tr>
</tbody>
</table>

diameter of 20 m, and domes reached a height of 70 m and width of 210 m, where the dome height limit appears to have been reached, and any magma addition results only in lateral spreading (Appendix B.3). Considering the same rheology, solidus pressure of 0.4 MPa, extrusion rate, and material properties (Fig. 3.6), we use a larger conduit of 50 m to test whether the dome geometry is independent of magma input. The 50 m conduit results in a dome that is 110 m tall, and 340 m wide; this is again approximately a 1:3 height to width ratio. Hence we determine that lava dome morphology is insensitive to conduit diameter, and therefore the models with a conduit diameter of 20 m are indicative of process and morphology at varying scales.

Figure 3.6: PFC dome model with a 50 m conduit, and solidus pressure of 0.4 MPa, where red represents core material and grey represents talus material.

There are similar dome morphologies found between the models with varying conduit diameters. There is also a similar geometry to the core/talus interface, particularly at the base of the dome where both models show core material underlain by talus material. The main difference between the results is the relative proportion of core to talus. In the model with a 20 m conduit, we see 43% talus and 57% core, whereas in the model with a 50 m conduit, we see 23% talus and
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77% core material. This can be explained by a low solidus pressure (0.4 MPa) resulting in only a thin shell required to encase the ductile material in the interior of the dome.

Core volume fraction was also estimated by Hale et al. (2009a,b) using finite element models, with values of core volume ranging from 26% to 66%. Estimates were made from ground-based radar measurements at SHV (Wadge et al., 2008) and showed that a surprisingly low proportion (~39%) of the extruded lava remained in the core. We suggest that our relative overestimates of core proportion arise from simulating one continuous extrusion period, rather than a more realistic periodic extrusion. The pauses during periodic extrusion allow further solidification to occur, therefore increasing talus volume. Estimates of talus thickness are difficult to obtain during active dome extrusion. Dzurisin et al. (1990) used magnetization to estimate the outer layer thickness of the Mount St. Helens dome as 10-30 m thick. In the 20 m conduit model, we find a talus thickness of 13-23 m (considering only where talus overlies core, and not the distal talus aprons), and for the 50 m conduit model, talus thickness range from 15-20 m. This suggests we have good estimates of talus encasing the core, but could be underestimating talus apron volume.

Despite differences in relative core/talus volumes, the overall shape of the rheological boundary is very similar to that suggested in conceptual models (Hutchison et al., 2013) and existing finite element method models (Hale et al., 2009a,b). This shows that the models are a reasonable approximation, and we use the emplacement models as a starting condition from which to test collapse mechanisms.

3.3.3 Gravity and renewed pressurisation of the dome

Dome collapses are frequently followed by explosive eruptions, suggesting that internal pressurisation is likely to play a role in triggering instabilities in lava domes. This was observed particularly at SHV following collapses in September 1996 and August and September 1997 (Cole et al., 1998; Voight and Elsworth, 2000). Pyroclastic flow generation has been observed in conjunction with gas pressurisation at Mt. Unzen (Sato et al., 1992). Tilt deformation prior to dome collapse events also suggests shallow pressurisation and links timing of collapse to maximum pressurisation (Elsworth and Voight, 2001).

Voight and Elsworth (2000) modelled a hemispherical dome above a pressurised conduit and calculated gas pressure diffusion across the dome. They
define an isolated block using an inclined arbitrary basal sliding plane, upon which the uplift pressures act. This allows calculation of the factor of safety (a measure of stability defined as the ratio of resisting to disturbing forces) for the isolated and potentially unstable block. The model shows a dome can remain stable in the early stages of pressurisation and not fail until subsequent pulses of pressure are applied to the dome. The authors explain this by suggesting the pressure the critical failure surface must exceed a given threshold, and this may require several oscillations. Previous studies (Robertson et al., 1998; Voight et al., 1998) find gas pressurisation magnitudes of 10 MPa, and Voight and Elsworth (2000) find decompression of a dome core by 2-5 MPa can lead to explosive activity.

Figure 3.7: PFC dome model following the application of an upward force of (a) 0 MPa pressure, (b) 1 MPa, (c) 2 MPa, (d) 5 MPa. Plotted using normalised finite shear strain, where the red dotted line represents the rheological interface between core and talus material. Solidus pressure = 0.4 MPa.
We aim to exploit the advantages of a DEM model by establishing whether it is possible to create a failure surface, rather than examining the effect of pressure on a geometrically simplified pre-existing weakness. After stopping extrusion, we apply an upward force to all material within a hemispherical region above the conduit (where the diameter of this region is equivalent to conduit width), to act as a renewed pressurisation of the system. We add the force in this region due to observations which suggest that processes controlling the dome pressurisation are shallow-level, either deep within the dome interior or in the shallow conduit (Sparks, 1997). We also show a model with no applied force (Fig. 3.7a) to isolate the effect of gravity during this process, followed by the application of forces corresponding to pressures of 1 MPa, 2 MPa, and 5 MPa (Figs. 3.7b-d).

Following pressurisation, strain localises around the pre-existing weakness of the rheological boundary. In all cases, small-scale rockfalls occur on the flanks of the dome, caused by over-steepening giving a high slope angle. Strain accumulates much deeper in the dome in all cases, highlighting the development of deep-seated listric shear failure surfaces. The models subjected to both no and low (1 MPa) pressurisation effects show strain accumulation primarily localised at the corners of the core-talus interface, and in isolated regions along the rheological boundary. Domes subjected to higher pressurisation effects (2 MPa, 5 MPa) have more focussed bands of high strain, but these remain located along the boundary.

3.3.4 Sensitivity of pressurisation models to conduit diameter

The dome emplaced with a 50 m conduit diameter is shown in Fig. 3.8, after application of an equivalent 5 MPa pressure. This shows the same scenario as in Fig. 3.7d, and displays very similar strain accumulation to the model with a 20 m conduit. Although the explicit values of strain are lower in the larger dome (\(~50\%\) of those in the smaller dome), we still see that strain accumulates along the core/talus boundary, and then within the core of the dome. In the larger dome model, there is also evidence of strain accumulation oblique to the listric shear plane, which has been observed in previous DEM models of rock slope instability (Wang et al., 2003).
3.3.5 Switch in extrusion direction

A switch in extrusion direction, or a focussed extrusion direction, has been documented as a precursor to collapse (Ryan et al., 2010; Stinton et al., 2014; Wadge et al., 2014), particularly at SHV due to the high quality of observations. There is no consensus on a proposed mechanism however, and switching extrusion direction has not previously been incorporated into numerical or analogue models. A focussed extrusion direction was observed during the growth of the 2004-2006 lava dome complex at Mount St. Helens (Vallance et al., 2008). Due to cooling of deformed, older 2004-2005 dome rock, later spines experienced thrusting growth and were emplaced on top of the earlier spines. The morphology of the older spines and the decoupling of later spines led to extrusion of the younger spines oblique to horizontal, at angles of up to 54°.

We implement a change in extrusion direction in the model by pausing active emplacement and freezing part of the dome. Displacements in the frozen part of the dome are set to zero to simulate material that has solidified. Once extrusion is resumed, the new material is forced to extrude in a particular direction as it is prevented from spreading naturally by the frozen dome portion.

The results (Fig. 3.9) show firstly that there is a large amount of shear strain localised above the conduit exit. Some of this shear strain accumulates due to fresh material moving alongside the frozen, older dome material. There is however significant strain accumulation in the form of shear bands on both sides of the conduit exit, a feature previously modelled by (Hale and Wadge, 2008). Strain is also localised along the lower rheological interface (Fig. 3.9c) between the core
Figure 3.9: PFC dome model where the material to the right of the conduit is frozen and extrusion direction is forced to the left of the conduit, plotted using normalised finite shear strain, where the red dotted line represents the rheological interface between core and talus material. Insets (a) to (d) represent snapshots of increasing model run time. Solidus pressure = 0.4 MPa.

and the talus on the non-frozen side of the dome. Strain accumulates towards the top of the dome sub-parallel to the rheological boundary (Fig. 3.9d), suggesting the formation of a lava lobe that is being pushed out by the incoming material; similar processes were observed in the DEM studies of Husain et al. (2018). This is significant in understanding future dome growth and morphology as we observe simulated cooling of one part of the dome to lead to lava lobe formation. The development of a deep, sub-horizontal shear band (Fig. 3.9d) is important for dome stability as it forms a potential failure surface (discussed further in Section 3.4.2). In terms of collapse style, rockfalls are seen to develop progressively throughout time following the focussed extrusion direction, occurring primarily on the over-steepened flanks of the dome.

### 3.3.6 Topographic effects

Topographic confinement of domes has been observed to control material detachment and pyroclastic flow generation (e.g. Voight et al., 2002). Previous dome growth models inadequately incorporate non-horizontal extrusion planes in controlling dome growth and talus generation, despite field observations of topography’s influence (e.g. stiff crater walls buttressing dome emplacement;
Collapses occurring at Montserrat 1995-1997 were often due to dome material over-spilling the previous crater walls (Cole et al., 1998, 2002). We therefore create three end member topographies to test how the dome morphology changes in each case. These are: magma extruding onto a slope (Fig. 3.10a); extruding out of a conduit that is flanked by outward dipping slopes on both sides (Fig. 3.10b); and extruding into a crater (Fig. 3.10c).

The dome extruding onto a slope shows strain accumulation on the downhill flank of the dome (Fig. 3.10a). Interestingly there is little strain accumulation on the uphill portion of the dome, despite the over-steeped flank, suggesting movement as a block and absence of rockfalls. Emplacing the dome at the apex of a flanked topography (Fig. 3.10b) and into a crater (Fig. 3.10c) both show rockfall activity on both slopes. For the crater case, most strain accumulation is seen in the areas where the dome has over-topped the older crater rim (Fig. 3.10c), suggesting that an abrupt change in slope leads to the highest strains. Additionally we see development of several sub-vertical fractures in the dome core (Fig. 3.10c). The development of these large scale shear is not observed in other modelled topographies but could have implications when considering overall material strength.

Due to randomness introduced by initial material packing, our models grow asymmetrically. This is shown particularly in the crater topography model where the rheological boundary differs either side of the dome; core material is underlain by talus on one side, but is in contact with the crater on the other (Fig. 3.10c). The model presented in Fig. 3.10b also shows dome asymmetry, where the degree of over-steepening differs on each side.

### 3.4 Discussion

#### 3.4.1 Shear band development

The development of shear bands in a material indicates a concentrated region of relatively high displacement. When analysing lava dome morphology, these regions can aid identification of potential failure surfaces, where deformation accumulates to generate zones of weakness. In the model that simulates a focussed extrusion direction (Fig. 3.9), significant strain accumulation occurs around the conduit exit. In models from previous studies (Hale and Wadge, 2008), shear bands occur at the junction between the conduit and the base of the dome, as they nucleate where new lava is emplaced adjacent to older lava. Shear band
Figure 3.10: PFC dome model extruded using different surface topographies to represent (a) dome growth on a slope; (b) growth out of a vent, onto sloped sides; (c) growth in a crater, where the dome eventually over-tops crater walls. Rheological boundary between core and talus shown by red dotted line. Solidus pressure = 0.4 MPa.

generation can be a precursor to a transition from exogenous to endogenous growth (i.e. magma forces its way to the surface to create lobes/spines rather than growth caused by magma intrusion and dome expansion; Fink et al., 1990; Calder et al., 2015); this is implied further by propagation of shear bands towards the dome surface over time (Fig. 3.9d). Similar processes were seen by Buisson
and Merle (2002), where analogue modelling of dome emplacement revealed that the zone of maximum strain, velocity, and displacement is observed directly above the conduit exit. Cordonnier et al. (2009) suggest shearing at the conduit exit can lead to spine formation. The development of shear bands in our PFC model is exaggerated due to the high extrusion rate; these results should therefore be seen as qualitative of process, rather than quantitative. Nevertheless we clearly see that a change in extrusion direction leads to strain accumulation in the centre of the dome that can be interpreted as carving out a pathway for lava to reach the surface and begin exogenous dome growth. This is not observed in the dome that is allowed to spread continuously.

In several models, deep accumulation of shear strain is clearly visible within the dome, whether this is purely along the core/talus boundary (Fig. 3.9) or intersecting the core (e.g. Fig. 3.7). In either case this shear accumulation marks localisation of displacement and the development of a plane of weakness along which material can easily slide or be pushed out of the dome. These zones therefore demonstrate preferential dome cooling can cause lava lobe formation, often leading to over-steepened lava lobe flow fronts which can collapse.

### 3.4.2 Developing pressurisation models

Due to computational expense we model the pressurisation of the system separately from extrusion. The model with a purely gravitational response (i.e. no simulated pressurisation) shows that strain accumulates at the rheological boundary due to gravitational settling (Fig. 3.7a), but is intensified and focussed by the addition of gas pressure (Figs. 3.7b-d). A natural next step would be to model gas pressure and extrusion as combined processes. We speculate that there would be more outwards movement of talus slopes due to the combined effects of pressurisation and the lateral force of magma influx.

We demonstrate a simple way to add a pressure into a DEM model and complexities could be added to this in future model iterations. For example, the material in our model is allowed to deform, representing an open system that prohibits accumulation of gas pressure within the dome. An alternative scenario which could be incorporated into future models would be a dome with a “sealed cap” which cannot deform and allows a build-up of pressure. Equally it could be possible that a dome experiences reduction in pressure over time, for example due to evolution in the mechanical properties (permeability, fracturing) of the talus (Sparks, 1997). In the models presented here, the amount of shear strain
accumulation shows significant material deformation and is therefore irreversible. Our models are acting beyond the elastic regime, and potential failure planes developed would continue to exist as weaknesses in the dome following a reduction in pressure.

3.4.3 Model validation and similarity to conventional landslide studies

It is particularly challenging to validate our failure models, as dome collapse tends to culminate in explosive events. The only method to attempt to understand collapse process is examination of resultant deposits (normally block-and-ash flows). This means that despite hazards associated with lava dome collapse, we do not fully understand strain accumulation in the critical stages prior to collapse. Our models allow us to see a simplified cross-section through the dome interior and begin to reveal methods by which strain accumulates and alters the behaviour and stability state of a lava dome. We find that despite the complex conditions that exist during active lava dome growth (high temperatures, gas overpressure, seismicity), lava domes appear to behave in many ways similarly to traditional landslides events that are commonly easier to observe than lava dome collapses. Particularly we see development of large scale listric shear planes, just as observed in rock or soil slope studies (Petley et al., 2002; Hungr et al., 2014). The actual slope failure process at a lava dome is difficult to discern due to the addition of gas resulting in turbulent pyroclastic density currents; it is therefore impossible to use the deposit to establish the way in which the slope failed (as in landslide studies) because the material completely disintegrates during the pyroclastic flow process. By using this modelling method to understand the generation of strain inside the lava dome, it reveals processes that cannot be otherwise discerned from observational studies.

3.4.4 Model development

We observe that failure plane development within pressurisation models (Fig 3.7) is controlled primarily by the rheological boundary. We develop this hypothesis by pressurising the domes emplaced with solidus pressures of 0.2 MPa and 0.8 MPa (Fig 3.11). In the dome with a solidus pressure of 0.2 MPa (Fig 3.11a), strain accumulates along the rheological boundary but we also see a rotational failure plane generating through the core of the right side of the dome. We suggest
this is due to the low-angle dome morphology, preventing larger scale rockfalls in this area. In the dome with a solidus pressure of 0.8 MPa (Fig 3.11b), strain accumulation reveals listric failure planes that also follow the rheological boundary, albeit deeper in the dome due to the larger talus volume. This sensitivity test shows the importance of the solidus pressure in determining the volume of material involved in potential collapse, as it controls the depth at which the shear plane forms. We suggest therefore that understanding the solidus pressure of a dome is key in assessing collapse hazard.

Figure 3.11: PFC dome models, emplaced with solidus pressure of (a) 0.2 MPa and (b) 0.8 MPa. Both following the application of an upward force that corresponds to a force of 5 MPa, plotted using normalised shear strain, where the red dotted line represents the rheological interface between core and talus material.

Following this, we propose that talus properties are crucial to the way in which shear accumulates around the rheological boundary. In all models presented here, we use assumed rock properties based on initial bond properties of the lava. Laboratory testing can determine mechanical properties of the talus material (e.g. Smith et al., 2011; Heap et al., 2014, 2016). However, these sample-scale properties must be scaled before they can be applied to a volcano-scale model. Despite previous studies investigating this scaling relationship at specific volcanic
§3.5 Conclusions

We employed a discrete element method to develop lava dome models, and were able to simulate two distinct failure mechanisms: (1) shallow, superficial rockfalls and (2) deep-seated listric shear planes. The information that crater-confined domes lead primarily to superficial rockfalls has the potential to feed into hazard assessment, as the models show these collapses to be shallow and relatively low in volume. We showed also that solidus pressure can control the volume of material involved in collapse. However it is important to recognise that trigger mechanisms can act simultaneously to destabilise a dome, a detail future models should consider. Deep-seated listric failure planes are observed following cessation of extrusion and subsequent generation of internal pressure. A collapse of this nature could lead to hot magma in the core being exposed to atmospheric pressure resulting in rapid decompression, explosions and pyroclastic flow generation. Deep shear planes also develop in models simulating switches in extrusion direction, although these are planar in nature and occur along the rheological boundary, showing lava lobe formation which can later lead to collapse.

Through knowledge of lava viscosity and extrusion conditions at a given lava dome, our method can be adapted in other locations to model dome morphology, and therefore the propensity of the dome to collapse. Here we focus on pressurisation of the dome system, a non-horizontal underlying topography, or a change in extrusion direction, but many more scenarios could be analysed in this type of model. By visualising the strain within the dome and showing similar features to those observed in traditional landslide studies, we can begin to use knowledge of landslide processes to better understand the dome collapse process.

The models presented here use an innovative method to examine lava dome collapse, and provide a basic framework to understand the complex
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physics of a dynamically evolving system. Many additional factors can now be incorporated into future models to provide a more comprehensive understanding of factors likely to influence the stability of a growing lava dome. These include, for example, talus properties calibrated to real dome rock, a fracture network, successive extrusion events, and spatial/temporal variation in mechanical properties. We demonstrated that using discrete element method modelling is a promising approach for visualising strain generation within a lava dome, and interrogating the relationship between a growing dome and mechanisms that trigger instability.
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Abstract

Lava dome collapses pose a hazard to surrounding populations, but equally represent important processes for deciphering the eruptive history of a volcano. Models examining lava dome instability rely on accurate physical and mechanical properties of volcanic rocks. Here we focus on determining the physical and mechanical properties of a suite of temporally-constrained rocks from different phases of the 1995-2010 eruption at Soufrière Hills volcano in Montserrat. We determine the uniaxial compressive strength, tensile strength, density, porosity, permeability, and Young’s modulus using laboratory measurements, complemented by Schmidt hammer testing in the field.

By viewing a snapshot of each phase, we find the highest tensile and compressive strength in the samples attributed to Phase 4, corresponding to a lower permeability and an increasing proportion of isolated porosity. Samples from Phase 5 show lower compressive and tensile strengths, corresponding to the highest permeability and porosity of the tested materials. Overall, this demonstrates a reliance of mechanical properties primarily on porosity. However, a shift towards increasing prevalence of pore connectivity in weaker samples identified by microtextural analysis demonstrates that here pore connectivity also contributes to the strength and Young’s Modulus, as well as controlling permeability. The range in uniaxial compressive strengths is supported using Schmidt hammer field testing. We determine a narrow range in mineralogy across the sample suite, but identify a correlation between increasing crystallinity and increasing strength. We correlate these changes to residency-time in the growing lava dome during the eruption, where stronger rocks have undergone more crystallization. In addition, subsequent recrystallization of silica polymorphs from the glass phase may further strengthen the material.

We suggest the variation in physical and mechanical rock properties shown within the Soufrière Hills eruptive products be included in future structural stability models of the remaining over-steepened dome on Montserrat, and that consideration of rock heterogeneity and its temporal variation if possible, be made in other, similar systems.
4.1 Introduction

Collapse of volcanic flanks and lava domes has been shown to influence subsequent eruptive behaviour (e.g. Voight, 2000) and represents a major hazard through generation of pyroclastic flows and debris avalanches. Structural stability modelling is therefore vital in understanding the hazard associated with, and the consequences of volcanic collapse events. This has been explored through various modelling efforts, including: analogue modelling (Vidal and Merle, 2000; Andrade and van Wyk de Vries, 2010; Cecchi et al., 2004; Tibaldi et al., 2006; Nolesini et al., 2013); Limit Equilibrium Methods (LEM; Apuani et al., 2005; Simmons et al., 2005; Borselli et al., 2011; Schaefer et al., 2013; Dondin et al., 2017); Finite Element Modelling (FEM; Voight and Elsworth, 2000; Schaefer et al., 2013); Finite Difference Methods (FDM; Apuani et al., 2005; Le Friant et al., 2006) and Discrete Element Modelling (DEM; Morgan and McGovern, 2005a,b; Husain et al., 2014; Harnett et al., 2018; Husain et al., 2018). Although modelling studies expand our knowledge of mechanisms of volcanic structural instability, they are often limited by the availability of mechanical data for edifice rock properties.

In particular, a recurrent challenge in modelling volcanic failure is representing the spatial and temporal heterogeneity of material (e.g. Schaefer et al., 2015; Heap et al., 2016a). The logistical difficulties in accessing deposits and outcrops during or after an eruption also prevent direct observation and quantification of erupted material. Numerical models are often forced to adopt ‘typical’ values for the physical and geomechanical properties of the material from the volcano in question, thus increasing the uncertainties associated with any model. As such, it is important to investigate the spatio-temporal evolution of material forming a volcano.

Volcanic products are typically very heterogeneous, with varied eruptive conditions leading to large ranges in pore architecture (i.e., connected vs. isolated vesicles vs. fractures) and permeability (Mueller et al., 2005; Heap et al., 2014a; Farquharson et al., 2015; Colombier et al., 2017; Heap et al., 2018a). Experimental investigations into volcanic rock properties have increased in recent years, including compressive and tensile strength, elastic properties, and resultant physical changes induced during deformation (e.g. Lavallée et al., 2007, 2008, 2013; Schaefer et al., 2015; Heap et al., 2016a; Lamur et al., 2017; Marmoni et al., 2017; Coats et al., 2018; Heap et al., 2018b), as well as research into the
relationship between activity at dome-building volcanoes and their respective rock properties (e.g. Smith et al., 2009, 2011; Kendrick et al., 2013, 2016; Heap et al., 2015, 2016a; Kushnir et al., 2016; Lavallée et al., 2019). This increase in research has started to show the importance of understanding how mechanical properties of rock influence the eruptive style at a volcano, for example at Mt. St. Helens where porosity, and as such strength, was shown to be a determining factor in whether a lava dome or spine was extruded (Heap et al., 2016a).

Geomechanical properties not only influence eruptive style, but also structural stability. For example, although the interior of a lava dome is subjected to moderate confining pressures, outer talus slopes are often unconfined. This complex stress field influences the development of tensile and shear fractures. Although the mechanical behaviour of materials in compressive stress fields has received most of the attention by the rock physics community in recent decades (e.g. Paterson and Wong, 2005), there is more investigation to be done into the tensile rock strength of volcanic materials, whose structural stability is commonly challenged by tensile stresses due to lack of confining and high pore pressure (Kilburn, 2018). The tensile strength of rocks is found to be 8% of the compressive strength (Jaeger et al., 2009; Perras and Diederichs, 2014), and can be as low as 4% (Zorn et al., 2018). As such, rock failure (even under compressive shear stress) generally follows the nucleation, propagation, and coalescence of tensile fractures (with the exception of supershear rupture; Das, 2015). We therefore investigate tensile strength and the ratio to compressive strength, and its relationship to other physical rock properties.

In addition to determining mechanical properties and variation of the physical properties of volcanic rock, it is important to consider how variation in petrology and geochemistry may also influence dome stability. For example at Mt. Unzen a temporal change in chemistry due to phenocryst abundance was shown to correlate with temporal changes in effusion rate (Nakada and Motomura, 1999), and such evolution in eruptive style will also alter dome stability. Similarly, the occurrence of secondary mineralization may modify the porous structure and coherence of rocks, affecting the structural stability (Horwell et al., 2013; Coats et al., 2018) especially when water is present in the pore space (Heap et al., 2018c).

Here, we focus on quantifying the physical, mineralogical, and mechanical properties of a temporally-constrained sample set, and the variability of these properties, required as inputs for numerical models assessing dome collapse hazard. To do this, we focus specifically on the Soufrière Hills volcano (SHV),
and we aim to demonstrate the importance of, and encourage incorporation of, rock heterogeneity in future dome stability modelling efforts. In addition to showcasing the range in material properties, we also speculate how these may be temporally-linked to specific phases of the eruption.

### 4.2 Geological setting

SHV is an andesitic volcanic complex on the Caribbean island of Montserrat, located in the northern Lesser Antilles island arc (Figure 4.1). The current eruption started in July 1995 with a series of phreatic explosions, which led to the emplacement and growth of a lava dome (Young et al., 1998). This was followed by a series of dome growth and collapse cycles, involving large scale pyroclastic density current (PDC) generation and explosive activity. The eruption of SHV included five phases of dome growth (Wadge et al., 2014; Stinton et al., 2017): Phase 1 (15 November 1995 – 10 March 1998); Phase 2 (27 November 1999 – 1 August 2003); Phase 3 (1 August 2005 – 20 April 2007); Phase 4 (separated into Phase 4a: 8 August 2008 – 8 October 2008, and Phase 4b: 2 December 2008 – 3 January 2009; Robertson et al., 2009); and Phase 5 (8 October 2009 – 11 February 2010). These phases were separated by pauses characterized by no magma extrusion, and Phases 3, 4 and 5 were preceded by transitional periods with increases in seismicity and/or ash venting.

Several lava dome collapses occurred throughout the eruptive period, with the largest of these (>10$^7$ m$^3$) shown in Figure 4.2. The end of the last phase of lava extrusion was marked by a major dome collapse on 11 February 2010 (Stinton et al., 2014b). The scale of collapses throughout the eruption ranged from frequent (up to 140 per day) small scale rockfalls (Calder et al., 2002), to larger whole dome collapses such as the total dome collapse on 12-13 July 2003 (Herd et al., 2005).

Petrological studies of products throughout the eruption have shown that SHV has produced lavas of relatively similar composition hornblende-bearing andesites (Humphreys et al., 2010; Christopher et al., 2014; Wadge et al., 2014), with an increasing proportion of mafic inclusions in later phases (Barclay et al., 2010). Long-term petrology across the eruption was explored by Christopher et al. (2014) and although they found systematic changes in Fe-content across time, they concluded that there was no progressive change of bulk composition, with SiO$_2$-content consistently between 56 and 62% throughout the eruption.
Figure 4.1: Image of Montserrat showing landscape, including topographic lows where pyroclastic deposits have been channelled. Location of sampling sites shown for each phase. Also marked: Soufrière Hills volcano (SHV) summit (red triangle), and Belham River Valley (BRV; where additional Schmidt hammer testing was carried out). Inset shows location of Montserrat in the Caribbean islands.

Figure 4.2: Eruption history at Soufrière Hills, Montserrat. Extrusion rate data shown in black, calculated for Phases 1 to 4 using erupted volume data from Wadge et al. (2014) and extrusion data for Phase 5 from Stinton et al. (2014a). Red shows eruptive phases, whilst green shows pauses in activity. Annotations show state of the dome at the end of each phase (standing dome with relative size indicated, wholesale collapse, partial collapse), and stars mark major (>10$^7$ m$^3$) dome collapses across the eruption.
4.3 Materials and experimental methodology

4.3.1 Sampling strategy

For this experimental study, seven block samples were collected from different PDC deposits around SHV. Deposits were selected based on the certainty with which the blocks could be tied to not only a particular collapse, but also to ensure the material was erupted during a given eruptive phase. Hence, deposits that were selected occurred in the middle or towards the end of an eruptive phase to avoid sampling rocks that were extruded in previous phases of activity. Samples can be confidently tied to their respective phase due to the directionality of collapse in each case (Table 4.1). Within each selected deposit, safely accessible blocks were examined and the Schmidt hammer method (detailed below) was employed to gain an overview of variability in material properties in the field. One block was collected from Phase 1, and two blocks collected for each of Phases 3, 4 and 5 (Figure 4.1). No samples were available for Phase 2 due to inaccessibility, and as the majority of the deposits entered the ocean (Trofimovs et al., 2008).

Since the deposition of all samples occurred via PDCs, they are likely to represent the strongest material from each of the phases, as weaker material could have been preferentially broken down by the collapse and transport processes. Whilst we cannot be certain that the material is the most representative of each phase, we present here one of the first temporally-resolved examinations of rock property evolution during an eruption.
<table>
<thead>
<tr>
<th>Phase</th>
<th>Block</th>
<th>Sampled Event</th>
<th>Evidence that rock originates from this phase</th>
<th>Summary of dome activity prior to/during sample-originating collapse</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>21/09/97, collapse</td>
<td>Sample collected from the surface of the still exposed block-and-ash flow deposits in the former village of Farm.</td>
<td>The growing lava dome had overtopped the walls of English's crater in February 1997 (<a href="#">Loughlin et al., 2002</a>). Active extrusion continued prior to the collapse. Collapse likely to be gravitational with possible contribution of a dome-growth direction from N to NE (<a href="#">Cole et al., 2002</a>; <a href="#">Wadge et al., 2014</a>).</td>
</tr>
<tr>
<td>3</td>
<td>B, H</td>
<td>20/05/06, whole dome collapse</td>
<td>Samples collected from an isolated boulder on the pyroclastic fan at the mouth of the Tar River valley. The boulder was emplaced during dome collapse. Based on photographic evidence from MVO archives.</td>
<td>Collapse preceded by continuous extrusion of the SW lobe. Switch in extrusion direction noted on morning of collapse. Large LP earthquake preceded collapse and total dome collapse coincided with a peak in rainfall (<a href="#">Loughlin et al., 2010</a>).</td>
</tr>
<tr>
<td>4</td>
<td>F, G</td>
<td>29/07/08, explosion</td>
<td>Samples collected from the surface of still exposed flow deposits in Plymouth. Deposit map shown in <a href="#">Komorowski et al., 2010</a>.</td>
<td>Explosion on 29 July 2008 marked the start of Phase 4a and was preceded by several days of seismicity and continuous extrusion of fresh lava.</td>
</tr>
<tr>
<td>5</td>
<td>J, K</td>
<td>05/02/10, Vulcanian explosion</td>
<td>Samples collected from the surface of still exposed block-and-ash flow deposits in Aymer's Ghaut. Based on MVO data and deposit map shown in <a href="#">Stinton et al., 2014b</a>.</td>
<td>Explosion on 5 February 2010 occurred during Phase 5 (very shortly before the end of the phase). Evidence that rock originates from this phase, along with summaries of dome activity prior to each of the collapses from which samples in this study are collected.</td>
</tr>
</tbody>
</table>
4.3.2 Sample preparation

From each of the 7 blocks collected, cores were prepared with a diameter of 26 mm and were cut and ground parallel to a nominal length of 52 mm for use in porosity and permeability measurements, and for testing in uniaxial and cyclic loading experiments (sample properties provided in Supplementary Table C.1). Samples were then oven-dried for at least 12 hours at 70°C and thermally equilibrated to ambient conditions before any measurements were performed. All cores were taken at the same orientation within a given block.

One core was prepared from each block with 37 mm diameter and nominal length of 80 mm. The density of these samples (provided in Supplementary Table C.1) was calculated using their mass and sample dimensions, and these samples were used for testing in cyclic loading experiments to determine Young’s modulus.

From each of the 7 blocks, 37 mm diameter by 18 mm thick disks were also prepared for use in Brazilian tensile strength tests (Supplementary Table C.2). These samples have an approximate aspect ratio of 1:2 as recommended by ISRM and ASTM.

Sub-samples of each block were taken from offcuts of these cores and set in epoxy, in the same orientation as the cores were prepared. Thick sections were created for mineralogical and textural characterization by polishing and carbon coating the epoxy-mounted samples.

4.3.3 QEMSCAN analysis

Mineralogical and textural analyses were performed on the prepared thick sections. The variation in phase abundances across the sample range was quantified using QEMSCAN (Quantitative Evaluation of Minerals by Scanning electron microscopy) at the University of Liverpool. The QEMSCAN is an automated SEM-EDS (scanning electron microscopy/energy dispersive X-ray spectroscopy) system manufactured by FEI Company.

The QEMSCAN uses a 15 kV electron beam to produce X-ray spectra which provide a semi-quantitative chemical map of the different phases, here at a resolution of 10 µm over an average area of 10.5 mm by 10.5 mm. The identified chemical compositions are compared to known compositions stored in a reference library. Additional mineral and glass chemistry definitions are manually added to the supplied database to ensure all chemical compounds are recognized. Crystallographic features are not discriminated by QEMSCAN,
and so polymorphs of the same composition cannot be differentiated (for example, quartz and cristobalite would both be classified as silica polymorphs by QEMSCAN processing). We then used the iDiscover software to create colour images showing the distribution of mineral phases, and used this data to determine the normalized mineral abundances of the sample as area-percentages.

4.3.4 Schmidt hammer

The Schmidt hammer is a portable, hand-held instrument originally designed for non-destructive index testing of concrete. It records the rebound height of a spring-loaded mass to indicate material strength (Torabi et al., 2011); this ‘rebound value’ can be correlated to various mechanical properties such as uniaxial (unconfined) compressive strength and Young’s modulus (e.g. Deere and Miller, 1966; Yasar and Erdogan, 2004). Schmidt hammer testing has previously been used on volcanic rocks (e.g. Dinçer et al., 2004; Del Potro and Hürlimann, 2009) and provides a method of collecting in-situ data where outcrop accessibility is problematic. In this study, we used an L-type Schmidt hammer to carry out field testing in accordance with the International Society of Rock Mechanics (ISRM) guidelines (Ulusay and Hudson, 1979). The Schmidt hammer rebound values (R_L) were corrected for angle of testing where necessary, following the normalization procedure set out by Basu and Aydin (2004); this often results in non-integer rebound values. The Schmidt hammer was calibrated using a steel anvil, which gave a R_L value of 72. Hard rocks such as granites generally have high R_L values of > 50, whereas softer rocks such as chalk are likely to have a R_L value < 30 (Katz et al., 2000; Ericson, 2004; Goudie, 2013).

We present results of Schmidt hammer tests on 24 blocks, measured during a field campaign in January 2016, from deposits where the eruptive phase is known (4 from Phase 1, 3 from Phase 3, 9 from Phase 4, and 8 from Phase 5). These tests were carried out at the same locations as sample sites (Figure 4.1), but on blocks exceeding 30 cm in all dimensions and therefore these were not collected for laboratory experimentation. We therefore consider the Schmidt hammer data a verification of the collected blocks. We also present results from 28 Schmidt hammer tests on samples located in Belham River Valley (BRV); these cannot be attributed to a specific phase, but from collapse direction information we can determine that these boulders were emplaced during Phases 3-5. This gives additional constraint of the range of expected values.
4.3.5 Physical characterization

Permeability and porosity were determined for all 26 mm diameter cores. The density of each core \( \rho_{\text{rock}} \) was determined by measuring its mass and volume, and calculating the ratio between the two (Supplementary Table C.1, Supplementary Figure C.1). Connected porosity was determined for each core using a helium pycnometer (Micromeritics AccuPyc II 1340), providing sample void volumes with an accuracy of 0.1%. Total porosity was also determined for each of the 7 blocks by creating a powder of the rock sample and measuring its density \( \rho_{\text{powder}} \). Total porosity exceeds connected porosity as it includes calculation of isolated pores that could not be accessed by helium during pycnometry. Total porosity \( \rho_T \) is calculated using

\[
\rho_T = \frac{\rho_{\text{powder}} - \rho_{\text{rock}}}{\rho_{\text{rock}}}. \tag{4.1}
\]

Permeability was measured using a benchtop GasPerm permeameter developed by Vinci Technologies. We measured permeabilities of 49 samples using nitrogen as permeating fluid and by imposing a flow rate that created, depending on the permeability of the sample, a minimum pressure differential \( \Delta P \) between the inflow and outflow of 0.5 psi (0.0035 MPa). Measurements were made on each sample at 3 confining pressures. The confining pressure was held constant at each of 100 psi, 200 psi, and 300 psi (0.7, 1.4 and 2.1 MPa) for the duration of the measurement. In cases where Darcian conditions were not achieved (i.e. the flow rate resulted in too high \( \Delta P \) and turbulent flow/gas slippage in the porous medium), we applied Klinkenberg and Forchheimer’s corrections to retrieve the equivalent Darcy permeability.

4.3.6 Uniaxial compressive strength testing

Uniaxial compressive strength (UCS) testing was carried out at ambient (room) temperature on one sample from each block (7 total) using 26 mm diameter samples (for which permeability and porosity had already been determined). The cores were loaded axially at a constant strain rate of \( 10^{-5} \) s\(^{-1} \) using a 5969 Instron uniaxial benchtop press with a 50 kN load cell at the Experimental Volcanology and Geothermal Research Laboratory at the University of Liverpool. The measured axial displacement was corrected to subtract the compliance of the apparatus (i.e. pistons and frame) during loading. While one sample from each block was loaded to failure to measure the compressive strength, we established
the repeatability of the mechanical data of the materials by determining Young’s modulus using 22 stress cycling experiments (see Section 4.3.8), as higher Young’s modulus relates to higher peak strength (e.g. Schaefer et al., 2015).

4.3.7 Brazilian tensile strength testing

Indirect tensile strength was measured using the Brazil testing method (Ulusay and Hudson, 1979), in which a compressive load is applied diametrically to the curved edge of a cylindrical, disc-shaped rock sample. This is a commonly used method to induce tensile failure due to the logistical difficulty of measuring direct tensile strength (Perras and Diederichs, 2014). Tensile strength, $\sigma_t$, is calculated using the following formula

$$\sigma_T = \frac{2P}{\pi DL},$$  \hspace{1cm} (4.2)

where $P$ is the applied load (N), $D$ is sample diameter (m), and $L$ is sample thickness (m).

In total, 66 samples were prepared at 37 mm diameter (with aspect ratio of 1:2 to meet ISRM standards), and were loaded at a constant deformation rate of 0.0037 mm/s (equivalent diametric strain rate of $10^{-4}$ s$^{-1}$), again using the Instron uniaxial press in the Experimental Volcanology and Geothermal Research Laboratory at the University of Liverpool.

4.3.8 Cyclic experiments

The UCS tests were used to inform the cyclic loading tests by defining a threshold of 50% peak stress for each sample type. Cyclic loading experiments were then performed on 22 cores of 26 mm diameter, and 7 cores of 37 mm diameter (both with 2:1 aspect ratio); the samples were axially loaded to this threshold at a constant strain rate of $10^{-5}$ s$^{-1}$, and then unloaded at the same rate. This was performed to examine the repeatability of the stress-strain response to loading, and to calculate elastic moduli. By loading only to 50% of peak stress, we considered the rock to behave purely elastically (Walsh, 1965; Nihei et al., 2000; David et al., 2012), and therefore assumed that no lasting damage was done to the sample and that it could rebound and recover deformation.
4.3.9 Young’s modulus determination

Young’s modulus ($E$) is a key parameter in volcanic modelling (Hale et al., 2009a,b; Husain et al., 2014; Harnett et al., 2018). Young’s modulus is traditionally an elastic parameter, defined in GPa, and although these rocks do not behave in a purely linear elastic manner throughout compression, the stress-strain response is linear following crack-closure and prior to damage accumulation (e.g. Heap and Faulkner, 2008). Here, to fall confidently within this regime we consider the linear portion of the curve as between 40% and 50% of peak rock strength. Therefore for all 29 cores with 26 mm diameter and 7 cores with 37 mm diameter, we calculate Young’s modulus within this range. Following ISRM guidelines (Ulusay and Hudson, 1979), we calculate the Young’s modulus using

$$E = \frac{\sigma_{50} - \sigma_{40}}{\varepsilon_{50} - \varepsilon_{40}},$$

where $\sigma$ is stress and $\varepsilon$ is strain, at a given percentage of peak rock strength (denoted by the subscript).

4.4 Results

4.4.1 Microstructural analysis

QEMSCAN analysis illustrates mineral assemblages and their relative abundance in each of the samples. An exemplar rock from each of Phases 1, 3, 4, and 5 is shown in Figure 4.3, with the remaining rocks from this study shown in Supplementary Figure C.2, and backscattered electron images shown in Supplementary Figure C.3. In addition to colour images showing the mineral distribution and texture in each sample, a grey-scale image shows the pore structure highlighted in black.

We explore mineral abundance within the sample suite, and show the area percentage calculated from QEMSCAN imagery of interstitial glass combined with silica polymorphs, and plagioclase (separated into calcium rich and sodium rich; Figures 4.4a-b). Percentages for all mineral components as a proportion of the solid phase in all samples are shown in Table 4.2.
Figure 4.3: **(a-d)** QEMSCAN images showing mineral assemblage in one sample from each phase (other samples provided in Supplementary Figure C.2) the mineralogical key is shown below the images, with white used to portray the pore space. See Table 4.2 for full mineral phase analysis; **(e-h)** pore distribution in one sample from each phase (other samples provided in Supplementary Figure C.2) using processed QEMSCAN images with solid fraction shown in grey, and all porosity in black. Samples from Phases 3 and 4 are denser, with evenly distributed pore-space, whereas samples from Phases 1 and 5 have higher pore content and show pore-localization and a high connectivity. Backscattered electron images for the same samples are shown in Supplementary Figure C.3.
Table 4.2: Quantitative analysis of mineral phases present in each sample, calculated as a percentage area of the solid fraction, and porosity as % of total area, using the 10-µm resolution QEMSCAN analysis of a 10.1 x 10.1 mm² area.

<table>
<thead>
<tr>
<th>Eruption phase</th>
<th>Phase 1</th>
<th>Phase 3</th>
<th>Phase 4</th>
<th>Phase 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample name</td>
<td>SHV-M</td>
<td>SHV-B</td>
<td>SHV-H</td>
<td>SHV-F</td>
</tr>
<tr>
<td>Sodium rich plagioclase</td>
<td>33.42</td>
<td>35.41</td>
<td>39.57</td>
<td>39.48</td>
</tr>
<tr>
<td>Calcium rich plagioclase</td>
<td>17.45</td>
<td>20.58</td>
<td>16.48</td>
<td>14.78</td>
</tr>
<tr>
<td>Clinopyroxene</td>
<td>1.38</td>
<td>3.95</td>
<td>3.24</td>
<td>4.66</td>
</tr>
<tr>
<td>Orthopyroxene</td>
<td>3.89</td>
<td>4.25</td>
<td>4.05</td>
<td>3.24</td>
</tr>
<tr>
<td>Fe-Ti Oxides</td>
<td>1.14</td>
<td>1</td>
<td>1.08</td>
<td>0.83</td>
</tr>
<tr>
<td>Glass</td>
<td>23.19</td>
<td>12</td>
<td>11.63</td>
<td>8.75</td>
</tr>
<tr>
<td>Silica polymorphs</td>
<td>10.27</td>
<td>13.13</td>
<td>13.48</td>
<td>16.13</td>
</tr>
<tr>
<td>Smectite</td>
<td>2.38</td>
<td>2.68</td>
<td>2.47</td>
<td>2.18</td>
</tr>
<tr>
<td>Apatite</td>
<td>0.27</td>
<td>0.29</td>
<td>0.22</td>
<td>0.2</td>
</tr>
<tr>
<td>Mg-Fe Phase</td>
<td>0.21</td>
<td>0.37</td>
<td>0.7</td>
<td>1.18</td>
</tr>
<tr>
<td>Biotite</td>
<td>0.04</td>
<td>0.21</td>
<td>0.31</td>
<td>0.32</td>
</tr>
<tr>
<td>Others</td>
<td>0.21</td>
<td>0.22</td>
<td>0.35</td>
<td>0.76</td>
</tr>
<tr>
<td>Unclassified</td>
<td>4.52</td>
<td>2.29</td>
<td>1.18</td>
<td>0.83</td>
</tr>
<tr>
<td>Total excluding porosity</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Total crystallinity</td>
<td>66.54</td>
<td>74.87</td>
<td>74.91</td>
<td>75.12</td>
</tr>
<tr>
<td>Porosity (%)</td>
<td>20.8</td>
<td>23.69</td>
<td>24.19</td>
<td>20.36</td>
</tr>
</tbody>
</table>
Figure 4.4: Abundances of (a) glass and silica polymorphs, the remaining solid fraction is composed of the primary minerals (crystallinity, Table 4.2); (b) plagioclase - both sodium rich and calcium rich; shown as percentage area, calculated from 10 µm resolution QEMSCAN images (shown in Figure 3 and Supplementary Figure C.2), and Phase indicated by horizontal bars at the top of each plot.

Plagioclase is dominant across all samples, totalling between 42.5-56.1% with zoned crystals evident in all samples (Figure 4.3). Slight increases in solid fraction total plagioclase content in Samples H and F (Phases 3 and 4) correspond to overall increase in crystallinity of these samples, and as such, slight depletions in total glass and silica polymorph phases (Figure 4.4). There is a higher proportion of interstitial glass compared to silica polymorphs in Samples M and J (Phases 1 and 5) compared to Samples H and F. The glass that is identified by QEMSCAN consists of fine-grained mesostasis which may comprise fine grains of various compositions that are smaller than the X-ray interaction volume of the QEMSCAN instrumentation; it thus may not necessarily represent the mechanical and rheological properties of quenched interstitial melt. Amphiboles are mostly in the form of pseudomorphs of break-down products, and clusters of pyroxene. Clinopyroxene is more dominant than orthopyroxene, particularly in Samples
H and F. Oxides are rare in all samples, and generally occur in the form of micro-phenocrysts.

In addition to having lower crystalline fractions (i.e. more glass and silica polymorphs), Samples M and J also have larger, more heterogeneously distributed pore spaces. Porosity is greatest in Sample J (Table 4.3), and comprises vesicles in between crystals whereas in samples from earlier phases (e.g. Samples H, F), much smaller pore spaces are found within the groundmass. Overall, QEMSCAN analysis shows low variability in the componentry and the mineralogical assemblage throughout the samples tested.

### 4.4.2 Schmidt hammer

We present the results of 52 Schmidt hammer tests (Figure 4.5), both on blocks from known eruptive phases, and from a random selection of blocks in Belham River Valley (BRV). The data shows that blocks from Phase 5 appear to be the weakest (average $R_L = 26.4$). Samples from Phases 1, 3 and 4 exhibit similar Schmidt hammer results, with average rebound values of 34.5, 39.7 and 37.4 respectively (Figure 4.5a; raw values given in Supplementary Table C.3).

![Figure 4.5](image.png)

Figure 4.5: (a) Schmidt hammer rebound value ($R_L$) results from field testing at sampling locations for Phases 1, 3, 4 and 5. Belham River Valley (BRV) results show values obtained on a random selection of blocks from Phases 3, 4 and 5. Raw data shown by circles, with the mean $R_L$ for each phase shown by a square; (b) box plot diagram to show median (red line), mean (black squares), 25th and 75th percentiles, and range for Schmidt hammer rebound values from each phase. Results from BRV span the overall range in values seen in other phases and highlight that Phase 5 material is the weakest of the erupted products tested, although the maximum $R_L$ across all phases is similar.
The Schmidt hammer rebound values from all of the samples from known eruptive phases have a range of 32.6 from 15.2 to 47.8. The ranges within each phase are 20.6 (Phase 1), 7.3 (Phase 3), 17.0 (Phase 4) and 26.0 (Phase 5); the rebound values from the random boulders in the BRV have a range from 6.0 to 48.1 (a spread of 42.1), showing a similar distribution to that of the temporally-constrained blocks. Assuming there were no systematic variations in rock strength across time, the same variation would be found within the samples from each phase. However, the difference between the spread of randomly sampled blocks (42.1) far exceeds the difference within blocks attributed to a particular phase (max $R_L = 26.0$ for Phase 5). However, the 25th-75th percentiles of the entire dataset span a relatively narrow range of 21.8 to 42.6, highlighting that the extremes of these values represent rarer outliers (Figure 4.5b).

### 4.4.3 Physical properties

Connected porosities extend from approximately 20-40% across all samples (Figure 4.6a, Table 4.3), with ranges for Phases 1, 3, 4, and 5 of 8.2%, 3.3%, 4.9%, and 11.0% respectively (all values of both connected and total porosity provided in Supplementary Table C.1). Sample M (Phase 1) has an average connected porosity of 22.8% and an average total porosity of 23.2%. Samples B and H (Phase 3) have very similar porosities to Sample M, with an average connected porosity of 22.6% and a slightly higher average total porosity of 23.8%. Samples F and G (Phase 4) have similar connected porosities with an average of 22.8%, but a higher average total porosity of 25.2%, showing the existence of more isolated pores. Samples J and K (Phase 5) have a noticeably higher porosity than all of the other measured samples, with an average connected porosity of 34.8% and few isolated pores, giving an average total porosity of 35.4%.

Similarly, the density of the 26 mm samples varies from 1.61-2.22 g/cm$^3$, with average densities for Phases 1, 3, 4, and 5 of 2.13 g/cm$^3$, 2.14 g/cm$^3$, 2.14 g/cm$^3$, and 1.76 g/cm$^3$, respectively. The density values for Samples M, B, H, F and G are very similar (as observed for porosity), with a clear decrease in density in Samples J and K. The relationship between density and porosity is broadly linear (Supplementary Figure C.1), although deviation from linearity results primarily from the varied abundances of isolated pores.

Permeability across all samples ranges from $10^{-15}$ to $10^{-11}$ m$^2$ (Figure 4.6b, Table 4.3), and relates non-linearly to the connected porosity (Figure 4.6c; all values of permeability are provided in Supplementary Table C.1).
Table 4.3: Physical properties calculated for each sample, using the following methods: (a) average density, measured using a helium pycnometer and the standard deviation for each block; (b) connected porosity: measured using a helium pycnometer and the standard deviation for each block; (c) total porosity, calculated by measuring the density of a powder and using Equation (1) and the standard deviation for each block; and (d) permeability, measured at 100 psi using the GasPerm permeameter.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Sample ID</th>
<th>Average density and st. dev. (%)</th>
<th>Average connected porosity and st. dev. (%)</th>
<th>Average total porosity and st. dev. (%)</th>
<th>Average permeability (m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>2.13 ± 0.08</td>
<td>22.3 ± 2.5</td>
<td>23.2 ± 2.8</td>
<td>7 × 10$^{-13}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>2.14 ± 0.02</td>
<td>22.8 ± 0.7</td>
<td>23.3 ± 0.8</td>
<td>1 × 10$^{-13}$</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>2.15 ± 0.03</td>
<td>22.5 ± 1.1</td>
<td>24.3 ± 3.0</td>
<td>1 × 10$^{-13}$</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>2.14 ± 0.04</td>
<td>22.2 ± 1.2</td>
<td>25.1 ± 3.9</td>
<td>1 × 10$^{-14}$</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>2.13 ± 0.05</td>
<td>23.4 ± 1.7</td>
<td>25.3 ± 1.9</td>
<td>1 × 10$^{-14}$</td>
</tr>
<tr>
<td>5</td>
<td>J</td>
<td>1.67 ± 0.05</td>
<td>38.5 ± 1.2</td>
<td>38.9 ± 1.8</td>
<td>2 × 10$^{-11}$</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>1.87 ± 0.03</td>
<td>31.1 ± 1.2</td>
<td>31.9 ± 1.1</td>
<td>3 × 10$^{-12}$</td>
</tr>
</tbody>
</table>
Figure 4.6: Physical properties of 26 mm cores from eruptive Phases 1, 3, 4, and 5: (a) connected porosity evolution and (b) gas permeability evolution throughout the eruption; (c) permeability as a function of porosity for all samples. Results show that porosity is consistent between Phases 1, 3, 4, and increases in Phase 5, whereas permeability systematically decreases from Phase 1 through to Phase 4, and then increases in Phase 5. Phases 1 and 5 follow a near-continuous trend on the porosity-permeability plot, while Phases 3 and 4 plot distinctly, suggesting contrasting pore morphology and connectivity.

Tight clustering is to be expected within one rock sample (e.g. Schaefer et al., 2015), but permeability also remains very consistent between two different blocks attributed to the same eruptive phase (Figures 4.6b, c), even with increased confining pressure (Supplementary Figure C.4). The difference between the permeabilities of samples from each phase is therefore determined to be greater than the variation expected from natural heterogeneity within one block. In the tested samples there is a systematic decrease in permeability from Phases 1 to 4 (Table 4.3), and Phase 5 samples show the maximum permeability across the erupted materials tested, with an average permeability for the samples from Phase 5 of $9.2 \times 10^{-12}$ m$^2$ (although some were too permeable to obtain a value). The decrease in permeability across Phases 1 to 4 occurs despite a relatively
constant connected porosity (Figure 4.6c), although the proportion of isolated pores increases across the same range (Supplementary Table C.1).

### 4.4.4 Uniaxial compressive strength

To maximize data gathering from a limited sample set, we performed UCS testing on one prepared 26 mm sample from each block (Figure 4.7a), resulting in 7 UCS values. Where there are two individual blocks from one phase, we find very similar results between the two blocks (Figure 4.7b), and we confirm the phase repeatability using cyclic loading tests to non-destructively measure Young’s modulus for each sample (see Section 4.4.5).

![Figure 4.7: (a) Photos of one core from each block tested (M, B, H, F, G, J, K), with the corresponding phase marked; (b) UCS results from tests carried out at a constant strain rate of $10^{-5}$ s$^{-1}$ on one core from Phase 1, and two cores from Phases 3, 4 and 5. UCS curves labelled with the block from which each rock was cored. Phase 5 samples show creep-like (i.e., undergoing significant strain prior to failure) behaviour due to high porosity, while the other samples display sharp failure curves.](image)

The results from the UCS tests generally show expected behaviour, where the stress-strain curve can be broken into an initial stage of compaction of pre-existing pores and micro-fractures within the rock, an elastic loading phase, a brief period of strain hardening, and then a fracture marked by a sudden stress drop (Figure 4.7b; as described by Scholz, 1968; Heap and Faulkner, 2008). The UCS curves for Samples J and K show a more creep-like behaviour due to their high porosity (>30%). These rocks did not exhibit a sharp stress drop, but rather ongoing
compaction of pore spaces within the sample. The maximum load was recorded as the uniaxial compressive strength, and the tests were stopped when the stress showed a marked decrease (more than 10% stress drop) over time, suggesting that the rock had ruptured and was unable to bear any more load.

Figure 4.8: (a) UCS results. UCS is highest in Phase 4, and lowest in Phase 5, while Phases 1 and 3 are intermediate. (b) UCS as a function of porosity, compared with published datasets from other dome-building volcanoes: \(^1\)Heap et al. (2018b) (diamonds); \(^2\)Coats et al. (2018) (squares); \(^3\)Heap et al. (2014a) (downward triangles); \(^4\)Kendrick et al. (2013) (circles); (c) Tensile strength determined by Brazilian disk testing for samples from eruptive Phases 1, 3, 4 and 5. Each measurement is shown by the hollow markers, with mean tensile strength for each eruptive phase shown by the black squares; (d) Young’s modulus \((E)\) determined from both UCS and cyclic tests performed on 26 mm diameter cores and shown by phase, with averages shown for each phase (black squares). \(E\) is determined using stress/strain between 40% and 50% of the UCS strength value, from the linear portion of stress/strain curve where we assume elastic behaviour.

The results are summarized in Figure 4.8, along with all the mechanical results for each sample. Sample M (Phase 1) has a UCS of 25.1 MPa. For the remaining phases, two tests were carried out (one from each block, Figure 4.8a). The average UCS values for Phases 3, 4, and 5 are 27.8 MPa, 49.8 MPa and 6.6 MPa.
respectively (raw sample data are provided in Supplementary Table C.1, with averages and standard deviations provided in Supplementary Table C.4).

The lowest UCS results (<7 MPa) are found in Samples J and K (Phase 5) and correlate to the highest porosity among the samples tested (Figure 4.8b). These samples are more friable and have more evident pore space in hand specimen (Figure 4.7a), and the pore distribution maps from QEMSCAN analysis further highlight the connectivity of the porous network (Figure 4.3). Lower sample porosities correspond to higher uniaxial compressive strengths, however for porosities between 20 and 25%, UCS values vary between 25 MPa and 50 MPa. Although the porosity of these samples is similar, there is a higher proportion of isolated pores and lower permeability in the stronger Samples F and G (Phase 4). The porosity-strength relationship identified in this study fits well with other datasets from dome-building volcanoes (Figure 4.8b).

### 4.4.5 Cyclic loading and Young’s modulus

Similarly to the UCS results, the Young’s modulus increases with decreasing porosity across the sample suite. Young’s modulus increases from Phase 1 to Phase 3 to Phase 4, with a drop to the lowest values in Phase 5 samples (Figure 4.8c). A higher Young’s modulus correlates to lower porosity values, and as such, higher Young’s modulus values typically correspond to higher UCS values. Cyclic testing showed good repeatability of mechanical data (i.e. stress-strain curve morphology, Supplementary Figure C.5) within rock types, and to an extent within phases irrespective of sample size (26 or 37 mm diameter). Young’s modulus determined from the UCS tests gives average values in Phases 1, 3, 4, and 5 of 7.2 GPa, 7.0 GPa, 11.1 GPa, and 3.2 GPa respectively. We also determined Young’s modulus using the cyclic tests, which indicated a range of Young’s modulus within each sample suite of less than 3 GPa, and average values for Phases 1, 3, 4, and 5 of 4.6 GPa, 7.2 GPa, 10.9 GPa, and 2.5 GPa respectively. There is good agreement between the Young’s modulus values from UCS and cyclic testing, as the same portion (40-50%) of the peak stress of the loading curve was used for the analysis (Figure 4.8c; with raw data in Supplementary Table C.1, and averages and standard deviations given in Supplementary Table C.4). Increasing Young’s modulus values correspond to an increasing proportion of isolated porosity and therefore to decreasing permeability (Figure 4.9b).
Figure 4.9: (a) Uniaxial tensile strength (UTS; hollow symbols) and uniaxial compressive strength (UCS; filled symbols) as a function of rock density (a proxy for porosity, see Supplementary Table C.1, Supplementary Figure C.1); (b) Young’s modulus as a function of connected porosity, determined from UCS tests (black symbol outlines) and from cyclic tests (no symbol outline); (c) Permeability as a function of Young’s modulus, for 26 mm samples (thin symbol outline) and 37 mm samples (thick symbol outline).
4.4.6 Tensile strength

We performed 66 Brazilian indirect tensile tests to constrain the tensile strength (UTS; Figure 4.8d) and found UTS averages of 2.13 MPa for Phase 1; 2.47 MPa for Phase 3; 3.22 MPa for Phase 4; and 0.96 MPa for Phase 5 (see averages and standard deviation for each phase in Supplementary Table C.4). The results from the Brazilian disk testing correlate well to the UCS and Young’s modulus values, conforming to the trend of lower strength at lower density or higher porosities (Figures 4.8d and 4.9). The variability within each sample set is higher than for UCS (there are more tests), although each phase still has a considerably smaller range than the sample suite as a whole and there is good agreement between the different blocks within the same phase (Supplementary Table C.2).

Figure 4.10: (a) UCS/UTS ratio as a function of density; (b) UCS/UTS ratio as a function of permeability; (c) UCS/UTS ratio as a function of average Schmidt hammer rebound value ($R_L$); and (d) UCS/UTS ratio as a function of Young’s modulus. Phase averages shown in each case. A higher UCS/UTS ratio correlates to lower permeabilities, higher Schmidt hammer rebound values, and higher Young’s modulus values.
4.4.7 UCS/UTS ratio

We show that in our study both compressive and tensile rock strength is inversely proportional to density (Figure 4.9a), and we consider bulk rock density here to be a proxy for total porosity (Supplementary Figure C.1). That said, for a given density the UCS/UTS ratio is highly variable (Figure 4.10a), the ratio for Phases 1, 3, 4 and 5 is 11.8, 10.9, 15.5, and 6.9 respectively. Instead, UCS/UTS ratio systematically decreases with increasing permeability (Figure 4.10b). We also compare the average Schmidt hammer rebound values for each phase to the UCS/UTS ratio, where the Schmidt hammer rebound values increase with increasing UCS/UTS ratio (Figure 4.10c). This is likely due to the sensitivity of the Schmidt hammer to the rock stiffness, as Young’s modulus also correlates very well with the UCS/UTS ratio (Figure 4.10d).

4.5 Discussion

4.5.1 Co-variance of physical and mechanical properties

In this study, we have demonstrated a wide range in physical and mechanical properties of dome rock from Soufrière Hills volcano (SHV). We show how these properties vary in relation to one another, and in addition, by gathering these data from temporally-constrained samples, we are able to speculate how this could reflect the changing eruptive behaviour across this well-observed 15-year eruption. We verify the trends observed in our limited laboratory sample suite using Schmidt hammer rebound testing on a wider range of samples in the field, and find $R_L$ values to be in broad agreement with the observed temporal trends of strength and Young’s modulus. The identified links in physical and mechanical rock properties are necessary for assessing volcano dynamics, and the temporal relationships could prove important if corroborated using a wider suite of rocks.

The SHV dome rocks examined here range in porosity from 19.7% to 40.2%, with inversely-proportional permeabilities spanning the range from $10^{-15}$ to $10^{-11}$ m$^2$. Our corresponding densities of 1.61-2.34 g/cm$^3$ also agree well with the range of densities measured on 85 blocks from block-and-ash flows in 1997 and to the porosity range of 15.1-45.5% observed for a smaller subset of these 1997 lava samples (Formenti and Druitt, 2003). Moreover this spectrum of our samples exceeds the porosity and permeability range spanned by banded pumice samples collected from block-and-ash flow deposits at SHV (Farquharson and
The strength of the dome rocks measured at SHV varies by almost an order of magnitude from 6.2 MPa to 51.1 MPa in compression, and 0.5 MPa to 4.1 MPa in tension, which show a non-linear decrease with increasing porosity and permeability. We demonstrate a higher UCS/UTS ratio for stronger, stiffer material, highlighting the different effect of pore connectivity on compressive and tensile strength. This is an important consideration when modelling structural dome instability, as using a constant UCS/UTS ratio in numerical models could result in overestimation of a dome’s tensile strength, and therefore underestimation of the failure likelihood of the unconfined portion of lava domes. The current SHV dome at Montserrat may have cooled to an extent where viscous flow no longer dominates eruptive behavior (Ball et al., 2015); as such, tests of rock properties at ambient temperatures are relevant to the modelling of ongoing stability of the volcano, but moreover, a number of studies have demonstrated that the strength of volcanic rock at elevated temperature is either comparable (Heap et al., 2014a, 2018b) or higher (Schaefer et al., 2015; Coats et al., 2018) than at room temperature, suggesting that domes are at their weakest following cooling.

For the same sample suite, Young’s modulus values range from 1.4 GPa to 12.3 GPa and correspond to higher values in less porous, denser samples (Figure 4.9b). A strong correlation is shown between Young’s modulus and sample permeability (Figure 4.9c), where lower permeabilities correlate to higher stiffness values. This suggests a dependence of Young’s modulus on not only porosity, but also pore connectivity, which also controls the permeability.

Mechanical data from experiments show a general trend of increasing strength (compressive and tensile) and stiffness in samples from Phase 1 to Phase 4, with a corresponding decrease in permeability (and increasing proportion of isolated pores). The samples from Phase 5 show significantly lower strength and stiffness and have both the highest porosity and permeability. Therefore porosity can be considered as a controlling factor in both strength and stiffness of volcanic rocks (as described previously for other volcanic rocks; Heap et al., 2014b, 2016b; Schaefer et al., 2015; Colombier et al., 2017; Marmoni et al., 2017; Coats et al., 2018). We compare the correlation between porosity and uniaxial compressive strength in this dataset to published data from other dome-building volcanoes (Volcán de Colima, Mexico, Mount St. Helens, USA, and Mt. Unzen, Japan) and find that our samples fit well with existing data (Figure 4.8b). Although we speculate that the properties identified in this study could suggest a temporal evolution in mechanical behaviour at Soufrière Hills, we show here that examining
the mechanical properties as a function of the physical rock properties may be more appropriate.

Although cracks are present in these samples (particularly in Sample M), we note that the samples in this study do not show the pervasive micro-fractured textures that have been observed in similar andesites from Volcán de Colima (Heap et al., 2014a). The QEMSCAN images highlighting porosity (Figure 4.3e-h) show that the samples with higher porosities (e.g. Sample J from Phase 5) have larger, more heterogeneously distributed pore space with a higher degree of connectivity. Lamur et al. (2017) showed that the addition of a macro fracture in samples with relatively high porosity (above 18%) has little impact on the resultant permeability, and as such we surmise that permeability in our sample suite is controlled by pre-existing pore connectivity, rather than pervasive fractures.

Further, we also demonstrate that pore morphology and connectivity has an important control on mechanical properties (UCS, UTS, and Young’s modulus); where total porosity is similar (Phases 1, 3 & 4), lower connectivity (and thus permeability) in Phase 1, then Phase 3, and finally lowest in Phase 4, corresponds to a significant increase in compressive (7% from Phase 1 to 3 and 85% from Phase 3 to 4) and tensile (16% from Phase 1 to 3 and 30% from Phase 3 to 4) strength, and stiffness (Young’s modulus, 35% from Phase 1 to 3 and 53% from Phase 3 to 4). By showing that the rocks are not heavily micro-fractured and pore connectivity is a controlling factor in mechanical behaviour, we also demonstrate that differences found between the rocks in this study are unlikely to be due to damage during transport in pyroclastic density currents, and rather represent the textural heterogeneity of the eruptive products.

In order to establish whether porosity is exerting the only control on the mechanical properties of the rocks tested here, we also examine the mineralogy of the samples. Variation in glass, silica polymorph and plagioclase content is non-systematic through time, although we do see co-variance of a number of physical and mechanical properties. For example, total crystallinity (Table 4.2) as a proportion of the solid fraction of each sample (i.e. excluding the glass and silica polymorph phase) correlates positively to the mechanical behaviour (Figure 4.11), with the lowest crystallinity (Phase 5, 62-66% crystallinity) corresponding to the lowest rock strength and Young’s modulus (UTS = 1.0 MPa, UCS = 6.6 MPa, YM = 2.9 GPa), and the highest crystallinity (Phase 4, 75-81% crystallinity) corresponding to the highest rock strength and Young’s modulus (UTS = 2.8 MPa, UCS = 49.9 MPa, YM = 10.7 GPa). Such relationships of strengthening
with increasing crystallinity have been noted in partially crystalline polymers (e.g. Brady, 1976). The crystallinity-strength relationship at a dome-building volcano was discussed by Bain et al. (2018), where low crystallinity samples were associated with low repose times between volcanic explosions, and therefore low residency times within the upper conduit and dome. We speculate that a longer residence time at elevated temperature within the volcano leads to increased densification of material as well as increased crystallization. This could have particular importance when considering the likely mechanical behaviour of dome rock.

The relationship between crystal fraction and strength was modelled up to 40% crystallinity by Heap et al. (2016b), who found that UCS decreased with increasing crystal content up to 15%; our system differs in that it exceeds the maximum loose packing as the groundmass has crystallized and interlocked in-situ, and thus is contrasting to the simplified two-phase system modelled in Heap et al. (2016b). As observed by previous work (e.g. Zorn et al., 2018), porosity and crystallinity are inversely proportional (Figure 4.11); the more porous samples have lower crystallinity and are more glassy than the denser samples. Thus despite the correlation between crystallinity and strength, it is difficult to determine if there is an independent effect of crystallinity with the
sample suite tested, as porosity is generally believed to impart the greatest control on strength (e.g. Kendrick et al., 2013; Heap et al., 2014a, 2016b; Farquharson et al., 2015; Schaefer et al., 2015; Coats et al., 2018).

We also use Schmidt hammer testing to support the laboratory results. The Schmidt hammer is a well-known tool for field testing to infer both UCS and Young’s modulus (Katz et al., 2000; Ylmaz and Sendr, 2002; Dinçer et al., 2004; Yagiz, 2009). We do not directly correlate our Schmidt hammer results to UCS values here due to the variability in published correlations, however we see that the raw data from the Schmidt hammer index testing shows a similar trend to UCS results (Figures 4.10b, c). This supports our UCS data by providing analysis of a larger sample set, although the Schmidt hammer results differ from the UCS results by indicating a more similar strength between the samples from Phase 3 and Phase 4. The slight discrepancy between the Schmidt hammer data and the experimental results likely arises from the sensitivity of the Schmidt hammer to sample porosity (Yasar and Erdogan, 2004; Aydin and Basu, 2005; Yagiz, 2009). As the rock porosities appear to have very similar ranges in Phases 1, 3, and 4, we suggest the Schmidt hammer is insensitive to the small differences in pore connectivity, as evidenced by the permeability differences which seem to correlate to tensile and compressive strength as well as stiffness observed in the mechanical tests. The Schmidt hammer does however show clearly that the samples from Phase 5 are the weakest material tested.

### 4.5.2 Links to eruptive activity

We find a slight increase in strength from Phase 1 to Phase 3 (Figures 4.8a, c, d), as well as slightly lower permeabilities than those from Phase 1 and a significant increase in glass recrystallization to silica polymorphs which can serve to block pores by vapor phase deposition (Horwell et al., 2013) and decrease permeability. The lack of explosions during Phase 3 (Wadge et al., 2014) and enhanced residence time in the lava dome as a result could explain these textural differences to the earlier phases of the eruption. Phase 3 had one major collapse on the 20 May 2006 (from which the Phase 3 samples in this study are collected) compared to several collapses in the earlier phases. The average extrusion rates are however very similar in Phase 1 and Phase 3, at 4.5 m$^3$s$^{-1}$ and 5.3 m$^3$s$^{-1}$ respectively. This could explain the similar porosities between the samples from each phase (e.g. Collombet, 2009), and therefore the similarities in strength (e.g. Coats et al., 2018). It is important to note that the extrusion rates within each phase were
highly variable, as shown in Figure 4.2, and therefore the rock properties defined in the study are likely to be determined by short-term emplacement conditions, rather than representative of the whole eruptive phase.

Unlike the other eruptive phases at Soufrière Hills, Phase 4 occurred in 2 short episodes from 8 August 2008 until 8 October 2008, and then from 2 December 2008 until 3 January 2009 (Stinton et al., 2017). The samples from Phase 4 are collected from the eruption on 29 July 2008 and are the strongest of the erupted products tested here. The other rocks in this study are samples from events that occurred during periods of active extrusion and so are likely to have been stored in the dome for shorter time periods, whereas the Phase 4 products follow a period of quiescence and are likely to have had longer residence times within the lava dome, or have been excavated material from the conduit. Previous work (Horwell et al., 2013) has shown that recrystallization that occurs after emplacement of material within the dome is likely to increase the fraction of silica polymorphs (likely to be cristobalite) at the expense of glass. Horwell et al. (2013) suggested that by additionally filling pore space with recrystallized silica polymorphs, rock strength may be increased; although it is difficult to distinguish between all the contributing variables, recrystallization of interstitial glass to silica polymorphs (Table 4.2) is highest in the strongest samples, present in Phases 3 and 4.

It is clear here that understanding the events preceding each collapse (Table 4.1) is an important factor in determining a rock’s history, and therefore its likely mechanical properties. For example, although the samples from Phases 4 and 5 in this study are both collected from deposits that are associated with explosions, they exhibit very different mechanical properties. The 29 July 2008 event marked the beginning of Phase 4a and was preceded by no extrusion (Table 4.1); therefore, the material from this event is likely to be mechanically distinct from material that collapses during extrusion. This is important to feed into future numerical models, as it suggests increased mechanical strength from alteration following increased repose time.

Phase 5 at SHV was also short-lived compared to Phases 1 and 3, but was punctuated by several vulcanian explosions and did not contain the frequent small scale collapses seen in Phase 1 (Stinton et al., 2014a). The time-averaged extrusion rate during Phase 5 is estimated at 7 m$^3$s$^{-1}$. The samples from Phase 5 have larger phenocrysts than samples from the previous two phases (Figure 4.3), suggesting a longer crystallisation time of magma prior to the final ascent and eruption. This could be due to the absence of wholesale dome collapse after May 2006 (Figure 4.2), that plugged the upper conduit, preventing magma extrusion.
We also suggest that the high permeability of the Phase 5 samples contributes to efficient outgassing of the dome, leading to relatively degassed magma; as previously observed by Cole et al. (2014).

All dome material emplaced from the beginning of the eruption in 1995 until May 2006 was removed by repeated collapse events (Wadge et al., 2014). Extrusion resumed almost immediately after the May 2006 collapse, and dome growth in Phases 4 and 5 occurred primarily on top of the remaining Phase 3 dome. The February 2010 collapse likely removed most of the material emplaced in Phase 4, suggesting the dome that still remains on Montserrat mostly comprises material emplaced in Phases 3 and 5. We suggest therefore that future modelling efforts of the current dome include rock heterogeneity (both temporal, and spatial if available), as this could significantly influence overall structural stability (e.g. Schaefer et al., 2013).

### 4.6 Conclusions

We present here a study of the physical and mechanical properties of a suite of temporally-constrained rocks from Soufrière Hills volcano (SHV). We clearly demonstrate the variability and co-variance of physical and mechanical rock properties (porosity, permeability, UCS, UTS, Young’s modulus, and Schmidt hardness) across a broad spectrum volcanic rocks, representative of the extruded products of SHV (e.g. Formenti and Druitt, 2003). These parameters vary extensively for the materials tested. Across all phases, we observe a range in connected porosity of 19.7-40.2%, permeability of $10^{-15}$ to $10^{-11}$ m$^2$, tensile strength of 0.53-4.15 MPa, compressive strength of 6.2-51.1 MPa, Young’s modulus of 1.39-12.29 GPa, and Schmidt hammer rebound values of 12.5-47.9. We find that while porosity has a dominant control on strength and Young’s modulus, higher pore connectivity (at a given porosity) also weakens material, decreases the UCS/UTS ratio and enhances permeability by up to two orders of magnitude. In addition, we show how more crystalline samples have lower porosity, and have the lowest proportion of pristine glass. Both higher total crystallinity, and higher recrystallization of glass into silica polymorphs correlate with higher strength and Young’s modulus in our sample suite, though these also correlate positively to the control porosity has on strength and thus crystallinity is judged to have a lesser influence.

The temporal evolution, from the samples tested in the laboratory and field
in this study, indicates an increase in rock strength from Phase 1 to Phase 3 to Phase 4, and then shows a large decrease in strength in samples from Phase 5 of the eruption, with all samples following the same physical and mechanical relationships as defined above. We acknowledge that the samples tested in this study only provide us with a snapshot during the phases of a complicated eruptive history at SHV, and that more samples would be required from varied locations to test if this trend is truly observed for the eruption as a whole. However, our dataset demonstrates a large range in mechanical properties (strength, stiffness) that can be linked to the rock’s texture (porosity, crystallinity) and permeability, and we use field Schmidt hammer testing to support the laboratory investigation, finding good correlation.

We conclude that even at a volcano with a narrow range of eruptive material and chemical composition, taking single values for mechanical parameters is insufficient for the purpose of numerical modelling. Consequently, the inclusion of temporal and spatial heterogeneity should be strongly considered in future structural stability models.
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Chapter 5

Discussion and conclusions

This final chapter presents a summary of the key techniques and findings so far and I also show how the findings from each chapter can be brought together by presenting a suite of models that explore the effect of rock properties on dome stability. Finally I discuss how this influences the overall state of knowledge regarding lava dome collapse. For specific discussions and conclusions related to the publications presented in this thesis, I refer the reader to the relevant sections within Chapters 2, 3, and 4.

5.1 Effect of rock strength on dome stability

In Chapter 3, I highlighted that talus properties were crucial to the accumulation of shear strain within the dome. It is clear from the results in Chapter 4 that rock strength can be highly variable in volcanic environments, and more realistic rock properties must be estimated by scaling the properties determined in the laboratory. Therefore in this final Chapter, I present a new suite of models that incorporate the rock properties identified for SHV products (Chapter 4) into the DEM models presented in Chapter 3 to investigate the effect of rock strength on overall dome stability.

Incorporating strengthening of rock properties during active dome growth is not yet implemented in the models presented in Chapter 3, hence I use the emplaced domes shown in Figures 3.4 and 3.5 as initial conditions for models investigating the effect of rock strength on dome stability. By using the models presented in Chapter 3 as initial conditions, I am testing the relative effect of rock strength on a given dome morphology and acknowledge that the reality of development of dome-scale rock strength during active growth is more complex.
The models presented in Chapter 3 were uncalibrated, as the talus material simply adopted the properties of the fluid core material, but with additional bonding to ensure behaviour as a solid. The modelled scenarios presented here are created using the methodologies outlined in Appendix A.1 and in order to explore the effect of rock strength, I define three different rock property scenarios, shown quantitatively in Table 5.1:

1. **Intact strong**: the model is calibrated to the strongest intact rock properties found at Soufrière Hills. This corresponds to the average properties of Phase 4 material (Table C.4).

2. **Intact weak**: the model is calibrated to the weakest intact rock properties found at Soufrière Hills. This corresponds to the average properties of Phase 5 material (Table C.4).

3. **Rock-mass**: The model is calibrated to rock-mass properties, referring here to a scaled version of the weakest Phase 5 properties. For this scaling, the original rock properties are reduced by 80% (i.e. a fifth of the original properties), following the Volcán de Colima model validation shown in Section 1.4. This is in alignment with other scaling relationships proposed in the literature, as discussed in Section 5.2.

Table 5.1: Mechanical properties (Uniaxial Compressive Strength, Uniaxial Tensile Strength, and Young’s modulus) for each of the modelled rock strength scenarios. Intact strong rock properties correspond to the strongest identified SHV products (Phase 4) and intact weak rock properties correspond to the weakest identified SHV products (Phase 5); SHV phase averages shown in Table C.4.

<table>
<thead>
<tr>
<th></th>
<th>UCS (MPa)</th>
<th>UTS (MPa)</th>
<th>E (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intact strong</td>
<td>49.82</td>
<td>3.22</td>
<td>10.94</td>
</tr>
<tr>
<td>Intact weak</td>
<td>6.59</td>
<td>0.96</td>
<td>2.67</td>
</tr>
<tr>
<td>Rock-mass</td>
<td>1.32</td>
<td>0.19</td>
<td>0.53</td>
</tr>
</tbody>
</table>

The uncalibrated models presented in Chapter 3 are significantly weaker than the rock-mass models presented here, as shown by the PFC micro-properties attributed to each model scenario (Table 5.2). The magma properties are kept constant between all scenarios, as I do not explore the effect of viscosity on dome morphology or stability; a discussion of sensitivity to fluid properties in DEM can be found in Husain et al. (2014).
5.1 Effect of rock strength on dome stability

Table 5.2: PFC micro-properties used to achieve the macro-behaviour for the following scenarios: uncalibrated (Chapter 3), rock-mass (20% of Phase 5), intact weak (Phase 5), intact strong (Phase 4). Bond properties shown as named in PFC: $f_{\text{ten}}$ = tensile strength, $f_{\text{coh}}$ = cohesion, $emod$ = Young’s modulus, $f_{kn}$ = normal stiffness, and $f_{ks}$ = shear stiffness.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$f_{\text{ten}}$ (Pa)</th>
<th>$f_{\text{coh}}$ (Pa)</th>
<th>$emod$ (Pa)</th>
<th>$f_{kn}$ (Pa)</th>
<th>$f_{ks}$ (Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncalibrated</td>
<td>$1.0 \times 10^6$</td>
<td>$1.0 \times 10^6$</td>
<td>$2.0 \times 10^8$</td>
<td>$1.0 \times 10^8$</td>
<td>$1.0 \times 10^8$</td>
</tr>
<tr>
<td>Rock-mass</td>
<td>$8.0 \times 10^5$</td>
<td>$1.3 \times 10^6$</td>
<td>$1.2 \times 10^9$</td>
<td>$6.4 \times 10^8$</td>
<td>$6.4 \times 10^8$</td>
</tr>
<tr>
<td>Intact Weak</td>
<td>$4.0 \times 10^6$</td>
<td>$7 \times 10^6$</td>
<td>$5.6 \times 10^9$</td>
<td>$3.0 \times 10^9$</td>
<td>$3.0 \times 10^9$</td>
</tr>
<tr>
<td>Intact Strong</td>
<td>$1.4 \times 10^7$</td>
<td>$5.4 \times 10^7$</td>
<td>$2.4 \times 10^{10}$</td>
<td>$1.3 \times 10^{10}$</td>
<td>$1.3 \times 10^{10}$</td>
</tr>
</tbody>
</table>

5.1.1 Gravitational failure

I show domes with incorporated rock properties (each scenario shown in Table 5.1) for each of the solidus pressures explored in Section 3.3.1 (0.2 MPa, 0.4 MPa, and 0.8 MPa). In each case, the initial conditions are taken as the respective fully emplaced domes shown in Figures 3.4 and 3.5. This initial condition is restored, and extrusion ceased in order to isolate the effect of gravity on the dome. In addition to these scenarios, I show a cooled dome, whereby the dome has all been turned to talus in the model and there is no longer any fluid material in the centre. All models are shown at the same model age to ensure fair comparison.

All modelled scenarios are visualised using both normalised shear strain (Figures 5.1, 5.3, and 5.5), as explained in Section 3.2.3, and lateral displacement (Figures 5.2, 5.4, 5.6). Lateral displacement (i.e. x-direction only) is used as a quantitative measure for instability. Total displacement (in both x and y directions) is shown by the magnitude and direction of arrows. Visualising total displacement highlights where there is a rotational nature to the slope movement. By isolating the lateral displacement, I focus on the material that has the most potential to lead to landsliding, as the accepted definition of a landslide by Varnes (1958) was “downward and outward” movement.

I use area percentage of material displaced more than 1 m as analogous to relative collapse volume ($\Delta V/V$, Chapter 2), and refer to it as the ‘unstable material volume’ herein, in order to quantitatively explore the sensitivity of dome stability to rock strength. This is an arbitrary cut-off designed to show where the potential for large-scale failure is, and in all figures, displacement is shown on a gradual colour scale from 0-5 m displacement. To limit computational time, I do not model the whole collapse process, but rather highlight areas of developing instability.
Figure 5.1: PFC model results using a solidus pressure of 0.2 MPa (see Figure 3.5a for initial condition), and testing the stability of the dome for talus with intact strong properties, talus with intact weak properties, and talus with rock-mass properties. All panels visualised using normalised shear strain.
Figure 5.2: PFC model results using a solidus pressure of 0.2 MPa (see Figure 3.5a for initial condition), and testing the stability of the dome for talus with intact strong properties, talus with intact weak properties, and talus with rock-mass properties. All panels visualised by displacement, where colour shows lateral displacement, and arrows show total displacement (>0.5 m). Arrow length is proportional to displacement, and maximum displacement = 19.8 m.
Figure 5.3: PFC model results using a solidus pressure of 0.4 MPa (see Figure 3.4c for initial condition), and testing the stability of the dome for talus with intact strong properties talus with intact weak properties, and talus with rock-mass properties. All panels visualised using normalised shear strain.
Figure 5.4: PFC model results using a solidus pressure of 0.4 MPa (see Figure 3.4c for initial condition), and testing the stability of the dome for talus with intact strong properties, talus with intact weak properties, and talus with rock-mass properties. All panels visualised by displacement, where colour shows lateral displacement, and arrows show total displacement ($>0.5$ m). Arrow length is proportional to displacement, and maximum displacement $= 15.7$ m.
Figure 5.5: PFC model results using a solidus pressure of 0.8 MPa (see Figure 3.5b for initial condition), and testing the stability of the dome for talus with intact strong properties talus with intact weak properties, and talus with rock-mass properties. All panels visualised using normalised shear strain.
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Figure 5.6: PFC model results using a solidus pressure of 0.8 MPa (see Figure 3.5b for initial condition), and testing the stability of the dome for talus with intact strong properties, talus with intact weak properties, and talus with rock-mass properties. All panels visualised by displacement, where colour shows lateral displacement, and arrows show total displacement (>0.5 m). Arrow length is proportional to displacement, and maximum displacement = 6.7 m.
Figure 5.7: PFC model results for a dome emplaced with a solidus pressure of 0.4 MPa (see Figure 3.4c for initial condition), but all turned to rock to simulate a cooled lava dome. Stability of the dome tested for talus with intact strong properties talus with intact weak properties, and talus with rock-mass properties. All panels visualised using normalised shear strain.
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Figure 5.8: PFC model results for a dome emplaced with a solidus pressure of 0.4 MPa (see Figure 3.4c), but all turned to rock to simulate a cooled lava dome. Stability of the dome for talus with intact strong properties, talus with intact weak properties, and talus with rock-mass properties. All panels visualised by displacement, where colour shows lateral displacement, and arrows show total displacement (>0.5 m). Arrow length is proportional to displacement, and maximum displacement = 7.2 m.
Table 5.3: Summary table showing the percentage of material that has displaced by >3 m, >2 m, and >1 m, for all modelled scenarios. This includes solidus pressures of 0.2 MPa, 0.4 MPa, 0.8 MPa, and the scenario where the whole dome is solid rock.

<table>
<thead>
<tr>
<th>Solidus</th>
<th>Strong</th>
<th>Weak</th>
<th>Rock-mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 MPa</td>
<td>0.36</td>
<td>1.12</td>
<td>46.15</td>
</tr>
<tr>
<td></td>
<td>0.41</td>
<td>0.83</td>
<td>4.11</td>
</tr>
<tr>
<td>0.4 MPa</td>
<td>0.14</td>
<td>0.51</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.67</td>
<td>0.28</td>
</tr>
<tr>
<td>0.8 MPa</td>
<td>0.14</td>
<td>0.83</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>0.31</td>
<td>1.86</td>
<td>2.43</td>
</tr>
<tr>
<td>All rock</td>
<td>1.73</td>
<td>3.91</td>
<td>10.96</td>
</tr>
<tr>
<td></td>
<td>7.14</td>
<td>11.12</td>
<td>17.62</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.07</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>0.41</td>
<td>1.12</td>
<td>4.11</td>
</tr>
<tr>
<td>0.2 MPa</td>
<td>0.36</td>
<td>1.12</td>
<td>46.15</td>
</tr>
<tr>
<td></td>
<td>0.41</td>
<td>0.83</td>
<td>4.11</td>
</tr>
<tr>
<td>0.4 MPa</td>
<td>0.14</td>
<td>0.51</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.67</td>
<td>0.28</td>
</tr>
<tr>
<td>0.8 MPa</td>
<td>0.14</td>
<td>0.83</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>0.31</td>
<td>1.86</td>
<td>2.43</td>
</tr>
<tr>
<td>All rock</td>
<td>1.73</td>
<td>3.91</td>
<td>10.96</td>
</tr>
<tr>
<td></td>
<td>7.14</td>
<td>11.12</td>
<td>17.62</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.07</td>
<td>0.15</td>
</tr>
</tbody>
</table>

This is done for calibrated rock strength scenarios of strong, weak, and rock-mass.

Table 5.3: Summary table showing the percentage of material that has displaced by >3 m, >2 m, and >1 m, for all modelled scenarios. This includes solidus pressures of 0.2 MPa, 0.4 MPa, 0.8 MPa, and the scenario where the whole dome is solid rock.
In all cases, the unstable material volume increases as rock strength decreases, with the maximum unstable volumes in domes with rock-mass properties. In the dome with solidus pressure of 0.4 MPa, presented first in Chapter 3 and used here as the initial condition, the dome with intact weak properties has an unstable material volume (displacement >1 m) of 42.9%, whereas the dome with rock-mass properties has an unstable material volume of 58.8% (Table 5.3). This shows the impact that rock property scaling can have on numerical model outputs, discussed further in Section 5.2. The sensitivity analysis of solidus pressure also shows that lower solidus pressures result in higher unstable material volumes; this is likely due to the large proportion of liquid material decreasing the strength of the dome as a whole. This supports the conclusion in Chapter 3 that solidus pressure can control the volume of material involved in collapse, and shows that the same result is given by the model following incorporation of realistic rock properties.

5.1.2 Internal pressurisation

I also investigate the effect of rock strength on domes subjected to increased internal pressurisation. Similarly to the models isolating the effect of gravity on dome stability, the models in this section begin by initialising a fully emplaced dome as an initial condition, where extrusion has ceased. Following the methodology outlined in Section 3.3.3, an upward force equivalent to a 5 MPa pressure was applied to a hemispherical region above the conduit exit. This was carried out for the three rock property scenarios (intact strong, intact weak, and rock-mass) and visualised using normalised shear strain (Figures 5.11) and displacement (Figure 5.12). These models again show that displacement increases as rock strength decreases. In both the intact weak and rock-mass property scenarios, displacement is seen to accumulate within the core material, showing the development of a potential deep-seated failure plane. The rotational nature of the failure is highlighted by the vertical motion of material towards the apex of the dome, and complete lateral motion of the material on the flanks of the dome (e.g. Figure 5.12c).

The analysis of relative collapse volumes in GLADIS suggested that dome failure due to internal pressurisation involved a greater proportion of the dome than gravitational failures (average of 68% compared to an average of 50%). Calculating the unstable material volume in the models allows comparison of failures due to gravity and internal pressurisation within the models, as well as relative to the database analysis. For all modelled scenarios using intact
properties, the proportions of unstable material are found to be lower than those from *GLADIS*. The models using rock-mass properties however show that 59% of material has been displaced by more than 1 m in the model subjected purely to gravitational forces, and 65% of material has been displaced by more than 1 m in the model with internal pressurisation (Figure 5.9). These compare well to the averages from *GLADIS*. In the models with higher rock strengths, little difference is seen between the gravitational and pressurised models. This is likely due to the upward force acting against the downward gravitational force, thus balancing out the resisting and disturbing forces in the system. The rock-mass scenario shows the largest difference in unstable material volumes between pressurisation and gravitational models. This could be explained using the theory set out by *Voight and Elsworth* (2000), whereby the weak rock allows development of a failure plane due to the effect of gravity, and the upward force acts on this failure plane to further mobilise the overlying rock unit.

For a fuller exploration of the ways in which pressurisation (shown here by an upward force) affects a lava dome, the model would need to explicitly consider rock permeability. This has been shown to control overall rock strength both in this study (Chapter 4) and studies by other authors (e.g. *Mueller et al.*, 2005, 2008). It would also be necessary to incorporate fractures into the rock-mass to provide pathways of outgassing; this is currently beyond the capabilities of this software.
5.1.3 Effect of dome size

A conclusion from Chapter 2 was that the dome volume at the time of collapse does not influence the mechanism of collapse. In Chapter 3, deep-seated rotational failures were identified in both the large (conduit width = 50 m) and small (conduit width = 20 m) domes, supporting the conclusion from GLADIS that collapse mechanism is insensitive to original dome volume. To verify this conclusion is still supported by models with realistic rock properties, I show a large dome, emplaced with a solidus pressure of 0.4 MPa for each of the rock property scenarios (Figures 5.13, 5.14). Limited shear strain accumulation is seen in the intact strong and weak scenarios (Figures 5.13a, b), likely because material is moving as a coherent block. When visualising the model scenarios by displacement, development of deep-seated rotational failure planes are evident in all scenarios, with displacement increasing as rock strength decreases.

![Graphs showing comparison of unstable material volume (by area %) for dome emplaced using different conduits and solidus pressures.](image)

Figure 5.10: Comparison of unstable material volume (by area %) for dome emplaced using a 20 m conduit and solidus pressure of 0.4 MPa (squares), dome emplaced using a 20 m conduit and solidus pressure of 0.2 MPa (triangles) and dome emplaced using a 50 m conduit and solidus pressure of 0.4 MPa, for (a) displacement > 3 m, (b) displacement between 2 m and 3 m, and (c) displacement between 1 m and 2 m.
Figure 5.11: PFC model results using a solidus pressure of 0.4 MPa (see Figure 3.4c for initial condition) after application of 5 MPa internal pressure, and testing the stability of the dome for talus with intact strong properties talus with intact weak properties, and talus with rock-mass properties. All panels visualised using normalised shear strain.
Figure 5.12: PFC model results using a solidus pressure of 0.4 MPa (see Figure 3.4c for initial condition) after application of 5 MPa internal pressure, and testing the stability of the dome for talus with intact strong properties, talus with intact weak properties, and talus with rock-mass properties. All panels visualised by displacement, where colour shows lateral displacement, and arrows show total displacement (>0.5 m). Arrow length is proportional to displacement, and maximum displacement = 16.0 m.
Figure 5.13: PFC model results using a conduit width of 50 m and solidus pressure of 0.4 MPa (see Figure 3.6 for initial condition), and testing the stability of the dome for talus with intact strong properties talus with intact weak properties, and talus with rock-mass properties. All panels visualised using normalised shear strain.
Figure 5.14: PFC model results using a conduit width of 50 m and solidus pressure of 0.4 MPa (see Figure 3.6 for initial condition), and testing the stability of the dome for talus with intact strong properties, talus with intact weak properties, and talus with rock-mass properties. All panels visualised by displacement, where colour shows lateral displacement, and arrows show total displacement (>0.5 m). Arrow length is proportional to displacement, and maximum displacement = 32.7 m.
I conclude therefore that the collapse mechanism is scale independent, but the unstable material volume is influenced by original dome size. As shown in Section 3.3.2, the height/width ratio is approximately 1:3 in both the large and small dome, suggesting that the emplacement process is scale independent in these models. The collapse process, however, is linked to scale: for example, 74% of the large dome with intact weak properties has been displaced more than 1 m, whereas this is only 68% (Figure 5.10) for the small dome. It is logical for the larger dome to have higher relative volumes of unstable material as there is a larger mass and the absolute height is larger, therefore the material has higher gravitational potential energy. The similar collapse mechanisms could also be influenced by the similar morphologies of both domes. The effect of dome geometry is not explored further in this project, but could be explored by incorporating rock strength development throughout emplacement (further discussed in Section 5.4).

The core/talus proportions are affected by dome size; relative core volume fraction also affects the unstable material volume, as concluded in Chapter 3. The small dome with a solidus pressure of 0.4 MPa had a core proportion of 37.3% and talus proportion of 62.7% (Table 3.1) whereas the large dome with a solidus pressure of 0.4 MPa had 23.0% core and 77.0% talus. Despite the difference in core/talus proportions between the various modelled scenarios, all domes in this study fit the theory of Griffiths and Fink (1993) who found that a dome of 1 km width only requires an outer crust of 10 m in order to control dome spreading. The thinnest outer talus layer is observed in the model with a solidus pressure of 0.2 MPa, where the minimum talus thickness is $\sim 3$ m for a dome of overall thickness of 220 m (Figure 3.5).

5.2 Rock property scaling

The effect of scale on rock properties has been widely discussed in geotechnical literature, with a general consensus that there is a considerable reduction in strength with increasing sample size. Creating a robust relationship between sample size and strength becomes challenging at larger sample sizes due to the practical difficulties in conducting large scale compression testing. The relationship between sample size and strength is shown to be non-linear by Hoek and Brown (1980) (Figure 5.15). The scale effect is attributed within the literature to increased heterogeneity at increased sample size and greater probability that micro-cracks will coalesce, leading to unstable crack propagation
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and large scale damage to the rock-mass (Hoek and Brown, 1997; Stavrou and Murphy, 2018). At the intact laboratory scale, it is also unlikely that large discontinuities are not accounted for, e.g. when the discontinuity spacing at rock-mass scale exceeds the laboratory scale sample size. According to the Hoek and Brown (1980) scaling law, a 50 mm sample should be scaled to approximately 80% of its intact strength in order to represent a 200 mm sample (Figure 5.15).

Figure 5.15: Effect of sample size on uniaxial compressive strength of intact rock, from Hoek and Brown (1980), where the y-axis is the strength, normalised by the strength of a 50 mm diameter sample.

There have been even fewer studies exploring the relationship between sample size and Young’s modulus (e.g. Pratt et al., 1972; Yoshinaka et al., 2008). Studies so far have suggested little to no impact of sample size on Young’s modulus, however these studies do not compare the same testing methods. In recent years, there has been increasing evidence that Young’s modulus values should be scaled for application to volcanic rock-masses due to the unique fracture state found particularly in a dome carapace (e.g Heap et al., 2018a).

Scale effects have been explored for geotechnical applications through the use of the Rock Mass Rating (RMR; Bieniawski, 1978) and Geological Strength Index (GSI; Hoek et al., 1992; Hoek and Brown, 1994), where rock-mass strength is reduced based on different geological conditions. RMR considers the spacing, condition and orientation of discontinuities alongside the uniaxial compressive strength of the material and qualitatively classifies the rock from “very poor rock” to “very good rock”. GSI characterises blocky rock-masses by determining
the interlock of blocks, and the condition of discontinuities (del Potro and Hürlimann, 2008), and this ranges from intact/massive, to laminated/sheared as end members. GSI relates qualitative RMR values to quantitative adaptations of the Hoek-Brown criterion, thus giving predicted compressive strength values for a rock-mass. Bieniawski (1989) suggested that rock-mass strength is as little as 15% of its intact equivalent. Both the RMR and GSI schemes have been applied in volcanic environments by previous authors (Watters et al., 2000; Okubo, 2004; Thomas et al., 2004; Heap et al., 2018b). The study by Thomas et al. (2004) found a 96% reduction in compressive strength between intact samples and the rock-mass scale.

It is clear that there is not a standard rule for applying intact properties to the rock-mass scale. Therefore I use the scaling determined by the model of Volcán de Colima (rock-mass strength = 20% of intact rock strength, as determined in Section 1.4) as it is specific to lava domes.

A recent study by Heap et al. (2018b) determined a talus rock strength of 110 MPa in the laboratory, and using the generalised Hoek-Brown failure criterion and a GSI of 50 (very blocky, fair-good rock-mass), determine a scaled dome strength of 6.6 MPa. This estimate does not consider the effect of the viscous dome core on the overall dome strength and is therefore likely an overestimate. In this study, I have estimated a rock-mass dome strength of 3.7 MPa at Volcán de Colima (Section 1.4.1), and of 1.32 MPa at SHV (Table 5.1). These are on the same order of magnitude as the estimates from Heap et al. (2018b); as these estimates are derived from models that include both solid talus and a viscous dome core, they are expectedly lower as the dome core decreases the overall strength of the edifice. Assessing these findings in conjunction with those from Heap et al. (2018b) shows how much weaker the overall dome strength is compared to laboratory estimates of single blocks.

The models conducted as part of this study have therefore shown that the inclusion of scaled mechanical properties is crucial to any study of volcanic instability, and I have shown that incorporating rock strength at a rock-mass scale can increase possible unstable material volumes by up to a factor of four (Figure 5.9). This agrees with other recent work highlighting the importance of rock property scaling within volcanological models, particularly with regards to lava dome instability (Heap et al., 2018a,b).
5.3 Wider implications

5.3.1 Timescales

As discussed in Section 3.2.2, the simulations in this model run close to real time and for this reason, I am unable to explicitly compare modelled timescales to real world timescales. In the model of dome growth at Volcán de Colima (Section 1.4), I was able to compare the height and radius evolution of the dome by defining known points in the model time. I was able to define (in both the imagery and the model) the point in time at which the dome grew sufficiently to reach the break in slope. Using this and a known start of extrusion, I could normalise model time to reflect the observational data, thus allowing comparison of the dimensions on the same timescale, but shown in terms of normalised model time steps (Figure 1.13).

The emplacement and collapse models presented throughout Chapter 3 and in Section 5.1.1 of this Chapter are however difficult to relate to a real timescale. They remain indicative of process, and by showing the domes at the same model age, the amount of strain in a given time period can be fairly compared. Given the successful demonstration of modelling lava dome emplacement and evolution using the methods presented here, I suggest that in order to work towards truly predictive models, the simulations would need to be adapted for one specific eruptive scenario and left to run so that real timescales could be discerned. This could make it possible to suggest timings of collapse relative to milestones in dome growth being reached, but would require high performance computing and significant optimisation of code to ensure that models could be run on a timescale useful to decision makers.

5.3.2 Growth style

The numerical models presented throughout this project explicitly represent endogenous domes, as dome growth occurs through addition of magma to the base of the dome, rather than by reaching the dome surface and extruding as lava lobes or spines. The presence of shear bands in the model (Section 3.4.1) suggested that exogenous dome growth could occur, but it is not directly simulated in the models. Hale et al. (2009a) discusses this in relation to the suite of FEM models summarised in Section 1.2.2, where their suite of finite element models is only grown endogenously as exogenous growth requires the implementation of
additional physics which is still not fully understood or able to be refined using finite elements. Husain et al. (2018) suggest that it is possible to model exogenous dome growth in PFC by varying both the flow rate and magma viscosity; low flow rates and high viscosity lead to exogenous growth of spines, whilst high flow rates and lower viscosities result in endogenous growth. Viscosity and flow rate are kept constant in all models presented here, and so this could explain why the same exogenous growth is not clearly observed.

Purely showing endogenous dome growth could also be a result of simulating one continuous period of extrusion. It is more likely that a dome grows via pulses of magma flux that are separated by pauses characterised by no extrusion (as at SHV, shown by the eruptive history in Figure 4.2). Pauses in extrusion would allow a greater degree of cooling to occur, likely creating a thicker intact shell of the dome. I speculate that incorporating pauses of extrusion into PFC could lead to exogenous growth being observed - the force associated with new magma input into the dome could exceed the tensile strength of the talus, causing large-scale fracturing, hence creating a new pathway for magma to reach the surface. Accurate simulation of this would require a more time-dependent method of tracking the core/talus transition, as the pressure-dependent method currently used would not result in additional solidification during a pause in extrusion.

In Chapter 2, I showed that collapse events preceded by endogenous dome growth were likely to be of a larger relative volume than those preceded by exogenous dome growth, with an average relative collapse volume of 76% compared to 24%. This suggests that by modelling endogenous growth in this study, I have investigated the scenario where the largest relative fraction of the dome is susceptible to instability. I speculate that domes grown exogenously would be more susceptible to planar slide type failures (Hung et al., 2014), as successive layers of similar strength material could act as planes of pre-existing weakness. This relates to the idea of toughness of a volcanic edifice proposed by Gudmundsson (2009), whereby fractures are able to propagate more easily through layers with similar mechanical properties.

5.4 Future work

In this project, I have demonstrated the benefit of statistically analysing a global database, an endeavour shown to benefit the field of volcanology by other previous studies (Acocella, 2007; Brown et al., 2014; Ogburn et al., 2015). I suggest that
this database be updated with details of future lava dome collapses as more data will only strengthen statistical analysis.

I have also demonstrated how the physical properties of lava dome rock can influence overall dome stability. I have highlighted potential temporal variability in these properties, and suggest that this theory could be tested with a more extensive study of temporally-constrained rocks from the Soufrière Hills eruption.

The primary area that provides the most exciting avenues for development following the findings from this project are found within the numerical model. In this section, I outline avenues of potential exploration for increasing the applicability of the modelling methodology presented throughout this project.

5.4.1 Simulating simultaneous processes

Trigger mechanisms

The most compelling avenue for further research that has emerged from this study is the incorporation of simultaneous processes within the dome, an endeavour that was too computationally expensive to be achieved in the time of this project. Most simply, this includes simulating the triggering processes identified in Chapter 2 as combined forces acting upon the dome. For example, how does internal pressurisation affect a dome that has undergone a switch in extrusion direction? I speculate that more complex modes of failure would result from modelling external triggers acting together to destabilise the dome.

Combined extrusion with trigger mechanisms

It would also be a crucial next step to continue extrusion during the application of external triggering mechanisms. In Chapter 3, I speculated that combining extrusion with internal pressurisation would result in more outwards movement of talus slopes. I suggest therefore that magma influx would act similarly to internal pressurisation, in that new material exerts an outwards force on the existing material above the surface. This development would eradicate the need to use an initial condition in the pressurisation models shown in Section 3.3.3 and Section 5.1.2.

Solidification and cooling

The effect of dome cooling is simulated using solidification as a function of solidus pressure. To implement this in PFC, the model calculates the pressure on any
particle by calculating the weight of the column of material above the particle. This is not only a uni-directional change (solidification is allowed but remelting is not), but the process only occurs whilst active dome growth is being modelled. This means that once an initial condition has been initiated (e.g. the rock strength models presented at the beginning of this chapter), the solidification process is no longer occurring. This is beneficial as it limits computational expense, but it limits the ability for the core to react to changes in pressure caused by deformation of the dome. I believe incorporating solidification after cessation of extrusion is unlikely to change the identified collapse styles in the models presented here, as there is not sufficient movement of the talus material to dramatically alter the proportion of dome core. If the models were run for a sufficient time to allow strain development large enough to show total collapse of a dome flank, the time dependent solidification of dome core would be crucial to dome morphology evolution.

By implementing solidus pressure as a proxy for the cooling process, temperature is not explicitly incorporated within the models in this project. Due to the uncertainties related to core/talus proportions within a lava dome, its temperature profile is poorly understood. Ball et al. (2015) calculate temperature profiles for crater-confined and perched dome geometries one year after being extruded, and propose a maximum temperature of $180^\circ$C at the conduit, and $140^\circ$C for the majority of the dome system. Shorter term temperature profiles are harder to discern, and very little research has been conducted into the temperature of the talus during active growth. If cooling only occurs by conduction of heat, an approximate cooling timescale can be calculated using:

$$l = \sqrt{\kappa t},$$

where $l$ is the talus thickness, $\kappa$ is the thermal diffusivity of the rock, and $t$ is the cooling time (Turcotte and Schubert, 2002). By considering a thermal diffusivity of $\sim 10^{-6}$ (Huppert et al., 1982), a 15 m thick talus will take approximately 7 years to cool by conduction. The cooling timescale of the talus will be complicated by the heat loss that occurs through the presence of fractures and rainfall (Dzurisin et al., 1990), and the heat circulation that occurs when hydrothermal systems are present in the edifice. In addition, crystallisation induced by cooling releases latent heat, which further increases the time it takes to cool (Turcotte and Schubert, 2002). Cooling therefore is likely to have a negligible effect on a dome’s
temperature profile in the interior of the dome, and talus temperatures likely remain elevated for a long period of time following dome emplacement.

Therefore an important question for consideration is the effect of this heat on the strength of talus rock. A study conducted by Heuze (1983) investigated the mechanical properties of granitic rocks at high temperature, and showed very little difference in mechanical behaviour for Westerly Granite at temperatures up to 500°C, with marked decreases in strength only occurring at 900°C. This agrees with a study by Stesky et al. (1974) that shows no effect of temperature on the frictional stresses of Westerly granite up to 600°C. This suggests subjecting igneous rocks to temperatures lower than their solidification temperature does not have a significant impact on their mechanical properties.

There are limited studies into the mechanical behaviour of volcanic rocks at elevated but sub-magmatic temperatures. Heap et al. (2014a) conducted extensive laboratory testing into the physical and mechanical properties of edifice-forming andesite from Volcán de Colima. The authors compared rock behaviour at ambient temperatures (∼25°C) to behaviour at 450°C and found no impact of temperature on strength, and differences in elastic moduli (Young’s modulus, Poisson’s ratio) that fall within the range of sample variability. Heap et al. (2018b) investigated the effect of thermal stresses (e.g. transient exposure to high temperatures) on the mechanical behaviour of lava dome rock. Their study concluded that the strength of andesite is in fact higher at increased temperatures, but when scaled strength estimates are examined (through application of the generalised Hoek-Brown failure criterion), dome strength is largely unchanged by high temperatures unless clay materials are present due to hydrothermal alteration (Rosas-Carbajal et al., 2016).

As discussed in Chapter 4, the general consensus from the literature is that exposure to volcanic rocks at temperatures below their solidification temperature either results in comparable strengths (Heap et al., 2014a, 2018b) or higher strengths (Schaefer et al., 2015; Coats et al., 2018) than at room temperature, suggesting that domes are at their weakest following cooling. For this reason, using rock properties determined from room temperature experiments is adequate.

Gaining strength during growth

At the beginning of this Chapter, I presented the relative importance of rock strength on dome stability scenarios using an initial condition of a fully-emplaced
dome. This is a simplistic approach, as the rock properties of the talus are likely to play a key role in determining the morphology of the growing dome. For example, a lower strength is likely to result in a more pancake-style dome, whereas a higher rock strength gives a blockier dome. In order to explore this, high performance computing would be required in order to allow the strength of the talus to change over time. A better physical understanding of this process would also be imperative as many studies suggest that the strength of the dome reduces upon cooling due to contraction and micro-fracturing (Schaefer et al., 2015; Coats et al., 2018; Lamur et al., 2018).

The strength obtained by the modelled material upon its transition from fluid magma to solid rock does not change following continued dome growth. Although this is based on studies suggesting an abrupt rheological change when critical crystal fraction is reached (Section 3.2.2 Cordonnier et al., 2012), the time-dependence of volcanic rock strength during initial cooling has not been thoroughly researched. For this reason, there could be merit in investigating a strengthening of the talus over time, and incorporate a graded strength where minimum strength is observed closest to the core and maximum strength at the outermost edges of the intact talus layer.

5.4.2 Dome type

There have been several classifications of dome type in previous literature (Section 1.1.3, Figure 1.3). All of the modelled domes presented in this project are most similar to the Peléean domes defined by Blake (1990) as they fulfil the height/radius relationship of $0.774 \pm 0.160$ (Table D.1). Peléean domes are of particular relevance to the modelled domes in this Chapter, as Blake (1990) suggested that Peléean domes are more sensitive to the mechanical properties of the talus than the other, shallower dome types. In order to fully investigate a wider suite of dome types, sensitivity of the models to magma rheology would need to be explored. As discussed by Husain et al. (2014, Section 1.2.2), this would occur through variation of stiffness in PFC, and the main avenue of research would be to determine whether the relationship between collapse mode and unstable material volume is the same for pancake domes as for Peléean domes.
5.4.3 Spatial heterogeneity

Spatial and temporal heterogeneity at volcanoes is commonly discussed as one of the major hurdles in volcanic modelling (Voight, 2000; Thomas et al., 2004; Schaefer et al., 2013), with decreases in strength attributed to collapse events (e.g. Reid et al., 2010; Ball et al., 2015). Identifying the nature of spatial heterogeneity is of particular importance as alternating layers of strong and weak volcanic material have been shown to increase the overall edifice strength; this is because alternating layers of strength encourage arrest or deflection of dykes by increasing the edifice toughness, thus increasing the energy required to promote large-scale fracturing (Gudmundsson, 2009, 2012; Heap et al., 2014b). If spatially distinct volcanic units with different strengths can be identified (e.g. a strong lobe to the north, and a weak lobe to the south), one could perhaps more simply forecast where material is susceptible to failure.

After identifying temporal heterogeneity during the Soufrière Hills eruption, the logical next step would be to identify spatial heterogeneity as a function of the temporal evolution of the dome. This is not possible at Soufrière Hills due to the nature of the collapses; although the current dome is known to be primarily composed of material from Phases 3 and 5, the spatial distribution of these units is unknown.

To demonstrate the potential effect of spatial rock heterogeneity on overall dome stability, I model an extreme end member scenario where one side of the dome is prevented from moving (i.e. representing the strongest possible rock), and decrease the rock strength on the other side of the dome to be equivalent to rock-mass properties. During early timesteps and prior to large-scale displacement, visualising strain accumulation shows a potential rotational failure plane (Figure 5.16), as seen in the gravitational failure models in Section 3.3.3. These models firstly show that the potential failure plan visualised by strain accumulation is a good indicator of the plane along which collapse occurs. Secondly, by emphasising an extreme spatial heterogeneity, it is possible to create a steep collapse scar, similar to that seen in the present day dome on Montserrat. These models suggest spatial heterogeneity and scaling of rock properties should be strongly considered in lava dome stability models.
Figure 5.16: Modelled dome with displacement on the left side forced to be zero, and the right side of the dome simulated with rock-mass properties. Domes are visualised by finite shear strain, and show (a) the dome during early timesteps prior to large-scale displacement, and (b) large-scale displacement.

5.4.4 Fracture networks

As discussed in Section 5.2, discontinuities have a significant impact on the strength of rock at a rock-mass scale. There has not yet been a thorough investigation into discontinuity spacing and scale common to lava domes.

This has been incorporated into the numerical models presented in this chapter by scaling the intact rock strength. Although this considers the impact of fractures on overall strength, it does not consider the geometrical effect of individual large-scale discontinuities. For example, the gas pressurisation models presented by Voight and Elsworth (2000) define an arbitrary basal sliding plane through a hemispherical dome, thus isolating a potentially unstable block (Figure 5.17). This models how internal pressure acts as an uplift force onto this failure plane, thus destabilising the slope. The inclination of this basal plane, and the block detachment from a steep rear surface, depend on the existing fracture state of the dome.

Even an extensive field campaign would be limited in its ability to determine the fracture network that exists at a lava dome. Fieldwork undertaken in May 2016 as part of this project at Mt. Unzen in Japan suggested that at least
two different fracture systems are likely to exist at a lava dome: (1) orthogonal fractures (Figure 5.18) that occur due to cooling-induced contraction, similar to the process that forms columnar jointing (Lamur et al., 2018); and (2) onion-skin fractures (Figure 5.19), previously observed by various other authors (Cole, 1970; Nairn et al., 2001; Yokoyama, 2005; Maeno and Taniguchi, 2006). There is suggestion from the literature (e.g. Fink and Griffiths, 1998; Voight and Elsworth, 2000; Bull et al., 2013) that radial fractures are also common; these provide a third fracture geometry for incorporation into numerical models.

Figure 5.17: Schematic view of dome collapse, whereby diffusive pressure acts on a pre-existing failure plane. Uplift and downslope forces act as disturbing forces driving block movement along the failure plane, thus rapidly exposing the hot dome core to atmospheric pressure, resulting in potential for a directed explosion. Modified from Voight and Elsworth (2000).

5.4.5 Talus behaviour

In Chapter 3, I defined talus as any dome material in the system that behaves as rock and throughout the modelling work, I did not distinguish between talus slopes that have become detached from the dome, and the solid, more intact crust of the dome. This is similar to the previous modelling approach by Hale et al. (2009a,b). In the model, talus behaves as a coherent rock unit. Behaviour of
Chapter 5: Discussion and conclusions

Figure 5.18: Photo of near-orthogonal fractures at the upper spine at Mt. Unzen. Outcrop approximately 8 m high.

Figure 5.19: Photo of onion-skin fractures shown on spine at the top of Mt. Unzen, spine is approximately 40 m high.
particles that detach from this rock unit is controlled only by friction, where the balls are assumed to no longer possess cohesion and are unable to form bonds with any balls that they later come into contact with (i.e. simulating a rockfall, where rocks would bounce off of other rocks, rather than create bonds). In this aspect, talus slopes are simulated on the outer flanks of the dome, as in the schematic from Hutchison et al. (2013) (Figure 5.20). Within the model this requires a sufficient installation gap (the minimal distance between contacting balls) to be defined in order for the detached ball to no longer be bonded to its neighbouring balls. The definition of this gap has not been fully explored within this project, and I suggest therefore that the volume of detached talus slopes is likely underestimated, whilst the volume of intact talus crust is overestimated. This is particularly evident in photos from the top of the current lava dome at Mt. Unzen (e.g. Figures 5.21, 5.22), where the surface is blocky and superficial activity is likely controlled by the nature of the blocky talus, rather than the underlying solid dome crust.

Figure 5.20: Thermal-mechanical framework for dome emplacement and subsequent dome growth at Volcán de Colima, based on observations between February 2007 and December 2010. The symbols \( \tau_c \) and \( F_m \) show magnitude of the restraining strength of talus material (both detached and intact) compared to spreading force of the viscous core material. From Hutchison et al. (2013).

An interesting avenue of further model development would therefore be to
explore the generation and behaviour of the talus slopes as a distinct material from
the intact talus. This exploration could also benefit from explicitly incorporating
a carapace layer into the model (as in Figure 1.1). The behaviour of this could
be analogised to brittle magma failure (e.g. Coats et al., 2018).

It could also be beneficial to address the two types of talus behaviour
(intact and detached) using additional modelling methodologies; this could be
particularly useful for modelling long term dome stability following emplacement.
For example, in the latest version of PFC, it is possible to build a coupled
discrete element/finite volume model by integrating PFC and FLAC, another
software package from Itasca Consulting Group Inc. Recent unpublished work
(e.g. Appendix D.1) has shown that coupling the two software allows both a
boundary-type model to be coupled with a particle-type model. This could be
applied to a lava dome by using the boundary-type model to simulate the lava
dome core and intact talus and using the particle-type model to only simulate
the detached talus. This would be particularly applicable to explore small-scale
talus readjustments, for example ongoing rockfalls at Soufrière Hills which still
occur weekly despite almost a 10-year pause in extrusion.

5.4.6 Extrusion rate

I use an ascent rate of 2 m/s in all models presented in this study. This
is kept constant throughout this study in order to simplify the number of
variables introduced into the model and to allow manageable model run times.
The conclusions from GLADIS also suggested that extrusion rate was not
a determining factor in relative or absolute collapse volume (Figure 2.5).
Although this conclusion could be affected by the extrusion rate data availability
incorporated into the database, I chose to focus on the parameters more clearly
linked to collapse volume, such as collapse mechanism.

The chosen ascent rate is accelerated in order to decrease model runtime and
is therefore unrealistically high, but it is possible to use the current codes to
run simulations using a slower, more frequently observed ascent velocity. PFC
codes cannot strictly be parallelised but PFC is multi-threaded, so would most
efficiently work on a single processing unit with multiple cores. This was not
possible within the project, but would allow exploration of more realistic extrusion
rates, thus allowing timescales to be predicted (Section 5.3.1). Variation in
extrusion rate could also allow explicit investigation of exogenous dome growth,
as discussed by Husain et al. (2018). The importance of extrusion rate in
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Figure 5.21: The top of the dome at Mt. Unzen, showing large collapsed spine features, and blocky surface. Author for scale.

Figure 5.22: The top of the dome at Mt. Unzen, with a view over Shimabara in the background.
determining maximum volume loss during collapse has also been discussed within
volcano monitoring and observation literature, for example by Cole et al. (1998)
at SHV, and so it is clear that the effect of extrusion rate requires further
investigation before the models presented in this project could be applied in
real-time monitoring.

5.5 Summary and key findings

The overall aim of this project was to combine different techniques in order to
advance understanding of lava dome mechanics, particularly by investigating
conditions that exist at a lava dome prior to collapse. In this thesis, I have
explored the topic of lava dome collapse in five main ways:

1. Statistical analysis of a global dataset:
   By compiling a database of individual collapse events, I was able to explore
   if relationships exist between collapse parameters. I showed that relative
   and absolute collapse volumes are not statistically linked to extrusion rates,
   and the mechanism of collapse is not linked to the original dome volume.
   I also demonstrated that endogenous dome growth precedes larger relative
collapses (~75% of the dome).
   Key findings: the mechanism attributed to collapse significantly affects
the resultant collapse volume, with failures due to gravitational loading
or internal pressurisation the largest of all explored collapse mechanisms
(Chapter 2).

2. Development of a numerical model to simulate emplacement and
collapse of a lava dome:
   I created a discrete element model (DEM) in Particle Flow Code (PFC)
to simulate the emplacement of a lava dome, starting from an initial
condition of a magma-filled conduit, simulating extrusion using the solidus
pressure to control the transition from magma to rock. I validated this
model by comparing modelled extrusion (height and width evolution) with
observational extrusion data from Volcán de Colima in Mexico. This model
showed that dome emplacement was initially dominated by vertical growth,
and once the dome reached a critical height, growth occurred primarily
through lateral spreading. I also calculated the necessary rock-mass
strength that was required in order for the modelled data to match the
observational data.
Key findings: a discrete element model was able to match observational dome growth data, and the dome rock properties at rock-mass scale were 80% lower than the laboratory intact rock properties (Section 1.4).

3. Use of the numerical model to explore collapse mechanisms:
I showed how the DEM replicates emplacement and the sensitivity of emplacement to solidus pressure, with lower solidus pressures resulting in a higher core volume fraction. The rheological boundary between core and talus was also shown as highly influential in controlling the location of potential failure plane development, acting as a plane of pre-existing weakness in the dome. I used the emplaced model as an initial condition for the application of triggers identified in Chapter 2 as mechanisms likely to cause collapse. I simulated the following conditions: increased internal pressurisation; a switch in extrusion direction; and extrusion of lava on to non-horizontal topography.

Key findings: I identified two distinct failure mechanisms: (1) shallow, superficial rockfalls, and (2) deep-seated listric shear planes; the latter of these was linked to gravitational failure or internal pressurisation, whilst smaller rockfall dominated collapse was linked to topographic constraint (Chapter 3). I also concluded that in order to make models more accurate, realistic lava dome rock properties should be incorporated.

4. Determination of rock properties at Soufrière Hills volcano:
I conducted a laboratory investigation into a suite of temporally-constrained rocks from the eruption at Soufrière Hills. By characterising physical and mechanical rock properties (porosity, permeability, uniaxial compressive strength, uniaxial tensile strength, Young’s modulus), I found a maximum rock strength in Phase 4 products, and a minimum rock strength in Phase 5 products, suggesting also a temporal evolution in rock strength. I used Schmidt hammer field testing and QEMSCAN mineralogical analysis to support the experimental investigation.

Key findings: I demonstrated the wide range in physical and mechanical rock properties for the first time for Soufrière Hills, providing the building blocks for exploring dome rock heterogeneity and its effect on overall dome stability using numerical models.

5. Testing the effect of variable rock properties on modelled dome stability:
I calibrated the model to three rock property scenarios: intact strong (corresponding to Phase 4, SHV), intact weak (corresponding to Phase 5, SHV), and rock-mass (corresponding to 20% of weak properties). Using an emplaced dome as a starting condition and simulating collapse due to gravitational loading and due to increased pressurisation, I showed that models with rock-mass properties show much more displacement than those with intact rock properties.

**Key findings:** I showed that the most significant difference in modelled displacement occurs between the models with intact rock properties (strong or weak) and those with rock-mass properties. This suggests that determining the scaling relationship between measured and realistic rock properties could have greater influence on model behaviour than the identification of heterogeneity in the field.

### 5.6 Concluding remarks

In this project I have explored lava dome collapse using three different methods: (1) statistical analysis of a global, historical database (*GLADIS*); (2) development of a new discrete element method model that simulates lava dome emplacement and collapse; and (3) exploration of rock properties and how they are linked to dynamics of a dome-building eruption and their influence on stability. I used the database to define the factors most commonly attributed as preceding dome collapse. I then used a subset of these factors (switch in extrusion direction, gravitational failure, internal pressurisation, topographical constraint) as input scenarios for the numerical modelling, to test the impact of external triggers on an emplaced dome. I showed that deep-seated, high proportion dome collapses occur due to gravitational instability and internal pressurisation, whilst smaller collapses occur due to topographical constraints. Lastly, I characterised the mechanical properties of dome rock from the Soufrière Hills eruption, identifying possible temporal evolution and large-scale variation. I incorporated end-member mechanical rock properties into the numerical model to show that scaled properties of the rock-mass created a significantly less stable dome than incorporating intact laboratory properties into the model.

The major obstacles faced in order to have greater understanding of lava dome collapse are the internal structure (relative core/talus volume fractions and fracture networks) and a grasp on the timing of collapse given the physical
state of the dome. The numerical modelling presented here shows a promising avenue of research, where additional complexities could continue to be added in order to address different research questions related to lava dome collapse. This work has contributed to the field of knowledge by showing how different drivers of collapse produce different scales of collapse, and this will be key in moving towards forecasting collapse events. Numerical modelling and rock mechanics are often researched as separate fields, but this project has shown that it is through combination of these techniques that the field can truly advance.
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Appendix A

Supplementary Material for Chapter 1

The material presented in Appendix A.4 was included as online Supplementary Material in the following publication:

A.1 Methodology: DEM modelling

The DEM works through a calculation cycle on every timestep of the model (Figure A.1): the contact mechanics are used to update the forces and moments in the model. These are used to determine the individual particle accelerations, which are used to determine the velocities and new positions of each particle.

![Figure A.1: Calculation cycle in DEM. Credit: Mariana Sousani.](image)

Newton’s laws of motions are used to calculate the rotational and translational motion of each particle. Particle rotation is calculated using:

\[ M = I \frac{\delta w}{\delta t}, \]  

where \( M \) is the contact torque, \( I \) is the moment of inertia, \( w \) is the angular acceleration, and \( t \) is the timestep. Translational movement is calculating by

\[ m \frac{\delta v}{\delta t} = F_g + F_C + F_{nc}, \]

where \( m \) is particle mass, \( \frac{\delta v}{\delta t} \) is translational acceleration (change in velocity per change in time), \( F_g \) is the gravitational force, \( F_C \) is the contact force, and \( F_{nc} \) is the non-contact force.

Once the positions have been updated, the timestep calculations are complete and the algorithm searches again for the contacts. An advantage of DEM is that contacts can be updated and created throughout cycling.

DEM can use a hard-sphere or a soft-sphere approach; this determines whether particle overlaps are allowed within the model. Particle Flow Code (PFC), the model used throughout this project, uses a soft-sphere approach, meaning that the particles are rigid but small overlaps are allowed. This is thought to allow a more accurate evaluation of model forces.
A.2 Theory of Particle Flow Code

PFC enables the user to divide a rock mass into discretized smaller elements called particles, the size and geometry of which are determined by the user. These particles do not necessarily represent crystals or rock fragments, but rather allow the user to model the forces acting within the system by defining the forces controlling particle-particle interactions. The model system (particles, contacts, forces) is updated at every time step using the discrete element method (Cundall and Strack, 1979).

Particle interactions are controlled by both the deformability and strength criteria of the contacts between the particles. Each flat-joint bond has a finite strength, both in shear and tension. These are represented by the tensile strength \((f_{j\text{ten}})\) and the shear strength respectively, where the shear strength \((\tau_C)\) is derived from the Mohr-Coulomb failure criterion:

\[
\tau_C = C_b - \sigma \tan \phi_b, \tag{A.3}
\]

where \(C_b\) is the bond cohesion, \(\sigma\) is the normal stress at the contact, and \(\phi_b\) is the angle of friction.

When the stress imposed upon a ball (i.e. the shear or tensile stress at the contact location) exceeds the tensile or cohesive strength, the bond breaks. After bond breakage, particle behaviour is controlled by the friction coefficient, and tensile and cohesive strengths no longer play any part in the material response.

The deformability parameters feeding into particle behaviour are shear stiffness \((f_{jks})\), normal stiffness \((f_{jkn})\), and effective modulus \((f_{jemod})\). The stiffness values are used to compute the normal and shear forces, as required for the force-displacement law used in PFC. Shear force \((F_s)\) is defined using

\[
F_s = -k_s \Delta U_s, \tag{A.4}
\]

where \(U_s\) is the shear displacement. Normal force \(F_n\) is defined using

\[
F_n = k_n (D_{eq} - d^{A,B}) n, \tag{A.5}
\]

where \(D_{eq}\) is the equilibrium distance between two particles (set when the contact was initially created), \(d^{A,B}\) is the current distance between the two particles, and \(n\) is the unit vector pointing from the centre of sphere A to sphere B.

The effective modulus contributes to the macro Young’s modulus of the
material and is a read-only property within PFC ($f_{j_{emod}}$). It relates to the stiffness parameters (input by the user) by

$$k_n = \frac{f_{j_{emod}}}{L},$$

(A.6)

where $L$ is the sum of the radii of the two balls in contact.

Once the user creates particles and defines the forces between them, this synthetic material can be calibrated with the mechanical behaviour of a rock by simulating laboratory experiments. These methods will be further discussed in Section 1.3. To illustrate a simple example of a PFC model environment, I use a volcanic pile of particles to demonstrate how collapse can be initiated by lowering the angle of friction on one side of the dome (Figure A.2).

Figure A.2: (a) A mechanically stable test dome that has reached equilibrium under gravity, after completion of the procedure for generating a PFC material with low locked-in stresses (as outlined in Appendix A.2.2); and (b) the same test dome after the angle of friction for half the dome has been reduced.

Particles in a PFC model are described as bodies to illustrate that they have a finite mass and a well-defined surface (Potyondy, 2016); bodies are further classified as balls, clumps, or walls. Balls are rigid disks with unit thickness in PFC2D (compared to spherical bodies in PFC3D) (Itasca, 2016), whereas clumps are irregularly-shaped. Only balls will be implemented in the models in this study. Surfaces are provided by walls, whereby the forces between the balls/clumps and the wall can also be defined.

It is important to note that the condition of the 2D models is neither explicitly plane stress or plane strain, but rather the out-of-plane forces and displacements are neglected in the calculations of force, moment and displacement (Potyondy, 2017).

### A.2.1 Contact mechanics

The forces between the particles are defined by the nature of the contacts that exist between neighbouring particles. These contacts are created and deleted
based on the proximity of the particles to their neighbouring particles (or particles and their proximity to walls). Each contact stores a force and a moment, the behaviour of which is defined by contact models; these are fundamental to creating a realistic material in PFC as they determine mechanical behaviour. In the models presented throughout this work, the parallel-bonded contact model (PBM) and flat-jointed contact model (FJM) will be implemented (please refer forward to Figure 3.1 for schematics).

**Parallel-bonded contact model**

The linear PBM provides behaviour of two interfaces; the first is the most basic linear contact that can be implemented in PFC, and the second acts in parallel to the first interface. These interfaces are “infinitesimal, linear elastic (no-tension) and frictional” (Potyondy, 2016), and carry both a force and moment. The second interface is required in order to resist relative rotation, and rather than imposing a Coulomb limit on the shear force, the behaviour of this second interface is linear until the maximum stress (defined by the user) is exceeded causing bond breakage. If a parallel bond is broken in this way, the material reverts to being linearly-bonded: in this instance, it will be primarily controlled by the linear friction coefficient. This can be compared to a pile of sand; the linearly-bonded material will act as dry sand and will settle at its natural angle of repose, whereas parallel-bonded material will act similarly to wet sand, where the moisture represents the additional strength that is determined by the bond strength.

The most important properties required to use the PBM are: effective modulus; stiffness ratio (normal to shear); friction coefficient; friction angle; and installation gap. It is also necessary to define the linear properties that will be used in the case of bond breakage; these are: effective modulus; stiffness ratio; and friction coefficient. Full description of how these contacts control particle behaviour are provided by Potyondy and Cundall (2004).

In the models presented in this study, the PBM is used to define magma before crystallisation to rock. This is done in order to adopt the PBM micro-property values defined by Husain et al. (2014) in all modelled fluid material. Husain et al. (2014) carried out a comprehensive sensitivity analysis to establish how material behaviour was affected by each of the PB properties; we use this analysis to define micro-properties that give the most reasonable lava dome morphology. Parallel bonds are used to model fluid in this work, in order to restrict particles from
rotating relative to each other (Husain et al., 2014) and giving a material that behaves as a highly-viscous fluid.

Parallel bonds were used to create a Bonded Particle Model (BPM) in PFC, which is said to replicate the behaviour of solid rock (Potyondy and Cundall, 2004; Potyondy, 2015; Cundall et al., 2008), whereby they assume that rock can be represented as a heterogeneous material comprised of cemented grains. The cement is not a true cement such as in sandstone, but rather a notional cement that represents the granular interlock present in crystalline rocks. After following a specific material genesis procedure (see Section A.2.2), the final bonded material represents an intact rock that is homogeneously isotropic at a scale larger than the grain size (Itasca, 2016). However, the BPM encountered three main problems:

1. Unrealistically low UCS/TS ratio
2. Unrealistically low angle of internal friction
3. Repeated tests only provide a linear failure envelope

Wu and Xu (2016) explain that the primary flaw in the BPM is that spherical particles do not provide adequate grain interlocking, and so the number of contact points per particle is too small. They also suggest that spherical particles cannot properly reproduce rotational resistance, as they lead to excessive rolling. For these reasons, parallel bonds are used in any fluid modelling in this project to replicate the work of Husain et al. (2014, 2018), but when modelling solid rock, the flat-jointed contact model, a later improvement to the BPM, is used.

Flat-jointed contact model

The problems identified with the BPM were addressed with several following contact models, such as the clustered particle model (Potyondy and Cundall, 2004), the clumped particle model (Cho et al., 2007) and the grain-based particle model (Potyondy, 2010). These all focussed on changing the shape of the particles in order to address the problems related to the particle shape giving unrealistic material behaviour. The newest update to Itasca presented the flat-jointed contact model (FJM; Figure A.3, Figure 3.1).

The FJM changes the shape of the contact that exists in the conventional BPM, to create a skirted particle (Wu and Xu, 2016; Potyondy, 2012). This provides increased grain interlocking and rotational resistance. Unlike the previous models, the flat-joint particle bond is not deleted following bond
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Figure A.3: A flat-jointed contact (left) and a flat-jointed material (right), from *Itasca* (2016).

breaking; this means that rotational resistance is maintained after the contact is broken so the excessive rolling seen in the BPM does not occur using the FJM. The contact itself is a flat line and is made of several individual elements; this means that the surface can experience partial damage.

The increased grain interlock ensures that a flat-jointed material is able to better match the ratio of uniaxial compressive strength to tensile strength when the material is calibrated with laboratory experiments on real rock. *Potyondy* (2012) suggests therefore that the FJM supersedes the BPM and although this is still a simplistic interpretation of rock behaviour, any calibrated model can be used to study, and make quantitative analysis of rock damage. Therefore, the FJM is used throughout this work where solid rock behaviour is intended.

### A.2.2 Material generation

The material genesis procedure is crucial in order to achieve correct calibration of a material, and must be completed before simulating any larger scenarios in PFC. As outlined by *Potyondy and Cundall* (2004), the material genesis procedure follows five steps:

1. *Compact initial assembly:* Arbitrarily placed particles are generated to fill a rectangular vessel with frictionless walls. A small particle-wall overlap is assigned, and the number of particles is assigned to give an initial porosity of 16%. This ensures a tight initial packing. The particles are installed at
50% of their original size to ensure no overlaps, and then increased to their final size and allowed to rearrange under zero friction.

2. **Install specified isotropic stress:** Particle radii are reduced to give a specified isotropic stress (this is 1% of the UCS). This step of the process reduces the locked-in forces.

3. **Reduce the number of floating particles:** A floating particle is defined as a particle that has fewer than three contacts. In order to obtain a well connected material, the radii of the floating particles are increased until the number of unbonded particles is considerably reduced.

4. **Install parallel bonds:** Parallel bonds are installed between all particles within a given proximity, and parallel bond properties and friction coefficient are assigned.

5. **Remove from material vessel:** To complete the material genesis procedure, the vessel walls are deleted and the material is allowed to relax. This generates locked-in forces that are likely to exist in a rock sample.

### A.2.3 Limitations of the DEM method

1. **2-dimensional models**

   The 2D nature of the models in this work limits the real-world application of these models, as they cannot be used to infer directions of instability. A simple dome emplacement model was run in PFC3D to explore whether 3D modelling was a possible avenue of further research. 3D modelling was not further explored due to the computational expense of modelling in 3D: runtime for the simplest 2D model = 1.5 hours, whereas runtime for the simplest 3D model = 21 days. I therefore use only 2D modelling, and use this to test relative rather than absolute impact of causal mechanisms on stability in Chapter 3.

2. **Particle rigidity**

   Material deformation occurs in PFC via contact breaking, rather than by particle shape change. However, Potyondy and Cundall (*Potyondy and Cundall*, 2004) argue that this is reasonable when material deformation is mostly controlled by movement along interfaces, e.g. through sliding and rotation of the particles.
3. **Model resolution** It is important to choose a particle size that provides a compromise between high model resolution and reasonable computation time. Itasca have shown that the macroscopic elastic constants, and uniaxial compressive strength of rocks using the BPM and FJM are independent of particle size in 2D (Potyondy and Cundall, 2004; Potyondy, 2012). However, the tensile strength is shown to be dependent on particle size (Potyondy, 2012), and so once material is calibrated with a small particle size, I repeat the uniaxial compressive strength and tensile strength experiments within PFC to ensure that the macroscopic behaviour is the same at a much larger particle size (equivalent to the ball radius used in the final model) to ensure that macro-behaviour is as expected. Figure A.4 shows how similar dome geometries are visualised using different particle sizes.

![Figure A.4: Visualising dome geometry using a mean particle size of 1 m and 0.5 m, where red material is fluid core, and grey material is solid talus.](image)
A.3 Supplementary Figures

Figure A.5: Description of D’ depicted by the dotted line, as defined by Heap et al. (2009), where (a) shows stress-strain data, and how D’ shows the onset of strain softening, and (b) shows how D’ can be defined using the associated pore volume change during a compressive laboratory test. Figure taken from Harnett et al. (2018).
A.4 Volcán de Colima model: supplementary information

The model is initialised with lava material in the conduit and topography that matches the observed topography from the high resolution time lapse camera. For simplicity, the topography within the crater is assumed to be horizontal. A vertical velocity is given to all material in the conduit to simulate extrusion.

![Conceptual diagram of model setup.](image)

The surface boundaries in this instance are given purely frictional properties. This ensures, for example, that particles do not endlessly roll downhill. There are otherwise no cohesive bond properties between balls and boundaries.

In order to equate the timescales between the observations and the model scenario, we use the start of extrusion as Time 0 in each case, and the point at which the dome reaches the break in slope as Time 1. We then adopt normalised time between these two end points.

A.4.1 Material calibration

Material behaviour is controlled in PFC by the micro-properties that exist at the contacts between particles. These micro-properties are not equivalent to the macro-properties of the material as a whole. Therefore, a calibration procedure is required to determine the micro-properties that result in the same macro-behaviour of the model material to the real material in the laboratory (Figure A.7).

We then iteratively adapt these parameters to fit the modelled dome extrusion to the observational data. Once the two datasets match, we can use the parameters to back-analyse the required intact rock strength (Figure A.8).

A.4.2 3D correction

Complex models in PFC in 3D are very computationally expensive, and so the models in this paper are presented in 2D. However, there are limitations to
Figure A.7: Stress-strain curves showing the macro-scale behaviour from the laboratory material (Heap et al., 2014) and the PFC material. Peak stress of laboratory tested material = 17.5 MPa, Young’s modulus = 8.1 GPa.

Figure A.8: Stress-strain response from the PFC material that is required to fit the observational data from the time-lapse camera at Colima. Peak stress = 3.7 MPa, Young’s modulus = 5.5 GPa.
comparing the 2D method with the 3D observational data. To overcome this, we perform a calibration of the PFC data. By extruding material using the same model parameters in both 2D and 3D, we see that in 2D, the model gains more height as it cannot spread laterally in several directions (Figure A.9). This results in an overestimate of height (by approximately 33%) and an underestimate in width (by approximately 33%). We apply these correction factors to the data presented.
Figure A.9: Height and width evolution of a PFC dome in 2D and 3D
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The materials presented in Appendix B.1 and Appendix B.3 were included as online Supplementary Material in the following publication:

B.1 Comparison of emplacement to theoretical model

We can compare the modelled 2D dome growth to an analytical solution of the height development through time. To do this, we calculate that the height is proportional to the square root of the time using the method outlined here:

![Diagram of dome growth](image)

Figure B.1: A conceptual sketch to support the analytical solution of height and its evolution through time.

The 2D volume of the dome, $V$, can be calculated using

$$V = hwd,$$

where $h$ is dome height, $w$ is dome radius, and $d$ is unit depth (i.e. 1 m). Assuming $\frac{h}{w}$ is constant,

$$\frac{h}{w} = \tan \phi,$$

$$w = \frac{h}{\tan \phi}$$

Then

$$V = \frac{h^2}{\tan \phi}$$

where $\phi$ is the angle of friction of the dome material. The dome volume at a given time ($t$) can also be expressed in terms of material flux, $F$:

$$V = Ft$$
Equating both expressions for volume gives

\[ Ft = \frac{h^2}{\tan \phi} \]

Rearranging for \( h \) gives

\[ h = \sqrt{Ft \tan \phi} \]

\[ \therefore h \propto t^{\frac{1}{2}}. \]

Figure B.2 shows the height evolution in a modelled PFC dome, and compares it to the analytical solution where height is calculated as being proportional to \( \sqrt{t} \). The dome growth fits well to this analytical solution apart from in the initial 5-10 timesteps. This is because the geometry of the initial material that exits the conduit in PFC is controlled by the conduit initialisation. Overall, this comparison supports the use of PFC as an efficient geometry model for dome growth.

Figure B.2: Dome height evolution for a simple dome growth model (presented in Chapter 3 and used as the initial condition for Chapter 5 models) compared to an analytical solution where height is proportional to \( t^{\frac{1}{2}} \).
B.2 Supplementary Tables

Table B.1: Model parameters used in initial emplacement model. This model is used as the starting condition for all models that test collapse triggers parameters kept constant in each of these secondary models. Parallel bond parameters relate to the core material, and flat-joint parameters relate to the talus material. Note the expressions in parentheses relate to conventional parameter naming in PFC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel bond shear stiffness (pb_kn)</td>
<td>$1 \times 10^8$ Pa</td>
</tr>
<tr>
<td>Parallel bond normal stiffness (pb_ks)</td>
<td>$1 \times 10^8$ Pa</td>
</tr>
<tr>
<td>Parallel bond cohesion (pb_coh)</td>
<td>$1 \times 10^6$ Pa</td>
</tr>
<tr>
<td>Parallel bond friction angle (pb_fa)</td>
<td>0</td>
</tr>
<tr>
<td>Flatjoint shear stiffness (fj_kn)</td>
<td>$1 \times 10^8$ Pa</td>
</tr>
<tr>
<td>Flatjoint normal stiffness (fj_ks)</td>
<td>$1 \times 10^8$ Pa</td>
</tr>
<tr>
<td>Flatjoint cohesion(fj_coh)</td>
<td>$1 \times 10^6$ Pa</td>
</tr>
<tr>
<td>Flatjoint friction coefficient (fj_fric)</td>
<td>0.84</td>
</tr>
<tr>
<td>Flatjoint friction angle (fj_fa)</td>
<td>38°</td>
</tr>
<tr>
<td>Average particle radius</td>
<td>$1 \pm 0.2$ m</td>
</tr>
<tr>
<td>Conduit ascent velocity</td>
<td>2 m/s</td>
</tr>
</tbody>
</table>

B.3 Additional material

The second item of Supplementary Material for this article refers to an animation of lava dome emplacement from PFC. This is available online as part of the journal material and can be found at the following URLs: https://tinyurl.com/harnett2018 or https://www.sciencedirect.com/science/article/pii/S0377027318301148
Appendix C

Supplementary Material for

Chapter 4

The material presented in Appendix C was included as online Supplementary Material in the following publication:


C.1 Supplementary Tables
Table C.1: Raw data for connected porosity, total porosity, permeability, Young’s modulus and UCS for all samples in this study. The top row for each block shows properties of one 37 mm diameter core for each block, with the remaining samples all at 26 mm diameter core. The IDs shown in bold represent a 37 mm core that is sub-cored to produce the 26 mm core of the same ID number.

* clear pervasive fracture through sample, failed during cyclic testing (i.e. below 50% of pre-established UCS)
** did not behave elastically during the cyclic testing, not considered in data plots or averaging calculations
*** too permeable to be measured on the GasPerm

<table>
<thead>
<tr>
<th>Phase</th>
<th>Block</th>
<th>ID</th>
<th>Density (g/cm³)</th>
<th>Conn. por. (%)</th>
<th>Total por. (%)</th>
<th>Perm at 100 psi (m²)</th>
<th>Perm at 200 psi (m²)</th>
<th>Perm at 300 psi (m²)</th>
<th>E (GPa)</th>
<th>UCS (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>4</td>
<td>2.26</td>
<td>-</td>
<td>-</td>
<td>4.42 x 10⁻¹³</td>
<td>4.12 x 10⁻¹³</td>
<td>3.99 x 10⁻¹³</td>
<td>6.23</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.21</td>
<td>19.69</td>
<td>20.34</td>
<td>3.11 x 10⁻¹³</td>
<td>2.92 x 10⁻¹³</td>
<td>2.80 x 10⁻¹³</td>
<td>7.2</td>
<td>25.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2.15</td>
<td>21.51</td>
<td>22.51</td>
<td>5.67 x 10⁻¹³</td>
<td>5.17 x 10⁻¹³</td>
<td>4.96 x 10⁻¹³</td>
<td>5.91</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>2.18</td>
<td>20.85</td>
<td>21.54</td>
<td>4.24 x 10⁻¹³</td>
<td>3.98 x 10⁻¹³</td>
<td>3.86 x 10⁻¹³</td>
<td>4.45</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>2.14</td>
<td>22.3</td>
<td>22.87</td>
<td>6.51 x 10⁻¹³</td>
<td>5.93 x 10⁻¹³</td>
<td>5.63 x 10⁻¹³</td>
<td>3.58</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>1.98</td>
<td>26.99</td>
<td>28.58</td>
<td>1.88 x 10⁻¹³</td>
<td>1.69 x 10⁻¹²</td>
<td>1.59 x 10⁻¹²</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>4</td>
<td>2.34</td>
<td>-</td>
<td>-</td>
<td>1.62 x 10⁻¹³</td>
<td>1.22 x 10⁻¹³</td>
<td>1.13 x 10⁻¹³</td>
<td>7.75</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.12</td>
<td>23.24</td>
<td>23.75</td>
<td>1.51 x 10⁻¹³</td>
<td>1.49 x 10⁻¹³</td>
<td>1.47 x 10⁻¹³</td>
<td>6.75</td>
<td>26.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2.17</td>
<td>21.61</td>
<td>22.05</td>
<td>7.19 x 10⁻¹⁴</td>
<td>7.07 x 10⁻¹⁴</td>
<td>6.96 x 10⁻¹⁴</td>
<td>7.74</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>2.12</td>
<td>23.48</td>
<td>24.28</td>
<td>1.06 x 10⁻¹³</td>
<td>9.96 x 10⁻¹⁴</td>
<td>9.71 x 10⁻¹⁴</td>
<td>7.6</td>
<td>-</td>
</tr>
<tr>
<td>Phase</td>
<td>Block</td>
<td>ID</td>
<td>Density (g/cm(^3))</td>
<td>Conn. por. (%)</td>
<td>Total por. (%)</td>
<td>Perm at 100 psi (m(^2))</td>
<td>Perm at 200 psi (m(^2))</td>
<td>Perm at 300 psi (m(^2))</td>
<td>E (GPa)</td>
<td>UCS (MPa)</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>----</td>
<td>----------------------</td>
<td>---------------</td>
<td>---------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>51</td>
<td>2.15</td>
<td>22.65</td>
<td>22.8</td>
<td>7.88 \times 10^{-14}</td>
<td>7.55 \times 10^{-14}</td>
<td>7.39 \times 10^{-14}</td>
<td>6.46</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>H</td>
<td>9</td>
<td>2.33</td>
<td></td>
<td></td>
<td>1.32 \times 10^{-13}</td>
<td>1.13 \times 10^{-13}</td>
<td>1.05 \times 10^{-13}</td>
<td>7.11</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.18</td>
<td>21.09</td>
<td>23.2</td>
<td>6.13 \times 10^{-14}</td>
<td>5.98 \times 10^{-14}</td>
<td>5.91 \times 10^{-14}</td>
<td>7.18</td>
<td>29.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>2.09</td>
<td>24.4</td>
<td>26.25</td>
<td>1.43 \times 10^{-13}</td>
<td>1.33 \times 10^{-13}</td>
<td>1.25 \times 10^{-13}</td>
<td>-**</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>2.14</td>
<td>22.76</td>
<td>24.42</td>
<td>8.91 \times 10^{-14}</td>
<td>8.60 \times 10^{-14}</td>
<td>8.42 \times 10^{-14}</td>
<td>8.14</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>2.16</td>
<td>21.93</td>
<td>23.76</td>
<td>7.80 \times 10^{-14}</td>
<td>7.57 \times 10^{-14}</td>
<td>7.44 \times 10^{-14}</td>
<td>6.95</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>2.16</td>
<td>22.08</td>
<td>23.9</td>
<td>9.15 \times 10^{-14}</td>
<td>8.37 \times 10^{-14}</td>
<td>8.11 \times 10^{-14}</td>
<td>6.47</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>6</td>
<td>2.27</td>
<td></td>
<td></td>
<td>1.44 \times 10^{-14}</td>
<td>1.13 \times 10^{-14}</td>
<td>1.04 \times 10^{-14}</td>
<td>10.83</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2.2</td>
<td>20.52</td>
<td>22.74</td>
<td>8.10 \times 10^{-15}</td>
<td>7.48 \times 10^{-15}</td>
<td>7.20 \times 10^{-15}</td>
<td>11.42</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.11</td>
<td>23.77</td>
<td>26</td>
<td>9.38 \times 10^{-15}</td>
<td>8.81 \times 10^{-15}</td>
<td>8.54 \times 10^{-15}</td>
<td>11.01</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2.15</td>
<td>22.55</td>
<td>24.57</td>
<td>7.26 \times 10^{-15}</td>
<td>6.72 \times 10^{-15}</td>
<td>6.41 \times 10^{-15}</td>
<td>10.77</td>
<td>48.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>2.09</td>
<td>20.94</td>
<td>26.76</td>
<td>1.19 \times 10^{-14}</td>
<td>1.09 \times 10^{-14}</td>
<td>1.04 \times 10^{-14}</td>
<td>10.42</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>2.13</td>
<td>23.1</td>
<td>25.32</td>
<td>8.41 \times 10^{-15}</td>
<td>7.82 \times 10^{-15}</td>
<td>7.59 \times 10^{-15}</td>
<td>12.29</td>
<td>-</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td>32</td>
<td>2.28</td>
<td></td>
<td></td>
<td>9.63 \times 10^{-15}</td>
<td>8.10 \times 10^{-15}</td>
<td>7.67 \times 10^{-15}</td>
<td>11.58</td>
<td>-</td>
</tr>
<tr>
<td>Phase</td>
<td>Block</td>
<td>ID</td>
<td>Density (g/cm³)</td>
<td>Conn. por. (%)</td>
<td>Total por. (%)</td>
<td>Perm at 100 psi (×10⁻¹⁵ m²)</td>
<td>Perm at 200 psi (×10⁻¹⁵ m²)</td>
<td>Perm at 300 psi (×10⁻¹⁵ m²)</td>
<td>E (GPa)</td>
<td>UCS (MPa)</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-----</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>4 G</td>
<td></td>
<td>31</td>
<td>2.15</td>
<td>22.57</td>
<td>24.78</td>
<td>7.09 × 10⁻¹⁵</td>
<td>6.78 × 10⁻¹⁵</td>
<td>6.55 × 10⁻¹⁵</td>
<td>11.39</td>
<td>51.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>2.1</td>
<td>24.38</td>
<td>26.47</td>
<td>8.20 × 10⁻¹⁵</td>
<td>7.81 × 10⁻¹⁵</td>
<td>7.54 × 10⁻¹⁵</td>
<td>9.37</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>41</td>
<td>2.07</td>
<td>25.4</td>
<td>27.56</td>
<td>1.65 × 10⁻¹⁴</td>
<td>1.50 × 10⁻¹⁴</td>
<td>1.39 × 10⁻¹⁴</td>
<td>9.94</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>61</td>
<td>2.22</td>
<td>21.1</td>
<td>22.5</td>
<td>1.38 × 10⁻¹⁴</td>
<td>1.32 × 10⁻¹⁴</td>
<td>1.26 × 10⁻¹⁴</td>
<td>11.89</td>
<td>-</td>
</tr>
<tr>
<td>5 J</td>
<td></td>
<td>1</td>
<td>1.83</td>
<td>-</td>
<td>-</td>
<td>2.51 × 10⁻¹¹</td>
<td>2.08 × 10⁻¹¹</td>
<td>1.89 × 10⁻¹¹</td>
<td>2.36</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.61</td>
<td>40.17</td>
<td>41.17</td>
<td>-***</td>
<td>-***</td>
<td>-***</td>
<td>1.39</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1.69</td>
<td>37.2</td>
<td>38.13</td>
<td>-***</td>
<td>-***</td>
<td>-***</td>
<td>3.29</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1.68</td>
<td>37.57</td>
<td>36.47</td>
<td>1.75 × 10⁻¹¹</td>
<td>1.65 × 10⁻¹¹</td>
<td>1.58 × 10⁻¹¹</td>
<td>1.83</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>1.65</td>
<td>39.15</td>
<td>39.81</td>
<td>2.40 × 10⁻¹¹</td>
<td>2.26 × 10⁻¹¹</td>
<td>2.14 × 10⁻¹¹</td>
<td>2.01</td>
<td>-</td>
</tr>
<tr>
<td>2 K</td>
<td></td>
<td>1</td>
<td>1.91</td>
<td>29.16</td>
<td>30.17</td>
<td>2.00 × 10⁻¹²</td>
<td>1.89 × 10⁻¹²</td>
<td>1.83 × 10⁻¹²</td>
<td>4.05</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1.89</td>
<td>30.19</td>
<td>31.05</td>
<td>2.24 × 10⁻¹²</td>
<td>2.06 × 10⁻¹²</td>
<td>1.99 × 10⁻¹²</td>
<td>3.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1.83</td>
<td>32.32</td>
<td>33.22</td>
<td>3.37E × 10⁻¹²</td>
<td>3.02 × 10⁻¹²</td>
<td>2.83 × 10⁻¹²</td>
<td>1.84</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>36</td>
<td>1.84</td>
<td>32.08</td>
<td>32.85</td>
<td>2.98 × 10⁻¹²</td>
<td>2.74 × 10⁻¹²</td>
<td>2.56 × 10⁻¹²</td>
<td>-**</td>
<td>-</td>
</tr>
<tr>
<td>Block</td>
<td>Phase</td>
<td>Density (g/cm³)</td>
<td>Conn. por. (%)</td>
<td>Total por. (%)</td>
<td>Perm at 100 psi (m²)</td>
<td>Perm at 200 psi (m²)</td>
<td>Perm at 300 psi (m²)</td>
<td>E (GPa)</td>
<td>UCS (MPa)</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>----------------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>1.86</td>
<td>31.6</td>
<td>32.28</td>
<td>2.68 x 10⁻¹²</td>
<td>2.47 x 10⁻¹²</td>
<td>2.35 x 10⁻¹²</td>
<td>3.05</td>
<td>6.2</td>
<td></td>
</tr>
</tbody>
</table>
Table C.2: Raw data for tensile strength results obtained by Brazilian disk testing.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Block</th>
<th>Core ID</th>
<th>Length (mm)</th>
<th>Diameter (mm)</th>
<th>Calculated density (g/cm³)</th>
<th>Tensile strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>1</td>
<td>03</td>
<td>17.9</td>
<td>36.9</td>
<td>2.22</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31</td>
<td>20.1</td>
<td>36.8</td>
<td>2.13</td>
<td>1.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04</td>
<td>20.3</td>
<td>37</td>
<td>2.24</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>01</td>
<td>21</td>
<td>36.9</td>
<td>2.22</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05</td>
<td>23.5</td>
<td>37</td>
<td>2.16</td>
<td>2.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>06</td>
<td>21.9</td>
<td>37</td>
<td>2.17</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>07</td>
<td>22.2</td>
<td>36.9</td>
<td>2.2</td>
<td>2.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>08</td>
<td>23.6</td>
<td>36.8</td>
<td>2.25</td>
<td>2.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>09</td>
<td>19.5</td>
<td>37</td>
<td>2.21</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>20.1</td>
<td>36.9</td>
<td>2.25</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
<td>16.3</td>
<td>36.9</td>
<td>2.15</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>20.2</td>
<td>36.9</td>
<td>2.18</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>18.9</td>
<td>36.9</td>
<td>2.17</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>18.8</td>
<td>36.9</td>
<td>1.87</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>02</td>
<td>16.4</td>
<td>36.9</td>
<td>2.09</td>
<td>1.59</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>03</td>
<td>17.2</td>
<td>36.7</td>
<td>2.3</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04</td>
<td>19.9</td>
<td>36.9</td>
<td>2.14</td>
<td>2.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05</td>
<td>20.8</td>
<td>36.9</td>
<td>2.14</td>
<td>2.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>072</td>
<td>16.2</td>
<td>36.9</td>
<td>2.15</td>
<td>2.34</td>
</tr>
<tr>
<td>H</td>
<td></td>
<td>01</td>
<td>24.8</td>
<td>37</td>
<td>2.13</td>
<td>2.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>011</td>
<td>24.9</td>
<td>36.9</td>
<td>2.15</td>
<td>2.56</td>
</tr>
<tr>
<td>Phase</td>
<td>Block</td>
<td>Core ID</td>
<td>Length (mm)</td>
<td>Diameter (mm)</td>
<td>Calculated density (g/cm³)</td>
<td>Tensile strength (MPa)</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td>-------------</td>
<td>---------------</td>
<td>----------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>3</td>
<td>H</td>
<td>012</td>
<td>28.1</td>
<td>36.9</td>
<td>2.15</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>02</td>
<td>20.3</td>
<td>36.9</td>
<td>2.18</td>
<td>3.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>031</td>
<td>23.7</td>
<td>37</td>
<td>2.17</td>
<td>3.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>032</td>
<td>18.8</td>
<td>37</td>
<td>2.17</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05</td>
<td>26.4</td>
<td>36.9</td>
<td>2.13</td>
<td>2.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>051</td>
<td>23.3</td>
<td>38.4</td>
<td>1.98</td>
<td>1.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>08</td>
<td>16.6</td>
<td>36.9</td>
<td>2.23</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>081</td>
<td>16.6</td>
<td>36.9</td>
<td>2.05</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>09</td>
<td>22.7</td>
<td>36.9</td>
<td>2.17</td>
<td>2.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>01</td>
<td>18.4</td>
<td>37.7</td>
<td>2.16</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>012</td>
<td>24.6</td>
<td>37.6</td>
<td>2.12</td>
<td>2.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>02</td>
<td>17</td>
<td>37.6</td>
<td>2.07</td>
<td>2.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03</td>
<td>18.7</td>
<td>37.8</td>
<td>2.15</td>
<td>2.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>031</td>
<td>24.5</td>
<td>37.8</td>
<td>2.1</td>
<td>3.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>032</td>
<td>23.5</td>
<td>37.8</td>
<td>2.11</td>
<td>3.73</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>04</td>
<td>21.7</td>
<td>37.8</td>
<td>2.03</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05</td>
<td>18.9</td>
<td>37.7</td>
<td>2.06</td>
<td>3.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>051</td>
<td>22.5</td>
<td>37.8</td>
<td>2.16</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>06</td>
<td>23.3</td>
<td>37.8</td>
<td>2.05</td>
<td>2.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>061</td>
<td>21.8</td>
<td>37.7</td>
<td>2.06</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>071</td>
<td>19.4</td>
<td>37.7</td>
<td>2.06</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>072</td>
<td>22.3</td>
<td>37.6</td>
<td>2.06</td>
<td>2.86</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>03</td>
<td>17.1</td>
<td>37.9</td>
<td>2.09</td>
<td>3.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>031</td>
<td>22.6</td>
<td>37.8</td>
<td>2.16</td>
<td>4.05</td>
</tr>
<tr>
<td>Phase</td>
<td>Block</td>
<td>Core ID</td>
<td>Length (mm)</td>
<td>Diameter (mm)</td>
<td>Calculated density (g/cm³)</td>
<td>Tensile strength (MPa)</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td>-------------</td>
<td>---------------</td>
<td>-----------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>4</td>
<td>G</td>
<td>032</td>
<td>19.6</td>
<td>37.7</td>
<td>2.13</td>
<td>3.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04</td>
<td>17.8</td>
<td>37</td>
<td>2.18</td>
<td>4.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>042</td>
<td>16.5</td>
<td>37.1</td>
<td>2.06</td>
<td>3.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>061</td>
<td>16.6</td>
<td>37.9</td>
<td>2.09</td>
<td>3.66</td>
</tr>
<tr>
<td>5</td>
<td>J</td>
<td>01</td>
<td>23.6</td>
<td>36.9</td>
<td>1.65</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>02</td>
<td>18.2</td>
<td>36.9</td>
<td>1.65</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03</td>
<td>19.5</td>
<td>37</td>
<td>1.66</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04</td>
<td>18.2</td>
<td>36.9</td>
<td>1.62</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05</td>
<td>19.5</td>
<td>36.9</td>
<td>1.64</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>06</td>
<td>16.9</td>
<td>37</td>
<td>1.69</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>K</td>
<td>01</td>
<td>19.9</td>
<td>36.9</td>
<td>1.97</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>012</td>
<td>21.8</td>
<td>36.9</td>
<td>1.92</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>036</td>
<td>21.8</td>
<td>36.9</td>
<td>1.96</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04</td>
<td>21.7</td>
<td>36.9</td>
<td>1.92</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05</td>
<td>18.8</td>
<td>36.9</td>
<td>1.74</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05</td>
<td>23.8</td>
<td>36.9</td>
<td>1.85</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>051</td>
<td>22.3</td>
<td>36.9</td>
<td>1.81</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>09</td>
<td>18.3</td>
<td>36.9</td>
<td>1.99</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>091</td>
<td>19.8</td>
<td>36</td>
<td>1.82</td>
<td>0.53</td>
</tr>
</tbody>
</table>
Table C.3: Mean Schmidt hammer values, and width, depth and height of each block given in cm; * where dimension not exposed.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Width</th>
<th>Depth</th>
<th>Height</th>
<th>Mean R_L</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>143</td>
<td>*</td>
<td>*</td>
<td>29.05</td>
</tr>
<tr>
<td></td>
<td>109</td>
<td>72</td>
<td>56</td>
<td>24.8</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>228</td>
<td>*</td>
<td>30.5</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>62</td>
<td>81</td>
<td>47.9</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>500</td>
<td>600</td>
<td>37.25</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>400</td>
<td>300</td>
<td>35.55</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>450</td>
<td>200</td>
<td>43.75</td>
</tr>
<tr>
<td>4</td>
<td>600</td>
<td>400</td>
<td>150</td>
<td>34.1</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>300</td>
<td>200</td>
<td>37.45</td>
</tr>
<tr>
<td></td>
<td>125</td>
<td>42</td>
<td>68</td>
<td>33.35</td>
</tr>
<tr>
<td></td>
<td>550</td>
<td>200</td>
<td>300</td>
<td>23.95</td>
</tr>
<tr>
<td></td>
<td>280</td>
<td>200</td>
<td>150</td>
<td>40.9</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>150</td>
<td>300</td>
<td>37.7</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>150</td>
<td>150</td>
<td>33.25</td>
</tr>
<tr>
<td></td>
<td>182</td>
<td>157</td>
<td>138</td>
<td>42.9</td>
</tr>
<tr>
<td></td>
<td>280</td>
<td>350</td>
<td>450</td>
<td>42.45</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>300</td>
<td>600</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>400</td>
<td>300</td>
<td>40.55</td>
</tr>
<tr>
<td></td>
<td>700</td>
<td>500</td>
<td>400</td>
<td>29.1</td>
</tr>
<tr>
<td></td>
<td>450</td>
<td>800</td>
<td>400</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>450</td>
<td>800</td>
<td>400</td>
<td>24.4</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>250</td>
<td>300</td>
<td>27.9</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>124</td>
<td>163</td>
<td>19.7</td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>600</td>
<td>300</td>
<td>18.2</td>
</tr>
<tr>
<td>Phase</td>
<td>Width</td>
<td>Depth</td>
<td>Height</td>
<td>Mean R_L</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>BRV Samples</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>94</td>
<td>49</td>
<td>67</td>
<td></td>
<td>45.95</td>
</tr>
<tr>
<td>107</td>
<td>107</td>
<td>57</td>
<td></td>
<td>26.8</td>
</tr>
<tr>
<td>97</td>
<td>115</td>
<td>53</td>
<td></td>
<td>38.6</td>
</tr>
<tr>
<td>82</td>
<td>52</td>
<td>63</td>
<td></td>
<td>24.85</td>
</tr>
<tr>
<td>136</td>
<td>70</td>
<td>72</td>
<td></td>
<td>35.05</td>
</tr>
<tr>
<td>113</td>
<td>62</td>
<td>57</td>
<td></td>
<td>19.15</td>
</tr>
<tr>
<td>86</td>
<td>58</td>
<td>42</td>
<td></td>
<td>24.9</td>
</tr>
<tr>
<td>112</td>
<td>94</td>
<td>66</td>
<td></td>
<td>42.05</td>
</tr>
<tr>
<td>92</td>
<td>34</td>
<td>42</td>
<td></td>
<td>15.9</td>
</tr>
<tr>
<td>104</td>
<td>48</td>
<td>86</td>
<td></td>
<td>21.7</td>
</tr>
<tr>
<td>87</td>
<td>73</td>
<td>75</td>
<td></td>
<td>34</td>
</tr>
<tr>
<td>94</td>
<td>82</td>
<td>69</td>
<td></td>
<td>45.5</td>
</tr>
<tr>
<td>82</td>
<td>51</td>
<td>32</td>
<td></td>
<td>39.4</td>
</tr>
<tr>
<td>204</td>
<td>197</td>
<td>114</td>
<td></td>
<td>47.05</td>
</tr>
<tr>
<td>84</td>
<td>95</td>
<td>53</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>51</td>
<td>47</td>
<td>14</td>
<td></td>
<td>43.35</td>
</tr>
<tr>
<td>258</td>
<td>139</td>
<td>132</td>
<td></td>
<td>27.9</td>
</tr>
<tr>
<td>77</td>
<td>86</td>
<td>32</td>
<td></td>
<td>48.1</td>
</tr>
<tr>
<td>104</td>
<td>93</td>
<td>95</td>
<td></td>
<td>47.8</td>
</tr>
<tr>
<td>84</td>
<td>95</td>
<td>53</td>
<td></td>
<td>20.95</td>
</tr>
<tr>
<td>62</td>
<td>49</td>
<td>25</td>
<td></td>
<td>35.65</td>
</tr>
<tr>
<td>180</td>
<td>122</td>
<td>113</td>
<td></td>
<td>43</td>
</tr>
<tr>
<td>116</td>
<td>72</td>
<td>47</td>
<td></td>
<td>33.55</td>
</tr>
<tr>
<td>62</td>
<td>53</td>
<td>33</td>
<td></td>
<td>42.15</td>
</tr>
<tr>
<td>84</td>
<td>40</td>
<td>67</td>
<td></td>
<td>34.15</td>
</tr>
<tr>
<td>67</td>
<td>59</td>
<td>35</td>
<td></td>
<td>46.9</td>
</tr>
<tr>
<td>Phase</td>
<td>Width</td>
<td>Depth</td>
<td>Height</td>
<td>Mean $R_L$</td>
</tr>
<tr>
<td>-------------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>BRV Samples</td>
<td>120</td>
<td>96</td>
<td>62</td>
<td>39.8</td>
</tr>
<tr>
<td></td>
<td>66</td>
<td>48</td>
<td>35</td>
<td>29.75</td>
</tr>
</tbody>
</table>
Table C.4: For each of Uniaxial Compressive Strength (UCS), Uniaxial Tensile Strength (UTS), and Young's modulus (E): number of tests, average, and standard deviation for each phase.

<table>
<thead>
<tr>
<th></th>
<th># of tests</th>
<th>UCS (MPa)</th>
<th>Std. Dev.</th>
<th>UTS (MPa)</th>
<th>Std. Dev.</th>
<th>E (GPa)</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>25.11</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.32</td>
<td></td>
<td>115</td>
<td>0.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>26.9</td>
<td>1.68</td>
<td>17</td>
<td>2.47</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5.29</td>
<td>1.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.16</td>
<td>1.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6.59</td>
<td>0.38</td>
<td>15</td>
<td>0.96</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.13</td>
<td>0.55</td>
<td>15</td>
<td>2.13</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>26.9</td>
<td>1.68</td>
<td>17</td>
<td>2.47</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5.29</td>
<td>1.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.16</td>
<td>1.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6.59</td>
<td>0.38</td>
<td>15</td>
<td>0.96</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.13</td>
<td>0.55</td>
<td>15</td>
<td>2.13</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>26.9</td>
<td>1.68</td>
<td>17</td>
<td>2.47</td>
<td>0.44</td>
<td></td>
</tr>
</tbody>
</table>

Note: A.V. = Average; Std. Dev. = Standard Deviation; n/a = not applicable.
C.2 Supplementary Figures

Figure C.1: Rock density as function of total porosity, shown by block label. The data show a near-linear relationship (raw values in Supplementary Table 1).
Figure C.2: (a-c) QEMSCAN images showing mineral assemblage in remaining samples from each phase; key shown below images and white shows porosity in all cases; (d-f) processed QEMSCAN images where all minerals are shown in gray, and all porosity is highlighted in black.
Figure C.3: Back scattered electron images for each of the rocks analyzed using the QEMSCAN. Each panel corresponds to the equivalent rock section shown in Figure 3 and Supplementary Figure 2.
Figure C.4: Permeability as a function of connected porosity, shown at confining pressures of 0.7 MPa, 1.4 MPa and 2.1 MPa. The color refers to Phases: Phase 1: yellow; Phase 3: orange; Phase 4: red; Phase 4: mauve.
Figure C.5: Stress-strain plots for cyclic loading tests in each phase, where solid lines show tests on 26 mm cores, and dashed lines show tests on 37 mm cores for (a) Phase 1, (b) Phase 3, (c) Phase 4, and (d) Phase 5.
Appendix D

Supplementary Material for

Chapter 5

D.1 Supplementary Tables

Table D.1: Height/radius relationships for all ‘initial condition’ domes first presented in Chapter 3.

<table>
<thead>
<tr>
<th>Conduit diameter (m)</th>
<th>Solidus Pressure (MPa)</th>
<th>Height (m)</th>
<th>Radius (m)</th>
<th>H/R</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.4</td>
<td>70</td>
<td>97.5</td>
<td>0.718</td>
</tr>
<tr>
<td>20</td>
<td>0.2</td>
<td>68.5</td>
<td>111</td>
<td>0.617</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>76.5</td>
<td>104</td>
<td>0.736</td>
</tr>
<tr>
<td>50</td>
<td>0.4</td>
<td>112</td>
<td>170</td>
<td>0.659</td>
</tr>
</tbody>
</table>
D.2 Supplementary Figures

Figure D.1: Results of coupled PFC2D-FLAC simulations, by Martin Schöpfer (unpublished). Thin triangular line is the outline of the particle model prior to substratum creep. $t$ is final creep-time in million years. $H$ is initial substratum thickness.