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Abstract 

Low-power voltage control of magnetic properties of ferromagnetic thin films has long 

been of interest for many technical applications including magnetic random access 

memory (MRAM) devices, high-frequency tuneable magnetic devices and magnetic 

sensors. This research explores novel routes to further develop theses devices. 

 This thesis presents a study of the variation of magnetic properties of permalloy 

(Ni80Fe20) and Ni thin films when part of an ionic liquid cell via a voltage induced oxidation 

thinning/thickening of the magnetic film. The cells consisted of a thin ferromagnetic film 

(<50 nm), the ionic liquid 1-Ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide 

(EMIMTSFI) and an indium-tin oxide (ITO) coated glass slide.  

Magneto-optical Kerr effect (MOKE) magnetometry and vibrating sample 

magnetometry (VSM) demonstrated drops in coercivity and magnetisation by more than 

50%, upon application of low voltages (<4 V), which were partially recovered upon 

reversal of the voltage polarity.  

X-ray photoelectron spectroscopy (XPS) and cyclic voltammetry studies showed 

a voltage dependent oxidation of the thin films and gave the electrochemical window of 

the cell to be approximately 4.2 V, with redox peaks at ± 2.5 V. 

Ferromagnetic resonance (FMR) spectroscopy demonstrated thickness 

dependent changes in magnetisation of 5 nm, 10 nm and 50 nm permalloy films, while 

changes in surface anisotropy and Gilbert damping constant were also observed.  

This work hopes to further the understanding of the mechanisms involved in the 

voltage control of magnetic properties in thin films and advance the technology for future 

applications. 
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1. Introduction 

The voltage control of magnetic properties in thin films and nanostructures offers a low 

power alternative to other current controlled techniques such as current generated 

magnetic field control1 and spin-transfer torque2,3. Low power switching of magnetic 

properties could see reduced operating power, improved reliability and wider functionality 

in magnetic random access (MRAM) devices4, magnetoelectric sensors5 and high-

frequency tuneable magnetic devices6.  

 There is a growing interest in the field of voltage control of magnetic properties, 

since 2006 the number of papers published per year on the subject has more than 

tripled7 (Figure 1.1). Methods of voltage control of magnetism currently receiving a lot of 

attention include ferromagnetic semiconductors8 and multiferroic materials9,10. However, 

ferromagnetic semiconductors11,12 and true (single phase) multiferroics13 require low 

operation temperatures and, in the case of true multiferroics, display only weak 

magnetoelectric coupling, while artificial (composite) multiferroics often have a complex 

fabrication process14,15.  

understand the mechanisms involved and by the demand for better performance, which is shown by the increasing number
of publications every year as depicted in Fig. 1. The research regarding the interaction between charge and spin has devel-
oped into the exciting area of voltage control of magnetism (VCM). This field shows great potential to impact magnetic data
storage, spintronics, and high-frequency magnetic devices, especially taking into account recent initiatives in internet of
things, big data, artificial intelligence, and cloud computing.

Inspired by studies on magnetic semiconductors, researchers began investigating the voltage control of magnetic metals.
Although it was previously thought that is was difficult to realize a large enough electric field effect in metals due to the
short screening length [17], the manipulation of magnetism with an electric field effect was observed in ultrathin FePt
and FePd owing to the large electric field-induced modulation of surface charges through ionic liquid gating [18]. Relevant
investigations were soon expanded to ferromagnetic metal/ferroelectric oxide bilayers, such as Ni/BTO and CoFe/BFO, as well
as Ta/CoFeB/MgO sandwiches [19–21]. The latter are the fundamental heterostructures for the current read-heads in high-
density hard disks and the emerging magnetic random access memory (MRAM) technologies [3]. Since ultrathin metals are
commonly used for electrical modulation, the interface of ferromagnetic metal/dielectric gating profoundly affects the effi-
ciency of VCM. Thus the role of the interface in the VCM was extensively discussed in previous publications [22–24].

On the other hand, complex oxides have drawn increasing attention in recent years, because the strong couplings
between lattice, charge, spin, and orbital degrees of freedom provide a broad playground for a variety of exotic properties
tuned by various electrical methods including VCM [25]. Thanks to their semiconductor and even insulator nature, oxide thin
films often display a much larger screening length, guaranteeing a strong electric field effect for the manipulation of mag-
netic properties. The typical examples of VCM are found in multiferroic-based oxide bilayers, such as LSMO/PMN-PT, PZT/
LSMO and LSMO/BFO [26–28]. It is worth pointing out that inverse magnetoelectric coupling (changing the magnetic prop-
erties by applying an external electric field), a revival in multiferroic materials from the 1980s [29], could be considered a
typical VCM behavior to some extent when ferromagnetic/ferroelectric bilayer films are used. In recent years, the magnetic
properties of ferromagnetic films, including saturated magnetization (MS), coercive field (HC), magnetic anisotropy (MA), and
Curie temperature (TC), etc., have been effectively manipulated by electrical means [24,30,31].

In terms of the mechanisms embedded in VCM, there are various origins. First, the modification of charge carrier densities
is thought to play a crucial role in ferromagnetic semiconductors and oxides [32,33]. An induced or spontaneous electric
polarization at the interface of the dielectric/magnetic layers results in carrier accumulation or depletion, leading to a vari-
ation in the magnetic exchange interaction and anisotropy. In magnetic metals, the electric field manipulates the carrier den-
sity and the resultant Fermi level position at the interface, which determines the magnetic anisotropy [24,34]. The progress
in ferromagnetic/ferroelectric heterostructures has brought about significant innovation in the mechanisms for VCM, where
the strain effect is commonly involved. The external electric field changes the lattice parameter of ferroelectric crystals by an
inverse piezoelectric effect during ferroelectric switching. The strain induced by the lattice variation is then transferred to
the adjacent magnetic layer, causing modulations of magnetic performance through magnetostriction [35]. Once the ferro-
electric layer is replaced by a multiferroic film (e.g., BFO) with a combination of ferroelectric and antiferromagnetic features,
the exchange coupling mechanism provides another route for the electrical modulation of the spin arrangement in the fer-
romagnetic layer [36,37].

The textbook-style mechanisms referring to charge, lattice, and spin degrees of freedom mentioned above have been
widely summarized in previous reviews [30,31]. Interestingly, recent advances in the characterizations of cutting-edge elec-
tronic structures and in dielectric materials indicate that two emergent mechanisms, orbital reconstruction and the electro-
chemical effect, are responsible for VCM in some systems. For example, the interfacial modulation of Mn orbital occupancy in
LSMO/BTO heterostructures alters the TC and magnetoresistance of LSMO [38]. The situation turns out to be dramatically dif-
ferent when the inert oxide gate is replaced by an ionic conductor (e.g., GdOx) with high O2! mobility or an electrolyte; the

Fig. 1. Publications per year on voltage control of magnetism according to Web of Science: http://apps.webofkonwledge.com/.

C. Song et al. / Progress in Materials Science 87 (2017) 33–82 35

Figure 1.1: Publications per year on voltage control of magnetism7 
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 Low power room temperature control of magnetic properties has been 

demonstrated by using large electric fields to directly alter magnetic properties16 and in 

other cases to control oxygen ion transport in magnetic films17,18. Weisheit et al.16 added 

Na+ ions to propylene carbonate to act as an electrolyte to generate electric fields of up 

to 4 GVm-1 via an electric double layer at the interface with FePt and FePd films. This 

induced changes of up to 4.5% in coercivity, attributed to a change in unpaired 3d 

electrons at the interface. While, Bauer et al.17,18 showed that oxygen migration across a 

perpendicular magnetic anisotropy (PMA) GdOx/Co interface could be controlled using 

voltage and heat treatments. This resulted in a significant drop in coercivity and entire 

loss of PMA after applying -4 V to the oxide layer and complete reversibility after 

applying +4 V and heating to 100 °C. These effects were attributed to an oxidation-

induced change in magnetic anisotropy. 

 Combining these methods may provide a new approach to further increase the 

controllability of magnetic properties. In the research described here, a cell was created 

containing two electrodes, a ferromagnetic film and a transparent indium-tin oxide coated 

glass layer, separated by an ionic liquid, which are known to generate high electric fields 

at interfaces. Permalloy films were used here due to its soft magnetic properties19, high 

magnetisation9, ease of patterning20 and wide use within thin film technology21. While Ni 

films have been previously investigated in multiferroics22,23, little research has been 

conducted into the voltage control of magnetic properties of Ni via a redox reaction. A 

non-volatile chemistry route to controlling magnetic properties of permalloy and Ni could 

be of interest for tuneable magnetic devices24. 

Applying low-voltages  (< |4| V) to this cell resulted in changes in magnetisation, 

coercivity, magnetic moment, surface anisotropy and Gilbert damping constant in the 

magnetic film, measured via magneto-optical Kerr effect (MOKE) magnetometry, 

vibrating sample magnetometry (VSM) and ferromagnetic resonance (FMR) 
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spectroscopy. X-ray photoelectron spectroscopy (XPS) of the surface of the 

ferromagnetic films demonstrated a voltage-dependent level of oxidation at the surface of 

the film, while cyclic voltammetry characterisation of the electrochemical cell identified 

redox potential voltages where maximum changes in magnetic properties were 

observed.  

The changes in magnetic properties are attributed to a voltage induced redox 

effect, which caused a thinning/thickening effect of the ferromagnetic film and a change 

in surface anisotropy. Thicker films (10-50 nm) demonstrated the converse changes in 

magnetic properties and are attributed to the formation of an iron-rich layer that grew in 

thickness with positive voltage and to a variation in surface anisotropy. All the variations 

in magnetic properties presented in this thesis are non-volatile, which is very important 

for device applications.   

1.1 Thesis outline 

This thesis consists of eight chapters and an appendix, including this one, as follows: 

Chapter 2 introduces the magnetic theory required to understand this research project. 

This includes origins of magnetism, magnetic energy terms and magnetisation dynamics. 

Chapter 3 presents previous work from the literature for the various methods of voltage 

control of magnetism, highlighting the benefits and drawbacks of each technique.  

Chapter 4 details the experimental equipment and methodologies used in the research 

work. This includes sample preparation and magnetic, surface and electrochemical 

characterisation. 

Chapter 5 presents an investigation of the voltage-controlled magnetic properties of 

permalloy and Ni films. This includes in situ measurements of hysteresis using an 

adapted MOKE magnetometer and ex situ VSM measurements of magnetisation. 
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Chapter 6 presents a study of the surface chemistry of permalloy films due to exposure 

to the ionic liquid and voltage. Cyclic voltammetry allowed an insight into the 

electrochemistry of the cells to be gained, while post exposure XPS gave a detailed view 

of composition of the film surface. 

Chapter 7 describes how ferromagnetic resonance (FMR) spectroscopy was used to 

study 5 nm, 10 nm and 50 nm thick permalloy films in the electrochemical cell. This 

compliments the experiments in the previous two chapters and allowed magnetisation, 

surface anisotropy and Gilbert damping to be determined. This gave further insight into 

the effects of the electrochemical interaction. 

Chapter 8 provides a conclusion to the work and suggests future work to be investigated.  

An appendix section at the end of the thesis displays all of the XPS data. 

1.2 References 

1. Prinz, G. A. Magnetoelectronics. Science (5394). 282, 1660–1663 (1998). 

2. Slonczewski, J. C. Current-driven excitation of magnetic multilayers. J. Magn. 

Magn. Mater. 159, (1996). 

3. Berger, L. Emission of spin waves by a magnetic multilayer traversed by a current. 

Phys. Rev. B 54, 9353–9358 (1996). 

4. Apalkov, D., Dieny, B. & Slaughter, J. M. Magnetoresistive Random Access 

Memory. Proceedings of the IEEE 104, 1796–1830 (2016). 

5. Freitas, P. P., Ferreira, R., Cardoso, S. & Cardoso, F. Magnetoresistive sensors. 

J. Physics Condensed Matter 19, 165221 (2007). 

6. Kiselev, S. I. et al. Microwave oscillations of a nanomagnet driven by a spin-

polarized current. Nature 425, 380–383 (2003). 



	 14	

7. Song, C., Cui, B., Li, F., Zhou, X. & Pan, F. Progress in Materials Science Recent 

progress in voltage control of magnetism : Materials , mechanisms , and 

performance. Prog. Mater. Sci. 87, 33–82 (2017). 

8. MacDonald, A. H., Schiffer, P. & Samarth, N. Ferromagnetic semiconductors: 

moving beyond (Ga,Mn)As. Nat. Mater. 4, 195–202 (2005). 

9. Ramesh, R. & Spaldin, N. A. Multiferroics: progress and prospects in thin films. 

Nat. Mater. 6, 21–29 (2007). 

10. Fiebig, M., Lottermoser, T., Meier, D. & Trassin, M. The evolution of multiferroics. 

Nat. Rev. Mater. 16046 (2016). 

11. Chiba, D., Yamanouchi, M., Matsukura, F. & Ohno, H. Electrical manipulation of 

magnetization reversal in a ferromagnetic semiconductor. Science 301, 943–945 

(2003). 

12. Chiba, D., Matsukura, F. & Ohno, H. Electric-field control of ferromagnetism in 

(Ga,Mn)As. Appl. Phys. Lett. 89, 2004–2007 (2006). 

13. Tokunaga, Y., Taguchi, Y., Arima, T. & Tokura, Y. Electric-field-induced 

generation and reversal of ferromagnetic moment in ferrites. Nat. Phys. 8, 838–

844 (2012). 

14. Heron, J. T. et al. Electric-field-induced magnetization reversal in a ferromagnet-

multiferroic heterostructure. Phys. Rev. Lett. 107, 1–5 (2011). 

15. Lebeugle, D., Mougin,  a., Viret, M., Colson, D. & Ranno, L. Electric field switching 

of the magnetic anisotropy of a ferromagnetic layer exchange coupled to the 

multiferroic compound BiFeO3. Phys. Rev. Lett. 103, 2–5 (2009). 

16. Weisheit, M. et al. Electric Field-Induced Modification of Magnetism in Thin-Film 



	 15	

Ferromagnets. Science,  315, 349–351 (2007). 

17. Bauer, U. et al. Magneto-ionic control of interfacial magnetism. Nat. Mater. 14, 

174–181 (2014). 

18. Bauer, U., Emori, S. & Beach, G. S. D. Electric field control of domain wall 

propagation in Pt/Co/GdOx films. Appl. Phys. Lett. 100, (2012). 

19. Coey, J. M. D. Magnetism and Magnetic Materials. (Cambridge University Press, 

2010). doi:10.1017/CBO9780511845000 

20. Cowburn, R. P. Property variation with shape in magnetic nanoelements. J. Phys. 

D. Appl. Phys. 33, R1–R16 (2000). 

21. Kwiatkowski, W. & Tumański, S. The permalloy magnetoresistive sensors-

properties and applications. J. Phys. E. 19, 502–515 (1986). 

22. Weiler, M. et al. Voltage controlled inversion of magnetic anisotropy in a 

ferromagnetic thin film at room temperature. New J. Phys. 11, (2009). 

23. Wu, T. et al. Electrical and mechanical manipulation of ferromagnetic properties in 

polycrystalline nickel thin film. IEEE Magn. Lett. 2, 2–5 (2011). 

24. Vroubel, M., Zhuang, Y., Rejaei, B. & Burghartz, J. N. Integrated tunable magnetic 

RF inductor. IEEE Electron Device Lett. 25, 787–789 (2004). 

 

	

	

	

	

	



	 16	

2. Origins of magnetic properties 

2.1 Introduction 

This chapter aims to introduce and explain the physical origins of magnetic moments in 

atoms and how these moments interact with each other to create magnetic materials. 

This chapter will help the reader to understand the experimental techniques, 

experimental data and conclusions presented in later chapters. 

Firstly, the origin of the magnetic moment in an atom will be described, followed 

by how the magnetic moments interact with each other to create the different types of 

magnetic materials. The magnetic energy terms and the ways in which they compete to 

define the magnetic properties will then be discussed. Finally, there will be a description 

of magnetic domains, domain walls and their switching behaviour. This will include an 

explanation of hysteresis loops, which are an extremely useful tool for characterising 

magnetic materials. 

2.2 Magnetic moments 

In 1820 Hans Christian Øersted discovered the phenomenon of electromagnetism, which 

relates electricity and magnetism.  Øersted discovered that a current carrying wire 

deflects a magnetic compass needle1. André-Marie Ampère developed this and 

formulated an equation (2-1) to relate the magnetic field generated by a current carrying 

wire2, where H is the magnetic field, dl is an infinitesimal line element and I is the current.  

Jean-Baptiste Biot and Félix Savart developed a mathematical description (2-2) of the 

magnetic field’s relationship to current3, where r is the radial distance from the current 

carrying wire, δl is an elemental length and û is the unit vector along the radial direction. 

Ampère’s law and the Biot-Savart law are equivalent, however in certain geometries one 
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is preferred over the other. James Clerk Maxwell built on these with his overarching 

description of electromagnetism4.  

! ∙!! = !                                                 (2-1) 

!! = !
!!!! !"!×!                                    (2-2) 

 Using the discoveries made by these pioneers it is possible to describe the 

magnetic moment of an electron orbiting a nucleus (Figure 2.1). The orbit of the electron 

can be thought of as a circulating current that generates a magnetic field perpendicular 

to the motion of the electron.  

 

 

However, this is a very simplified approach based on a semi-classical description 

of atomic structure and it is necessary to use quantum mechanics to fully understand the 

concept. Solving the Schrödinger equation for a free atom gives rise to quantum 

numbers, which describe the distribution of electrons around the nucleus5. The principal 

quantum number, n, describes the energy level of the electron and can have values 

equal to 1, 2, 3 ... etc. Each energy level contains n2 electronic orbitals, which can 

Figure 2.1: Electron, e, orbiting nucleus producing a magnetic field, H, 
perpendicular to motion. 



	 18	

contain a maximum of two electrons. The orbital quantum number, l, describes the orbital 

angular momentum of the electron and can have values equal to 0, 1, 2, 3 …etc. up to n 

-1. The magnitude of the orbital angular momentum for a single electron, |L|, is given by 

(2-3). 

! = !(! + 1)ℏ                                                (2-3) 

The orientation of the orbital angular momentum with respect to a magnetic field is 

described by the magnetic quantum number, ml, which can take the values of +l to –l. 

The electron also has an intrinsic spin, s, termed the spin quantum number and 

has the value of ½. The magnitude of the spin angular momentum for a single electron, 

|S| is described by (2-4)  

! = !(! + 1)ℏ                                       (2-4) 

 Similar to the magnetic quantum number for the total orbital angular momentum, 

there is a spin magnetic quantum number, ms, with respect to the magnetic field and has 

values of +½ and -½. The magnetic moments from the orbital angular momentum and 

spin angular momentum interact via spin-orbit coupling to give the total angular 

momentum quantum number, J, described by (2-5). 

! = ! + !                                                      (2-5) 

 The Pauli exclusion principle and Hund’s rules describe how electrons fill atomic 

orbitals, where orbitals are here termed by s, p, d, f…(synonymous with the allowed 

values of l). Pauli’s exclusion principal states that no two electrons in an atom can have 

the same quantum numbers, as a result electrons in the same atomic orbital must have 

opposite spin orientation i.e. antiparallel alignment. Hund’s first rule states that electrons 

maximise the total spin, S. Therefore electrons fill orbitals one by one with the spins 
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aligned parallel, until orbitals contain one electron each, whereupon electrons fill the 

orbitals with spins aligned antiparallel. This acts to reduce the Coulomb energy between 

electrons. Hund’s second rule states that total orbital angular momentum, L, is 

maximised. This leads to electrons orbiting in the same direction thus reducing collisions 

and therefore Coulomb repulsion. Hund’s third rule states that, atoms with less than half-

full shells have the lowest energy configuration when J is lowest, while if the shell is 

more than half full the inverse is true. All of Hund’s rules aim to minimise the energy 

upon filling of electronic orbitals.    

An example of how orbitals fill can be seen in figure 2.2 for the Fe 3d orbital. The 

electrons fill to the 4s orbital, leaving six electrons remaining to fill the 3d orbital. The 

electrons align parallel in the 3d orbital, until the sixth electron aligns antiparallel, thus 

summing the ms values gives the maximum value of S=2. The total orbital angular 

momentum is also maximised, by the sixth electron occupying the ml=2 state. Finally, 

since the shell is more than half-full J is maximised, therefore inputting the values into 

equation (2-5) gives J=4. This gives a net non-zero angular momentum generating an 

overall magnetic moment. 

 

 

 

  

Figure 2.2: Valance electron filling of iron 3d atomic orbital, in line with the 
Pauli exclusion principle and Hund’s rules. 
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2.3 Types of magnetism 

There are several different types of magnetism these include diamagnetism, 

paramagnetism, ferromagnetism, antiferromagentism and ferrimagnetism. These 

different effects arise due to the atomic structure and the competing magnetic energy 

terms within the material. This section aims to explain the features of the different 

materials and what potential applications they may have. 

2.3.1 Diamagnetism    

Diamagnetism is a very weak effect that is present in all materials. The weak nature of 

the effect means materials are only referred to as diamagnetic when other magnetic 

effects are negligible. Diamagnetism arises when an external magnetic field is applied 

causing electrons to adjust their orbits in a current-like way to work against the applied 

field via electromagnetic induction. Lenz’s law states that induced currents act to oppose 

the direction of the applied magnetic field. This results in a larger positive field generating 

a larger negative magnetisation. In this regard a diamagnetic material has a small and 

negative susceptibility, χ, which is a measure of how a material’s magnetisation varies in 

response to an applied magnetic field. Values of χ are usually very small except for 

superconductors6. The magnetic susceptibility is described by (2-6) and can be found by 

reading the gradient of figure 2.3. 

! = !!                                                      (2-6) 

 On removal of the field the effect is also removed which limits the potential 

applications of diamagnetic materials. Examples of diamagnetic materials include 

superconductors6, pyrolytic carbon7 and most organic compounds8. 
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2.3.2 Paramagnetism 

Paramagnetism occurs in materials that contain net magnetic moments with negligible 

interactions between them. Thermal energy easily overcomes the weak interactions and 

causes random alignment of magnetic moments. On applying a magnetic field, the 

moments start to align to the field direction, as show in figure 2.4. However, only a small 

magnetisation is generated in the material, even for high fields, giving a low susceptibility 

(Figure 2.3).  

 

 

 

Figure 2.3: Schematic of susceptibility for paramagnetic, antiferromagnetic 
and diamagnetic materials. Diagram adapted from Spaldin6. 

Figure 2.4: Schematic of magnetic moments for a paramagnetic material 
with zero applied field and with applied field H. Diagram adapted from 
Spaldin6. 
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The susceptibility of most paramagnetic materials is inversely proportional to 

temperature, as described by Curie’s law (2-7)6, 

! = !
!                                                    (2-7) 

where T is temperature and C is a constant equal to Nm2/3kB, N is the total number of 

magnetic atoms per unit volume, m is the magnetic moment and kB is the Boltzmann 

constant. Thus, a lower temperature gives rise to a larger magnetisation for a given field 

when applied to most paramagnets. Examples of paramagnetic materials include 

transition metal salts9 and rare earth salts10. 

2.3.3 Ferromagnetism and exchange energy 

Ferromagnetism occurs in materials that contain net magnetic moments that interact 

strongly with each other to align nearest-neighbour moments (Figure 2.5). This strong 

interaction arises due to the exchange energy, which is at a minimum when the magnetic 

moments are aligned. The origin of the exchange energy arises due to the Pauli 

exclusion principle, which states that two fermions cannot occupy the same quantum 

state. There is Coulombic repulsion between the neighbouring electrons, which causes 

the electrons to be in higher energy orbitals because it has a lower energy in comparison 

to the electrostatic energy. The exchange energy is calculated by summing all the pairs 

of magnetic moments (2-8). 

!!"#!!"#$ = −2! !! ∙ !"!"                             (2-8) 

where EExchange is the exchange energy, J is the exchange constant and Si and Sj are spin 

vectors. When the value of J is positive this gives rise to parallel alignment, creating 

spontaneous magnetisation and when J is negative there is antiparallel alignment and 

creates antiferromagnetic and ferrimagnetic materials (see sections 2.3.4 and 2.3.5). 
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Above certain temperatures the thermal energy is sufficient to overcome the 

exchange energy interaction. The magnetic moments become disordered and the 

material enters the paramagnetic state. This transition temperature is termed the Curie 

temperature, TC. The magnetisation decreases as a function of temperature until TC is 

reached, where the magnetisation equals zero (Figure 2.6). 

 

Room temperature ferromagnetic materials include the transition metals nickel, 

iron and cobalt along with their alloys and also alloys including rare earths11. These 

materials show a broad range of magnetic properties, from ‘soft’ ferromagnets, in which 

the magnetisation direction can be easily switched with a low magnetic field, to ‘hard’ 

ferromagnets in which a larger magnetic field is required to switch the magnetisation 

Figure 2.5: Schematic of magnetic moments for a ferromagnetic material. 

Figure 2.6: Magnetisation as a function of temperature, where TC is the 
Curie temperature. 
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direction. This is governed by magnetic anisotropy that will be discussed in section 2.4.1. 

Both hard and soft magnets each have their own applications and play an important role 

in our modern day world8,12. 

2.3.4 Antiferromagnetism 

In antiferromagnetic materials neighbouring moments prefer to be aligned in an 

antiparallel arrangement, due to a negative exchange constant, J (2-8)13. When the 

magnetic moments in the material are of equal magnitude the magnetic moments cancel 

each other out creating a net zero magnetic moment (Figure 2.7). Antiferromagnetic 

materials are often transition metal compounds and are can be used to induce exchange 

bias in ferromagnetic materials14,15. 

 

 

 

 

 

2.3.5 Ferrimagnetism 

Ferrimagnetism is very similar to antiferromagnetism and may be considered as a 

special case of antiferromagentism. In ferrimagnets, like in antiferromagnets, the nearest 

neighbour magnetic moments prefer to align in an antiparallel direction, again due to a 

negative exchange constant, J (2-8). However, ferrimagnets are composed of two 

lattices of opposite alignment and unequal magnetic moment (Figure 2.8), which creates 

Figure 2.7: Schematic of magnetic moments in an antiferromagnetic 
material. 
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an overall magnetic moment. Ferrimagnets also display hysteresis, however, much 

higher fields are required to reach true saturation, much like antiferromagnetic materials. 

Examples of ferrimagnetic materials include ferrites16 and garnets17. 

 

 

2.4 Magnetic energy terms 

The magnetic materials described in the previous section arise from the magnetic 

moments and the interactions between them. In the following section the energies that 

govern how the moments interact with each other will be described. The four main 

energy terms are: magnetostatic energy, magnetocrystalline anisotropy energy, Zeeman 

energy and exchange energy (2.3.3).   

2.4.1 Magnetocrystalline anisotropy energy 

Magnetocrystalline anisotropy is a property that gives a material a preferred direction of 

magnetisation. The origins of magnetocrystalline anisotropy arise from the spin-orbit 

coupling interaction, which create a preferred magnetisation direction with the optimal 

orbital overlap to give the lowest energy. In order to overcome the spin-orbit coupling and 

align the magnetisation along the hard direction, a large enough magnetic field needs to 

be applied.  In magnetic materials with high spin-orbit coupling, such as rare earth 

containing materials, the magnetocrystalline anisotropy is high, but for magnetic 

Figure 2.8: Schematic of magnetic moments in ferrimagnetic material. 
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transition metal materials the coupling is weaker leading to a lower magnetocrystalline 

anisotropy. In the case of permalloy, Ni80Fe20, there is almost zero magnetocrystalline 

anisotropy8. 

 

 This gives rise to easy and hard magnetisation axes, the hard axis requiring a 

larger magnetic field to reach saturation than the easy axis direction. The 

magnetocrystalline anisotropy energy (MAE) is the energy difference between the 

material magnetised along the hard and easy axis. Figure 2.9 shows the easy, 

intermediate and hard crystallographic axes present in body centred cubic (BCC) iron. 

 An example of how to calculate the MAE is shown below for Fe, which has a 

cubic crystal structure (2-9)6:  

!! = !! !!!!!! + !!!!!! + !!!!!! + !!(!!!!!!!!!)                  (2-9) 

Where EK is the magnetocrystalline anisotropy energy in Jm-3, K1 and K2 are anisotropy 

constants and αi are direction cosines between the magnetisation and the crystal axis. 

 In thin films surface anisotropy effects are present, which arise due to the broken 

symmetry at interfaces, this can generate perpendicular magnetic anisotropy (PMA) for 

Figure 2.9:  Anisotropy axes in BCC Iron a) easy <100>, b) intermediate 
<110> and c) hard <110>. 
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sufficiently thin films. Each anisotropy term, K, has contributions from the bulk and the 

surface and are described by (2-10) 

! = !! + !!!
!                                                  (2-10) 

where KB is the bulk anisotropy term, Ks is the surface anisotropy term and d is the film 

thickness. 

 A phenomenon that arises due to the anisotropy is magnetostriction, whereby the 

magnetic material varies in length under the application of a magnetic field. The change 

in length is small, tens of parts per million, and can be both positive and negative6. 

Magnetostriction arises when an applied field rotates magnetic moments from one 

crystallographic axis to another. This can cause strain in magnetic domains (see 2.5.1) 

thus resulting in elongation or contraction of the material. The magnetostrictive effect 

also works in the inverse manner, whereby applying a strain on a magnetic field induces 

a change in magnetic anisotropy. This is called the Villari effect13. Examples of 

magnetostrictive materials include Ni and Fe, which demonstrate positive and negative 

magnetostriction respectively, where positive indicates elongation along magnetic field 

axis and negative indicates contraction along the magnetic field axis18. 

2.4.2 Magnetostatic energy 

The next magnetic energy term to be explained is the magnetostatic energy, which also 

gives rise to shape anisotropy. Magnetostatic energy arises due to a property called the 

demagnetising field.  
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Figure 2.10 shows a magnetised material and the stray magnetic field that 

emanates from the material. The stray field goes from the north pole (N) to the south 

pole (S) and acts in the opposite direction to the magnetisation. Inside the magnetic 

material there is a field that directly opposes the magnetisation; this field is called the 

demagnetising field, Hd. This field is proportional to the demagnetising factor and the 

magnetisation of the material (2-11).  

 

 

 

!! =  −!!!                                           (2-11) 

The demagnetising factor Nd is dependent on the shape of the material, particularly the 

aspect ratio, which is defined as the ratio of the width to the height. As the aspect ratio of 

the material becomes greater the demagnetising factor becomes smaller. The energy 

term associated with the interaction of the demagnetising field with the magnetisation 

can be seen in (2-12):  

!!"# = !
!!!!                                               (2-12) 

Figure 2.10: Schematic of demagnetising field, Hd, in a material with 
magnetisation, M. 



	 29	

where EMag is the magnetostatic energy per unit volume. For an increasing 

demagnetising field there is an increase in magnetostatic energy. This creates a shape 

anisotropy effect, whereby materials are more easily magnetised along their long axis 

(low Hd value) and much harder to magnetise along their short axis (high Hd value). This 

creates the so called easy and hard axis magnetisation directions, due to shape 

anisotropy, ignoring magnetocrystalline anisotropy effects (section 2.4.1). In permalloy, 

since there is virtually no magnetocrystalline anisotropy, shape anisotropy dominates. 

A material reduces the magnetostatic energy by reducing the stray field 

generated by the magnetisation. The material creates regions of oppositely oriented 

magnetisation directions called domains to achieve this (Figure 2.11a). The 

magnetostatic energy directly competes with the exchange energy which aims to have all 

magnetic moments aligned in the same directions (section 2.3.3). The magnetostatic 

energy can be reduced even further, by removing all stray fields by creating closure 

domains that have their magnetisation directed perpendicular to their neighbouring 

domains. In certain cases this creates the Landau state (Figure.2.11b), which is the 

arrangement that has the minimum magnetostatic energy. 

Figure 2.11: Formation of magnetic domains to reduce magnetostatic 
energy. a) Oppositely oriented domains producing stray fields, b) Landau 
state with closure domains to reduce stray fields. Diagram adapted from 
Spaldin6. 
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2.4.3 Zeeman energy 

The Zeeman energy describes how magnetic moments react to an external magnetic 

field. When an external field is applied to a magnetic moment, there is a torque exerted 

on the magnetic moment, which tries to align the magnetic moment to the applied field. 

The energy associated with this is defined as the dot product between the magnetisation 

and the applied field (2-13): 

!!""#$% = −!!! ∙!                                              (2-13) 

where EZeeman is the Zeeman energy in Jm-3, µ0 is the permeability of free space, M is 

magnetisation and H is applied field. This gives the lowest Zeeman energy when the 

moment is aligned to the applied field.  

2.5 Magnetic domains and magnetisation dynamics 

The previous section described the energy terms involved in magnetics. This section 

explains how these energy terms compete with each other to form the magnetic domain 

structure, which is common in magnetic materials. Magnetic hysteresis will be explained 

and the key properties obtainable from them. In adjoining magnetic domains there exist 

domain walls, whereby the magnetisation direction changes. This will also be described 

along with the different types of domain walls that occur. Finally, the concept of 

ferromagnetic resonance will be explained, which further characterises a material’s 

magnetic properties. 

2.5.1 Magnetic Domains 

As described in the previous section there are four magnetic energy terms: 

magnetostatic, magnetocrystalline anisotropy, Zeeman and exchange. The sum of these 

energy terms gives the total energy of the system (2-14):  
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!!"#$% = !!"# + !! + !!""#$% + !!"#!!"#$                     (2-14) 

These energies compete with each other to give lowest energy state for the material. The 

exchange energy is lowest when the magnetic moments are aligned parallel, hence a 

single domain. However, a single domain increases the magnetostatic energy, therefore 

domains are formed with magnetic moments aligned antiparallel (Figure 2.11). The 

magnetocrystalline anisotropy energy is a minimum with domain magnetisations aligned 

along the easy axes of the crystal. This often results in a multidomain structure 

separated by domain walls.  

The size of the domain wall is also dominated by the energy terms. The 

exchange energy is minimised for larger domain walls due to a reduced change in angle 

between adjacent magnetic moments. Whereas the magnetocrystalline anisotropy is 

minimised for narrow domain walls, reducing the number of magnetic moments 

misaligned to the easy axis. 

  

Two common types of domain walls that occur in magnetic materials are the 

Bloch wall and the Néel wall6. For thin films magnetised in plane, the type of domain wall 

is governed by the magnetostatic energy. When the film thickness is the same order of 

magnitude as the domain wall width (< 300 nm), the magnetostatic energy of the domain 

wall becomes comparable to the exchange and anisotropy terms18. This can determine 

whether a Bloch or Néel wall is formed. Bloch walls change magnetisation direction by 

rotating the moments out of plane, increasing magnetostatic energy by generating free 

Figure 2.12: Schematics of a) Bloch wall b) Néel Wall. 
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poles at the surface (Figure 2.12a). While Néel walls rotate the magnetisation in the 

plane of the material (Figure 2.12b), thus reducing the magnetostatic energy of the 

domain wall.  

 Upon applying a magnetic field the domains with magnetisation aligned parallel to 

the magnetic field direction start to increase in size by domain wall motion. As domain 

walls move they may encounter defects in the crystal structure creating pinning sites that 

require a larger field to overcome. This gives rise to small jumps in magnetisation, 

termed the Barkhausen effect19. At sufficiently large magnetic fields the magnetisation of 

the material will reach magnetisation saturation, MS, defined as the magnetisation when 

all magnetic moments are aligned. 

  

 

Removing the magnetic field causes the magnetic moments to rotate back 

towards the easy axis, thus reducing the magnetisation. However, due to the defects 

described earlier, the system encounters energy barriers that require further energy to be 

overcome. This results in a remnant magnetisation, Mr, the magnetisation upon removing 

magnetic field after saturation. To demagnetise the material (i.e. M=0), a magnetic field 

in the opposite direction is required, this field is called the coercive field or coercivity, HC. 

Figure 2.13: Schematic of hysteresis loop for a ferromagnetic material, H is 
applied field, M is magnetisation, MS is saturation magnetisation, Mr, is 
remnant magnetisation and HC is the coercivity. 
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Sweeping the magnetic field and measuring the magnetisation generates a hysteresis 

loop (Figure 2.13), from which the material’s magnetic properties can be characterised.  

2.5.2 Ferromagnetic Resonance 

Ferromagnetic resonance (FMR) is a key property in magnetisation dynamics and 

enables the magnetisation, gyromagnetic ratio, surface anisotropy and Gilbert damping 

coefficient to be calculated. As described in section 2.2 a circulating electron generates a 

magnetic moment perpendicular to its motion. If a magnetic field is then applied to this 

system, there is a torque that aligns the moment to the field direction (2-15) 

! =!×!                                                   (2-15) 

where τ is the torque, m is magnetic moment and B is the magnetic field. This torque 

causes a change in angular momentum and causes the magnet moment to precess 

around the field direction. This precession is called the Larmor precession, which 

precesses at the Larmor frequency, given by (2-16) 

!! = !"
!!                                                    (2-16) 

where γ is the gyromagnetic ratio and B is the magnetic field.  

 These precessing moments couple with the neighbouring moments, creating a 

spin wave within the material (Figure 2.14).  The dynamics of a spin wave are described 

by the Landau-Lifshitz-Gilbert (LLG) equation (2-17)20:  

!!
!" = ! !×!!"" + !!

!!
(!× !!

!" )                                (2-17) 

where γ is the gyromagnetic ratio, Heff is the effective magnetic field and is the total of 

the applied, dipole and anisotropy fields13, αG is the Gilbert damping coefficient and Ms is 

the saturation magnetisation.  The first part of the right hand side of (2-17) represents the 
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precessional motion of the magnetic moment around the direction of the effective 

magnetic field as described above. The second part of the right hand side of (2-17) 

describes damping that causes the magnetic moment to align to the equilibrium position 

in the direction of the effective field.  

 

 To solve the LLG equation, one can consider a static magnetic field, B0, applied 

in the z direction to an ellipsoid of ferromagnetic material with demagnetisation factors 

Nx,Ny and Nz. Thus the components of the internal magnetic fields within the sample 

are20: 

!! = !!! − !!!!!!;!! = !!! − !!!!!!;  !! = !!! − !!!!!!              (2-18) 

 The components of the first half of right hand side of the LLG equation then 

become: 

!!!
!" = !!! !! +! !! − !!                                            (2-19) 

!!!
!" = −!!!(!! +! !! − !! )                                  (2-20) 

if we set  !"!!" = 0 and Mz=M it is then possible to solve equations (2-19 & 2-20) by using 

exp(iωt) as the time dependence so that the ferromagnetic resonance is then given by20: 

!! = !! !! + !! − !! !!! !! + !! − !! !!!                               (2-21) 

Figure 2.14: Top: schematic of a spin wave Bottom: schematic of spin wave 
from above with wave drawn in blue. Adapted from23. 
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This is the Kittel equation that describes the FMR frequency or fundamental mode and is 

the mode where all the spins precess with the same phase and amplitude over the whole 

volume of the material. It is possible to obtain the FMR frequency by using a radio 

frequency (RF) magnetic field and detecting the absorption by the sample (Section 

4.3.3). The Kittel equation can be further simplified for the case of thin films magnetized 

in plane with close to zero anistropy21:  

!! = !!!!"#(!!"# + !0!!"")                                    (2-22) 

where f is the resonant frequency, γ is the gyromagnetic ratio and Hres is the resonant 

magnetic field and Meff is the effective magnetisation. Here Meff, is given by (2-23)22: 

!!"" = !! − !!!
!!!!!

                                         (2-23) 

 where Ks is the surface anisotropy and d is the film thickness.  

 As well as the fundamental FMR mode there are also higher order modes, 

termed standing spin wave modes (SSWMs). SSWM are where the magnetic moments 

create a standing wave across the film thickness and usually occur at higher 

frequencies. The in plane SSWMs can be described by a modified Kittel equation (2-

24)23: 

!! = !!(!!"# + !!")(!!"# + !!" + !0!!"")                    (2-24) 

where Hex is the exchange field described by (2-25)23 

!!" = !!!                                                    (2-25) 

where D is the exchange stiffness constant and k is the wave vector, k=nπ/d, n is the 

mode number and d is the film thickness. 
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2.6 Summary 

This chapter has provided the reader with an explanation of the fundamental origins of 

magnetism, magnetic energy terms, types of magnetic ordering, and ferromagnetic 

resonance; all with a focus on thin films. The fundamental origins of magnetism are 

helpful in the understanding of all chapters in this thesis. In particular for chapters 3 & 4 

which give a literature review and a description of the characterisation techniques 

respectively. Magnetization dynamics will help the reader understand the extensive 

magnetic characterisation data in chapters 5 & 7, with a particular focus on magnetic 

hysteresis and FMR spectroscopy. Overall this chapter gives the reader a solid basis in 

magnetism and emerging phenomena. It should enable the reader to understand this 

research project and the novel contributions made to this are of interest 
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3. Literature Review 

3.1 Introduction 

This chapter reviews previous research of voltage control of magnetism in thin films and 

heterostructures. Firstly a description of the typical device configurations will be given to 

provide the reader with a reference point when reading the research outlined in this 

literature review. The literature review is divided into different material groups including 

ferromagnetic semiconductors, multiferroics and bilayer structures, antiferromagnets, 

ferromagnetic oxides and ultrathin metals. Voltage control of magnetism in these 

materials is generated by a variety of different mechanisms that include carrier 

modulation, strain effects, exchange coupling, orbital reconstruction and electrochemical-

induced changes. The mechanisms of change will be discussed for each piece of 

research; occasionally there are multiple mechanisms at play for a given structure 

leaving the overarching mechanism up for debate. This section will help to introduce 

potential significance and challenges that need to be overcome in voltage control of 

magnetism. 

3.2 Standard device configurations for voltage control of 

magnetic properties 

In the research area of voltage control of magnetism there are four common device 

configurations that appear (Figure 3.1). The four device configurations described are 

field-effect transistor (FET) structure, back gate structure, magnetic tunnel junction (MTJ) 

structure and nanostructure type. Where possible later in the literature review the specific 

device structure will be identified and displayed to give the reader a greater 

understanding of the presented research. 
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 FET configurations consist of three electrodes (gate, source and drain), an 

insulator and a ferromagnetic film (Figure 3.1a). Where the insulator is sandwiched 

between the ferromagnetic layer and the gate electrode. Applying gate voltages to the 

insulator generates electric fields that manipulate ferromagnetic properties of the 

insulator itself or the ferromagnetic film below1. While source and drain electrodes 

monitor the passage of current through the insulator where necessary. Typical insulators 

include ferromagnetic semiconductors, oxides, and dielectrics. 

  
 

 

 In back gate structures (Figure 3.1b), the dielectric material lies underneath the 

ferromagnetic layer. This device structure is common for multiferroic heterostructures or 

a piezoelectric/ferromagnetic structures, where ferromagnetic properties are controlled 

by a strain or electric field induced effect across the interface1. In MTJ structures (Figure 

3.1c) a dielectric separates two ferromagnetic layers and application of a gate voltage 

manipulates the magnetoresistance across the structure1. Finally, nanostructures (Figure 

Figure 3.1: Common device configurations in voltage control of magnetism 
research. (a) Field-effect transistor (FET) structure, (b) back gate structure, 
(c) magnetic tunnel junction (MTJ) structure and (d) nanostructure.1 
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3.1d) are typically composites of ferromagnetic and ferroelectric structures that utilise 

magnetoelectric coupling to demonstrate voltage control of magnetic properties.  

 

 Recently, there has been a lot of interest in ionic liquids as a gating material. This 

requires innovative device structures to accommodate the liquid substance. A schematic 

of a device structure containing an ionic liquid is shown in Fig 3.2. The device structure 

(Figure 3.2a) follows a FET type structure as shown in Figure 3.1a.This allows for a gate 

voltage to be applied to the ionic liquid, which consequently generates a large electric 

field by the electric double layer effect at the ionic liquid channel interface (Figure 3.2b). 

The induced changes in magnetic properties can be measured by monitoring the 

resistance across the channel. 

Throughout this chapter the reader should gain a further understanding of these 

device structures and the mechanisms behind the voltage control of magnetic properties. 

Due to the complexity of the mechanisms it is often difficult to identify a sole mechanism 

behind the change. 

realized, which is at a level of 1015 cm!2 [156,160,161]. These high-density carrier injections with the help of EDL are dra-
matically larger than those of the SiO2 dielectric layer [162]. In comparison, considering the commonly used inorganic-
dielectric FET where the SiO2 gate dielectrics as thick as 300 nm behave as a capacitance around 10 nF/cm2, a typical mod-
ulation of charge can be merely "1013 cm!2 [159], while the FET using FE gate dielectrics can support a carrier density
change of 1014 cm!2 [163].

It is noteworthy that, along with the voltage control of two-dimensional electron gas, superconducting properties, and the
metal–insulator transition via EDL [164–168], voltage control of magnetism, such as coercivity, magnetic anisotropy, and
magnetic phase transition by EDL, has been achieved in many FM metals and oxides [18,55,63,101,113,160,169]. Although
it is well known that positive and negative gate voltage will inject and extract electrons from the system, the fundamental
physical understanding of EDL charging in VCM is still under intense debate, because both electrostatic doping and redox
(i.e., oxygen ions or vacancy migrations) have been found in VCM via EDL. Some preliminary studies suggest that the mech-
anism of EDL gating is sensitive to the operation temperature, frequency, oxygen concentration, magnitude of VG, and
humidity, etc. [56,169,170], which further complicates the understanding.

In comparison to ionic liquids, gadolinium oxide (GdOx) is an alternative electrolyte, which can be used for VCM. GdOx is a
kind of solid-state electrolyte with a high oxygen mobility, which can serve as a reservoir of oxygen ions under an electric
field. Hence, with the positive and negative electric field in an FET device, the oxygen ions in GdOx can be driven toward or
away from the interface between GdOx and the FM material, to control the interfacial oxidation of FM materials. In this way,
the magnetism related to oxidation states can be modulated under the electric field, such as magnetization, magnetic ani-
sotropy, coercivity, and the magnetic domain of PMA Co [39,40,66,171]. Due to the slow migration speed of ions in solids,
external heat is usually needed to reduce the operational time of the electric field application [39,40].

To introduce electrolytes into VCM, electrolytes are usually combined in the form of an FET-type device. In general, the
droplet of ionic liquid is placed directly on the magnetic oxides to obtain a significant manipulatory effect for oxygen ions or
vacancies [113,160,169]. Nevertheless, in some situations, the insertion of an oxide layer between the FM metals and the
ionic liquids is adopted to avoid an irreversible chemical reaction due to the direct contact [22,55,63]. Interestingly, in light
of the high freezing temperature, a frozen ionic liquid is sometimes used to deliberately fix the ion positions and the corre-
sponding electric field of the EDL at low temperature, promising a long-term electric field effect and a nonvolatile VCM. Note
that, a gate voltage can only be applied effectively when the electrolyte is still in the liquid state and the electric field effect in
the frozen electrolyte is rather difficult to be changed. In comparison, the deposition of the solid electrolyte GdOx used for
VCM was usually achieved via reactive sputtering in previous works [171], where a metal Gd target was used under an
argon/oxygen gas mixture atmosphere.

3. Mechanisms under voltage control of magnetism

The mechanism for voltage control of magnetism depends on the choice of magnetic and dielectric materials, the thick-
nesses of thin films, the crystal orientations, and the operational mode of the electric field. Consequently, there are many
possible mechanisms primarily due to the diversity of factors mentioned above. In our review, the common mechanisms
are divided into five types that is, carrier modulation, strain effect, exchange coupling, orbital reconstruction, and electro-
chemical effect. Among them, the first three mechanisms are textbook-style mechanisms referring to charge, lattice, and spin
degrees of freedom, respectively, which are widely utilized to explain the classic VCM phenomena. Recent advances in
cutting-edge characterizations of electronic structure and in dielectric materials indicate that two emergent mechanisms
of orbital reconstruction and electrochemical effect are responsible for VCM in some systems. Various magnetic behaviors
such as magnetic anisotropy, magnetization intensity, exchange bias, magnetoresistance, and Curie temperature can be
manipulated based on these mechanisms as shown in Fig. 5. We will introduce the work in VCM based on the various mech-
anisms and cover it in detail and discuss the interactions and characterizations of these different mechanisms.

Fig. 4. (a) Schematic of a VCM device using an ionic liquid as an insulating material. Reproduced with permission [63]. Copyright 2015, Wiley. (b) Sketches
of the operating principle for EDL with a positive gate voltage (VG > 0, left column) and a negative gate voltage (VG < 0, right column). Reproduced with
permission [31]. Copyright 2016, Institute of Physics.
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Figure 3.2: (a) Schematic of FET type device structure for voltage control of 
magnetism with ionic liquid. (b) Schematic of the generation of an electric 
double layer for a positive (left) and negative (right) gate voltage and the 
effects on the channel material.1 
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3.3 Electric field control of magnetic properties in 

ferromagnetic semiconductors 

In field-effect transistors (FET) an electric field is used to control the passage of current 

through a semiconductor between source and drain electrodes. In 2000, Ohno et al.2 

used the III-V ferromagnetic semiconductor, (In,Mn)As (5 nm), as their channel material 

in a FET(Figure 3.3 a-c) and demonstrated changes in transition temperature of hole 

induced ferromagnetism. Applied gate voltages (VG) of ±125 V across a 0.8 µm thick (E ≈ 

1.5 GVcm-1) dielectric polyimide layer (κ = 3.3) varied the Curie temperature (TC) by 2 K 

(Figure 3.3d). This occurred due to the gate voltage increasing the charge carrier (holes) 

concentration due to the manganese ions, which also provide the magnetic moment.  

 

 

 

 

 

 

 

 

 

The same group further investigated using another III-V ferromagnetic 

semiconductor, (Ga, Mn)As, using a FET structure with a Au electrode, a 40-50 nm HfO2 

dielectric layer (κ = 20) and a 3.5 nm thick film of (Ga, Mn)As3 (Figure 3.4a). Applying 

Figure 3.3: Field-effect control of hole induced ferromagnetism in magnetic 
semiconductor (In,Mn)As field-effect transistors. Parts (a)-(c) show the 
cross-sections of a metal-insulator- semiconductor structure under different 
VG. a) A  +VG results in a decrease in hole concentration and ferromagnetic 
interaction of Mn ions (filled circles). b) VG= 0 and c) -VG both demonstrate 
an increased hole concentration and increased ferromagnetic interaction. 
(d) Temperature dependence of Rs

Hall (proportional to MS) with different VG 
applied. TC for the different VG is displayed in the top right2. 
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voltages of 12-15 V generated electric fields of approximately 3-4 GVcm-1. They were 

able to vary TC by 16 K at low temperatures (Figure 3.4b), allowing switching between 

ferromagnetic and paramagnetic behaviour by applying an electric field. This was 

explained theoretically using the Zener model4 to calculate TC for III-V and II-VI 

semiconductors with respect to varying charge carrier concentration5. Figure 3.4c 

demonstrates the theoretical control of charge carrier concentration through the channel 

depth of the ferromagnetic layer as a function of VG
6. This supports a voltage controlled 

charge carrier concentration induced change in magnetisation phase transition 

temperature.  

 

   

 

Zn, Co)O is a promising II-VI n-type ferromagnetic semiconductor with a similar 

carrier concentration to the p-type (In, Mn)As. Lee et al.7 used a FET structure (Figure 

3.1a) to investigate the change in magnetic properties of (Zn, Co)O upon applying gate 

voltages (± 70 V) to an 80 nm thick layer of AlOx to modulate the charge carrier 

concentration in the ferromagnetic semiconductor channel region. Electric fields of ± 5 

Figure 3.4: (a) Schematic of FET structure, including an Au gate electrode 
separated from a 3.5 nm (Ga, Mn)As by 40-50 nm HfO2 dielectric. (b) Temperature, 
T, dependence of spontaneous magnetic moment, ms, for different gate voltages, 
VG, with the Curie temperature, TC, indicated with arrows (c) Calculated hole 
concentration using Zener model through thickness, z, of (Ga, Mn) As for different 
VG. Here the dashed line demonstrates the method used to establish Δz that is 
used to calculate msat (not shown here).3 
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a b
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Figure 1 |General layout and an example of an investigatedMIS structure. a, The arrangement of the main components of devices fabricated for our
studies. b, A view of one of the devices. The device is attached to the sample holder comprising a 2-mm-wide and 19-cm-long silicon strip using an equally
long strip of a thin double-sided low-tack sticky tape. The connections to the voltage terminals at the far ends of the sample holder are made by a
high-purity 50 µm copper wire.
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Figure 2 |Magnetic studies of the (Ga, Mn)As channel under the influence of the electric fields. a, Experimental temperature dependence of the
spontaneous moment mS for selected values of gate voltage VG. Temperatures at which mS disappears define the Curie temperature TC, as marked by
arrows. b, Isothermal mS(VG). The arrows mark the Curie points for each T. c, Isothermal control of mS including complete switching ‘on’ and ‘off’ of the
ferromagnetic state of the gated part of the sample at 1 K below TC = 34 K. The temporal resolution of the experiment is limited mainly by the acquisition
time of the SQUID, approximately 1.5 s per point. d, Experimental and calculated dependence of mSat on VG. e, Profile p(z) of the hole density in the channel
for various VG computed assuming the interfacial donor concentration Ni = 2.4⇥ 1013 cm�2 and the net acceptor concentration NA = 2.0⇥ 1020 cm�3 in
the 3.5-nm-thick channel. The dashed line exemplifies the method used to established 1z, defining the region populated by holes, required to calculate the
saturation magnetic moment mSat. f, Experimental dependence of TC on VG: squares (from a) and circles (from b). The orange circles are calculated from
equation (1) assuming the hole profiles of e.

As shown in Fig. 2d, the calculated dependence of the relative
magnetic moment mSat(VG)/mSat(0) = 1z(VG)/1z(0), where
1z(VG) is the thickness of the layer populated by the holes (see
Fig. 2e), reproduces well the experimental values. This points to
a strongly non-uniform hole distribution across the width of the
channel for all gate voltages examined here. Furthermore, the
presence of a surface depletion layer shows that an efficient steering
of the hole density towards enhanced TC or anisotropy switching at
the high-p end20 requires the reduction of interface states.

To calculateTC(VG), we noted that the phase coherence length of
holes, as extrapolated from the low-temperature data21, is expected
to exceed the width of (Ga, Mn)As channel, which implies a
collective two-dimensional behaviour of the Mn spins across the
channel. In this case, in terms of the sheet hole density ps =

R
dzp(z)

and the corresponding thermodynamic density of states at the

Fermi level ⇢s(EF) = @ps/@EF, TC according to the p–d Zener
model2,22 can be written in the form,

TC(VG)=
Z

dzTC[p(z),xeff]
Z

dz p2(z)/p2s (1)

where TC[p,xeff] is the Curie temperature computed earlier2 for
(Ga, Mn)As as a function of the hole concentration and the
effective concentration of Mn participating in the ferromagnetic
ordering xeffN0, where N0 is the cation concentration. As shown
in Fig. 2f, on the basis of profiles from Fig. 2e, equation (1) can
explain the dependence of TC(VG)/TC(0) reasonably well. We
note also that, although with the fixed values of Ni and NA we
can describe both mSat(VG)/mSat(0) and TC(VG)/TC(0), the fitting
could be improved by taking the thickness of (Ga, Mn)As, owing
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Figure 1 |General layout and an example of an investigatedMIS structure. a, The arrangement of the main components of devices fabricated for our
studies. b, A view of one of the devices. The device is attached to the sample holder comprising a 2-mm-wide and 19-cm-long silicon strip using an equally
long strip of a thin double-sided low-tack sticky tape. The connections to the voltage terminals at the far ends of the sample holder are made by a
high-purity 50 µm copper wire.
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Figure 2 |Magnetic studies of the (Ga, Mn)As channel under the influence of the electric fields. a, Experimental temperature dependence of the
spontaneous moment mS for selected values of gate voltage VG. Temperatures at which mS disappears define the Curie temperature TC, as marked by
arrows. b, Isothermal mS(VG). The arrows mark the Curie points for each T. c, Isothermal control of mS including complete switching ‘on’ and ‘off’ of the
ferromagnetic state of the gated part of the sample at 1 K below TC = 34 K. The temporal resolution of the experiment is limited mainly by the acquisition
time of the SQUID, approximately 1.5 s per point. d, Experimental and calculated dependence of mSat on VG. e, Profile p(z) of the hole density in the channel
for various VG computed assuming the interfacial donor concentration Ni = 2.4⇥ 1013 cm�2 and the net acceptor concentration NA = 2.0⇥ 1020 cm�3 in
the 3.5-nm-thick channel. The dashed line exemplifies the method used to established 1z, defining the region populated by holes, required to calculate the
saturation magnetic moment mSat. f, Experimental dependence of TC on VG: squares (from a) and circles (from b). The orange circles are calculated from
equation (1) assuming the hole profiles of e.

As shown in Fig. 2d, the calculated dependence of the relative
magnetic moment mSat(VG)/mSat(0) = 1z(VG)/1z(0), where
1z(VG) is the thickness of the layer populated by the holes (see
Fig. 2e), reproduces well the experimental values. This points to
a strongly non-uniform hole distribution across the width of the
channel for all gate voltages examined here. Furthermore, the
presence of a surface depletion layer shows that an efficient steering
of the hole density towards enhanced TC or anisotropy switching at
the high-p end20 requires the reduction of interface states.

To calculateTC(VG), we noted that the phase coherence length of
holes, as extrapolated from the low-temperature data21, is expected
to exceed the width of (Ga, Mn)As channel, which implies a
collective two-dimensional behaviour of the Mn spins across the
channel. In this case, in terms of the sheet hole density ps =

R
dzp(z)

and the corresponding thermodynamic density of states at the

Fermi level ⇢s(EF) = @ps/@EF, TC according to the p–d Zener
model2,22 can be written in the form,

TC(VG)=
Z

dzTC[p(z),xeff]
Z

dz p2(z)/p2s (1)

where TC[p,xeff] is the Curie temperature computed earlier2 for
(Ga, Mn)As as a function of the hole concentration and the
effective concentration of Mn participating in the ferromagnetic
ordering xeffN0, where N0 is the cation concentration. As shown
in Fig. 2f, on the basis of profiles from Fig. 2e, equation (1) can
explain the dependence of TC(VG)/TC(0) reasonably well. We
note also that, although with the fixed values of Ni and NA we
can describe both mSat(VG)/mSat(0) and TC(VG)/TC(0), the fitting
could be improved by taking the thickness of (Ga, Mn)As, owing

NATURE PHYSICS | VOL 6 | JANUARY 2010 | www.nature.com/naturephysics 23

NATURE PHYSICS DOI: 10.1038/NPHYS1455 LETTERS

VG

a b

Au gate

Dielectric

(Ga, Mn)As

Figure 1 |General layout and an example of an investigatedMIS structure. a, The arrangement of the main components of devices fabricated for our
studies. b, A view of one of the devices. The device is attached to the sample holder comprising a 2-mm-wide and 19-cm-long silicon strip using an equally
long strip of a thin double-sided low-tack sticky tape. The connections to the voltage terminals at the far ends of the sample holder are made by a
high-purity 50 µm copper wire.
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Figure 2 |Magnetic studies of the (Ga, Mn)As channel under the influence of the electric fields. a, Experimental temperature dependence of the
spontaneous moment mS for selected values of gate voltage VG. Temperatures at which mS disappears define the Curie temperature TC, as marked by
arrows. b, Isothermal mS(VG). The arrows mark the Curie points for each T. c, Isothermal control of mS including complete switching ‘on’ and ‘off’ of the
ferromagnetic state of the gated part of the sample at 1 K below TC = 34 K. The temporal resolution of the experiment is limited mainly by the acquisition
time of the SQUID, approximately 1.5 s per point. d, Experimental and calculated dependence of mSat on VG. e, Profile p(z) of the hole density in the channel
for various VG computed assuming the interfacial donor concentration Ni = 2.4⇥ 1013 cm�2 and the net acceptor concentration NA = 2.0⇥ 1020 cm�3 in
the 3.5-nm-thick channel. The dashed line exemplifies the method used to established 1z, defining the region populated by holes, required to calculate the
saturation magnetic moment mSat. f, Experimental dependence of TC on VG: squares (from a) and circles (from b). The orange circles are calculated from
equation (1) assuming the hole profiles of e.

As shown in Fig. 2d, the calculated dependence of the relative
magnetic moment mSat(VG)/mSat(0) = 1z(VG)/1z(0), where
1z(VG) is the thickness of the layer populated by the holes (see
Fig. 2e), reproduces well the experimental values. This points to
a strongly non-uniform hole distribution across the width of the
channel for all gate voltages examined here. Furthermore, the
presence of a surface depletion layer shows that an efficient steering
of the hole density towards enhanced TC or anisotropy switching at
the high-p end20 requires the reduction of interface states.

To calculateTC(VG), we noted that the phase coherence length of
holes, as extrapolated from the low-temperature data21, is expected
to exceed the width of (Ga, Mn)As channel, which implies a
collective two-dimensional behaviour of the Mn spins across the
channel. In this case, in terms of the sheet hole density ps =

R
dzp(z)

and the corresponding thermodynamic density of states at the

Fermi level ⇢s(EF) = @ps/@EF, TC according to the p–d Zener
model2,22 can be written in the form,

TC(VG)=
Z

dzTC[p(z),xeff]
Z

dz p2(z)/p2s (1)

where TC[p,xeff] is the Curie temperature computed earlier2 for
(Ga, Mn)As as a function of the hole concentration and the
effective concentration of Mn participating in the ferromagnetic
ordering xeffN0, where N0 is the cation concentration. As shown
in Fig. 2f, on the basis of profiles from Fig. 2e, equation (1) can
explain the dependence of TC(VG)/TC(0) reasonably well. We
note also that, although with the fixed values of Ni and NA we
can describe both mSat(VG)/mSat(0) and TC(VG)/TC(0), the fitting
could be improved by taking the thickness of (Ga, Mn)As, owing
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GVcm-1 switched the magnetisation from ferromagnetic to paramagnetic at temperatures 

below 10 K7 (Figure 3.5a & b). 

  

 

  

 

 

 

 

 

Finally, research by Park et al.8 demonstrated voltage control of ferromagnetism 

in a MnxGe1-x (group-IV) ferromagnetic semiconductor as part of a FET device (see figure 

3.1a). Gate voltages of ± 0.5 V applied to a 1200 Å thick SiNx insulating film generated 

electric fields of ± 40 kVcm-1 at the ferromagnetic semiconductor/insulator interface. 

Figure 3.6 shows a decrease (increase) in ferromagnetic ordering on application of a 

positive (negative) gate voltage at 50 K; this is again attributed to changes in charge 

carrier (hole) density within the ferromagnetic semiconductor film. Density-functional 

theory (DFT) in the same study showed that the magnetic moment arose due to 

hybridization between the Mn 3d states and the Ge p states. Further DFT analysis 

showed strong antiferromagnetic ordering for nearest neighbour Mn atoms and weak 

ferromagnetic ordering beyond nearest neighbour atoms, thus giving rise to a magnetic 

moment.  

Figure 3.5: Magnetic field dependence of Hall resistance (proportional to M) 
for gate electric fields +5, 0 and -5 MV/cm7. (a) at 4 K, positive gate field 
electrons accumulate in (Zn, Co)O layer to generate clear hysteresis not 
present in zero and negative gate field. (b) at 6 K, no hysteresis observed 
at any gate field.7  

modulate the electron density of the two-dimensional !2D"
subbands in the ZnO layer as shown in Fig. 1. The samples’
characteristics and results obtained from ten FET samples
fabricated thus far show similar reproducible results.

In contrast to the large AHE signal found in III-V MSs
such as !Ga,Mn"As or !In,Mn"As, the oxide-based MSs ex-
hibit a weak AHE signal compared to the ordinary Hall effect
!OHE".16 In order to detect the presence of the anomalous
Hall signal, we employed a method of ac phase sensitive
detection using a lock-in amplifier at 16 Hz. Currents were
kept at or below 1 !A in order to avoid heating the sample.
Hall resistance Rxy !=Vxy / I" data as a function of applied
magnetic field H at a gate field EG=0 are shown in Fig. 2 at
various temperatures T. The nonlinear “s”-shape of Rxy!H"
indicates the presence of both the OHE and AHE in our
!Zn,Co"O samples. The nonlinearity and magnitude of
Rxy!H" decrease with increasing temperature with no mag-
netic field dependence above 10 K. The data were analyzed
by first finding the odd and even components of Rxy!H" The
even component is due to small !inevitable" offsets in Vxy
contacts, which lead to magnetoresistance contributions #pro-
portional to Rxx!H"$. The odd component is due to the Hall
effect, both ordinary and anomalous. To obtain the AHE con-
tribution, we fit Rxy!H" for %H%" 3 T to a straight line and
subtracted this linear OHE contribution from the total. The
insets show the odd component of the Rxy!H" data before
subtraction of the OHE. The negative slope indicates
electrons as carriers as expected from Al doping and native
electron background due to Zn interstials.16 This carrier con-
centration depends weakly on temperature. The electron con-
centration determined by the OHE of !ZnCoAl"O at 4 K is
about 1.65# 1020 cm−3 !3.813# 1014 cm−2 for these thin
samples". OHE measurements on samples prepared without
Co show a lower electron concentration !approximately a
factor of 2" than those with Co, likely due to Co interstitials,
and no AHE was observed at low temperature in ZnO:Al
sputtered by the same method without Co.

By applying different gate electric fields, the electron
concentration is reversibly tuned causing a small change in
the linear part of Rxy!H" and a significant change in the non-
linear AHE. A 5 MV/cm gate electric field, in a model of a
2D electron gas, is expected to produce an electron concen-

tration change. The change of 5.4# 1012 cm−2 was experi-
mentally verified by analysis of the linear Rxy!H" !OHE",
causing the electron concentration of the samples to change
by approximately 2% at 4 K. Figure 3 shows the Hall resis-
tance as a function of magnetic field at 4 and 6 K under three
different gate electric fields. For positive gate electric field,
the AHE is dramatically changed and a hysteresis loop is
clearly visible at 4 K. By comparison, changing the gate
electric field to $ 5 MV/cm causes the linear ordinary Hall
resistance to slightly increase !as expected for lower carrier
concentration" and no hysteresis is observed at any tempera-
ture. Figure 3 shows a general trend of decreasing AHE with
increasing temperature down to 4 K for all gate electric field
as expected since the AHE is dependent on the sample’s
magnetization which decreases with increasing temperature.

There are many reports of the AHE in ZnO based mag-
netic semiconductors but this is the first measurement of
gate-controlled carrier density modulated magnetism in this
magnetic semiconductor. As with other researchers, we are
not able to rule out formation of unexpected phases during
the growth process, however the gate modulation of the AHE
in !Zn,Co"O clearly shows enhancement of the magnetic
properties with increasing carrier concentration. In particular,
we observe that a positive gate field increases the electron
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FIG. 2. !Color online" Magnetic field dependence of Hall resistance at 4, 6,
and 10 K with zero applied gate electric field. Inset shows raw data !odd
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modulate the electron density of the two-dimensional !2D"
subbands in the ZnO layer as shown in Fig. 1. The samples’
characteristics and results obtained from ten FET samples
fabricated thus far show similar reproducible results.

In contrast to the large AHE signal found in III-V MSs
such as !Ga,Mn"As or !In,Mn"As, the oxide-based MSs ex-
hibit a weak AHE signal compared to the ordinary Hall effect
!OHE".16 In order to detect the presence of the anomalous
Hall signal, we employed a method of ac phase sensitive
detection using a lock-in amplifier at 16 Hz. Currents were
kept at or below 1 !A in order to avoid heating the sample.
Hall resistance Rxy !=Vxy / I" data as a function of applied
magnetic field H at a gate field EG=0 are shown in Fig. 2 at
various temperatures T. The nonlinear “s”-shape of Rxy!H"
indicates the presence of both the OHE and AHE in our
!Zn,Co"O samples. The nonlinearity and magnitude of
Rxy!H" decrease with increasing temperature with no mag-
netic field dependence above 10 K. The data were analyzed
by first finding the odd and even components of Rxy!H" The
even component is due to small !inevitable" offsets in Vxy
contacts, which lead to magnetoresistance contributions #pro-
portional to Rxx!H"$. The odd component is due to the Hall
effect, both ordinary and anomalous. To obtain the AHE con-
tribution, we fit Rxy!H" for %H%" 3 T to a straight line and
subtracted this linear OHE contribution from the total. The
insets show the odd component of the Rxy!H" data before
subtraction of the OHE. The negative slope indicates
electrons as carriers as expected from Al doping and native
electron background due to Zn interstials.16 This carrier con-
centration depends weakly on temperature. The electron con-
centration determined by the OHE of !ZnCoAl"O at 4 K is
about 1.65# 1020 cm−3 !3.813# 1014 cm−2 for these thin
samples". OHE measurements on samples prepared without
Co show a lower electron concentration !approximately a
factor of 2" than those with Co, likely due to Co interstitials,
and no AHE was observed at low temperature in ZnO:Al
sputtered by the same method without Co.

By applying different gate electric fields, the electron
concentration is reversibly tuned causing a small change in
the linear part of Rxy!H" and a significant change in the non-
linear AHE. A 5 MV/cm gate electric field, in a model of a
2D electron gas, is expected to produce an electron concen-

tration change. The change of 5.4# 1012 cm−2 was experi-
mentally verified by analysis of the linear Rxy!H" !OHE",
causing the electron concentration of the samples to change
by approximately 2% at 4 K. Figure 3 shows the Hall resis-
tance as a function of magnetic field at 4 and 6 K under three
different gate electric fields. For positive gate electric field,
the AHE is dramatically changed and a hysteresis loop is
clearly visible at 4 K. By comparison, changing the gate
electric field to $ 5 MV/cm causes the linear ordinary Hall
resistance to slightly increase !as expected for lower carrier
concentration" and no hysteresis is observed at any tempera-
ture. Figure 3 shows a general trend of decreasing AHE with
increasing temperature down to 4 K for all gate electric field
as expected since the AHE is dependent on the sample’s
magnetization which decreases with increasing temperature.

There are many reports of the AHE in ZnO based mag-
netic semiconductors but this is the first measurement of
gate-controlled carrier density modulated magnetism in this
magnetic semiconductor. As with other researchers, we are
not able to rule out formation of unexpected phases during
the growth process, however the gate modulation of the AHE
in !Zn,Co"O clearly shows enhancement of the magnetic
properties with increasing carrier concentration. In particular,
we observe that a positive gate field increases the electron
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−Rxy!−H"$ /2' with linear fit !%H%" 3 T" subtracted.
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Although the area of ferromagnetic semiconductors is improving there are still 

many obstacles that need to be overcome. This chapter indicates there are a large 

number of different ferromagnetic semiconductor materials being investigated. However, 

the low temperatures required to demonstrate voltage-controlled effects mean this 

approach is not currently realistic for device applications and more research is required 

to increase the operating temperature of these materials. Many of the ferromagnetic 

semiconductors also require complex, expensive and slow deposition techniques such 

as molecular beam epitaxy. 

3.4 Voltage control of magnetic properties in 

multiferroic materials 

Multiferroics are materials that contain one or more ferroic ordering parameters that 

couple with each other, such as ferromagnetism, ferroelectricty and ferroelasticity9 

(Figure 3.7). Ferromagnetism has already been described in section 2.3.3; ferroelectrics 

Figure 3.6: Hall voltage (proportional to M) versus applied magnetic field at 
50 K with gate voltages 0 V ( ▽), +0.5 V ( �) and -0.5 V (�). VG varies hole 
density in MnGe layer generating increase in Hall voltage at small negative 
voltages.8 

▽ = 0 V 
☐ = 0.5 V 
� = -0.5	

V	
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and ferroelastics are similar in that they possess a spontaneous electrical and strain 

polarization, respectively, as opposed to magnetisation in ferromagnetic materials. 

 

  

The interesting property of multiferroics for controlling magnetic properties is the 

ability to apply an electric field or strain field, and not only change the ferroelectric or 

ferroelastic ordering, but also the ferromagnetic ordering. These two methods to 

manipulate the ferromagnetic ordering are termed the magnetoelectric effect and the 

magnetoelastic effect. There are two types of multiferroic materials, true multiferroics and 

artificial multiferroics. True multiferroics are single-phase materials that contain multiple 

coupled ferroic properties, while artificial multiferroics are composites of materials with 

different ferroic ordering that couple with each other. Multiferroics also offer a low power 

alternative to current based approaches, such as ferromagnetic semiconductors and 

spin-transfer-torque methods.  

3.4.1 True multiferroics  

The concept of multiferroics was first introduced by Smolenskii and Ioffe in 195910, who 

suggested inserting magnetic ions into ferroelectric perovskites11 (Figure 3.8). The first 

true multiferroic material to be investigated was a boracite material, Ni3B7O13I by Ascher 

Figure 3.7: Venn diagram showing the overlap of ferroic orders to create 
multiferroics. 
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et al12., who demonstrated that applying a 5 kVcm-1 electric (6 kOe magnetic) field  

caused a rotation in the magnetic (electric) polarisation at 56 K. 

 

 

 

In 2000 Hill (now Spaldin)13 showed that ferroelectricity and ferromagnetism were 

driven by mutually exclusive properties, ferroelectrics requiring empty outer orbitals while 

ferromagnetism requiring half-filled outer orbitals. This shifted the paradigm of true 

multiferroics, suggesting that the atoms that move off centre to generate an electrical 

dipole moment should be different to the ones generating the magnetic 

moment14.Following this revelation, papers were published on various rare earth 

manganates that showed multiferroic properties, including TbMnO3
15 , TbMn2O5

16 and 

YMnO3
17. Hur et al.16 investigated TbMn2O5, which has a complex structure with Mn4+ 

ions octahedrally coordinated by oxygen, Mn3+ ions at the base centre of a square 

pyramid and Tb ions surrounded by eight oxygen atoms18.  Application of large magnetic 

fields (≈ 8 T), at low temperatures (3 K and 28 K) created changes in dielectric constant 

of 10-20% and complete reversal of electrical polarization (Figure 3.9). This 

magnetoelectric coupling was attributed to a magnetic field induced phase transition, 

tentatively associated with a change in Tb magnetic ordering giving rise to an increased 

magnetoelectric coupling coefficient. 

Figure 3.8: Cubic perovskite structure, ABO3. The octahedron of oxygen 
anions (blue) contains a small cation (green) that gives rise to multiferroic 
properties. The large cations (red) occupy unit cell corners. Adapted from 
Spaldin13. 
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Currently rare earth manganates all exhibit multiferroicity well below room 

temperature. However bismuth ferrite (BiFeO3), does possess multiferroic properties at 

room temperature and it's perovskite structure is shown in figure 3.6, with large cations 

of Bi and small cations of Fe. Wang et al.19 successfully demonstrated two ferroic orders, 

spontaneous electrical polarization of 50-60 µC cm-2 and a spontaneous magnetisation 

of ≈ 150 emu cm-3 with BiFeO3. This method of multiferroicity is termed the lone-pair 

mechanism, which arises due to unbound valence electrons around the host ion20. For 

BiFeO3, a lone-pair of 6s valence electrons from the Bi3+ ion are not involved in sp 

hybridisation, creating a spontaneous polarisation below the TC of 1,103 K21. The 

magnetic ordering is antiferromagnetic below the Néel temperature of 643 K22 and arises 

due to the FeO3 octahedra structures23. BiFeO3 is the only reported room temperature 

multiferroic that utilises the lone-pair mechanism. However, the magnetic ordering is 

antiferromagnetic which means a ferromagnetic layer will be required to couple the two 

Figure 3.9: Polarisation reversal by magnetic fields. (a) Dielectric constant 
(measured at 1kHz) versus applied magnetic field at 3 and 28 K. (b) 
Change of total electric polarization by applied magnetic fields at 3 and 28 
K16. 

andMn4þ induces the ferroelectric transition through an additional
distortion of the Jahn–Teller-distorted Mn3þ neighbours19. A pro-
nounced ‘step’ in the e(T) at 24 K appears simultaneously with
respect to the Mn3þ/Mn4þ spin reorientation. Although a detailed
study of the magnetic ordering and accompanying polar atomic
displacements has not yet been performed, these dielectric features
at the magnetic transition temperatures signal non-trivial spin–
lattice coupling. Note that the significant C rise below 10K on
cooling may suggest the slow onset of Tb magnetic order.
We attempted to observe how the dielectric behaviour evolves

with H along the a axis; H induces a drastic increase of magnetiza-
tion at low temperatures. The magnetic field had a strong influence
on e along the b axis, whereas little change was observed along the a
and c axes, as depicted in Fig. 2a. As evident in the figure, the 38-K
ferroelectric transition gradually decreases in T with increasing H,
whereas the ‘step’ anomaly dramatically increases in Twith increas-
ing H.
To observe the influence of H on P directly, we measured the

temperature-dependent pyroelectric current and magnetic-field-
dependent magnetoelectric current along the b axis. Magnetic
field was always applied along the a axis; curiously, only fields
along this direction appeared to have any effect at all. Figure 2b and c

displays the total P(T), the sum of the spontaneous P and the
H-induced P, in various magnetic fields. All measurements were
performed by poling the sample along the b axis in a static electric
field, Epole ¼ 4 kV cm21. At H ¼ 0, P starts to increase at 38 K,
confirming the onset of ferroelectricity signalled by the peak in e(T).
The lower-temperature ‘step’ in e(T) correlates with a sudden
decrease in P on cooling, both of which behave systematically
with increasing H. In general, an anomaly in e(T,H) indicates a
sudden change of P (for example, rotation or onset). As is evident in
Fig. 2b, even modest fields as low as 1 T had a surprisingly profound
effect on P. The direction of the P at low T could be completely
switched with the application of only 2 T. This field effect can be
seen more dramatically by ‘poling’ the sample with magnetic field
cooling (FC) in addition to applying Epole. As shown in Fig. 2c, the
FC polarization at low temperatures initially decreases and becomes
negative with increasing H, but for H . 3 T, it increases again, and
eventually becomes positive.

This seemingly quite complicated temperature and magnetic-
field dependence may be explained using the concept of ferri-
electricity23–26. The net polarization can be considered to be the
sum of a few different components, each of which may have a
different TandH dependence. It is natural to consider such a model
because of the structural complexity inherent in this material. From
the shape of the polarization data for H ¼ 0, we conjecture that the
total P is composed of a positive component (P1) which spon-
taneously appears at TC < 38K and a negative component (P2) at
TC < 24K as shown in the inset of Fig. 2b. We emphasize that the
absence of the a- and c-axes e(T) anomaly in magnetic fields
indicates that P1 and P2 always lie along the ^b axis. Because the
direction of P can be switched completely by an oppositely directed
Epole, as shown in Fig. 2d, we can assume that the direction of P2 is
always opposite to that of P1. Once Epole and H fix the direction of
P1, P2 always chooses the opposite direction. Judging from the
overall behaviour of the polarization in Fig. 2b, P1 does not appear
to be very sensitive toH, while P2 changes considerably, particularly
below ,15K.

There is clearly a distinct difference between FC poling and poling
in zero magnetic field (ZFC), as shown by comparing Fig. 2b and c,
but this combined magnetic- and electric-field poling process can
also affect P even after removing H, as illustrated in Fig. 2d, for
which all measurements were taken in zero field. In this figure,
applying Epole along theþb direction produces a net positive total P,
and reversing Epole to be along the2b direction naturally produces
a net negative total P. However, poling with Epole along the þb
direction and H along the a direction surprisingly results in a net
negative total P measured at H ¼ 0. A net negative total P was also
obtained when a high magnetic field was applied at 3 K after ZFC
poling along the þb direction, but Epole was removed before
removingH. This seemingly contradictory result can be understood
with the scenario we have considered. At low enough T (,,20K),
the negative P2 state should become dominant in high applied
magnetic fields, as evident in Fig. 2b. The simultaneous application
of a highH and a positive Epole will align a large P2 along theþb axis
and consequently, P1 along the2b axis (P1 and P2 always remain in
opposite directions). After removing Epole and H, the P1 state
should now become dominant, but P1 is in the direction opposite
to Epole, consistent with the above experimental results. This
phenomenon is truly unique in the sense that a magnetic field
can leave a permanent polarization imprint even after removing
H. Thus, the polarization state ‘remembers’ the applied electric as
well as magnetic field.

The aforementioned polarization switching by applied magnetic
field results in a giant magnetocapacitance effect5,7. Figure 3a shows
e(H) at 3 and 28K. The dielectric constant exhibits a maximum
change of 13% at 3K and 20% at 28K. At 3 K, a broad peak occurs in
e at around 1T, with a small amount of hysteresis, corroborating the
behaviour of P(H) in Fig. 3b. This peak rapidly smears out as T

Pn

Pn

Figure 3 Reproducible polarization reversal by magnetic fields. a, Dielectric constant
versus applied magnetic field at 3 and 28 K. b, Change of total electric polarization by
applied magnetic fields at 3 and 28 K. The magnetic-field dependence of the total electric

polarization was obtained by measuring the magnetoelectric current as a function of

magnetic field, which was varied linearly with time at the uniform rate of 100 Oe s21. The

magnetoelectric current was measured after cooling with E pole along theþb axis without

magnetic field. The total polarization was obtained by adding the spontaneous polarization

to the field-induced polarization, which was calculated from the magnetoelectric current.

The cartoon shows the orientation of the net polarization (P n ¼ P 1 þ P 2) in zero field

and high fields.2 T. c, Polarization flipping at 3 K by linearly varying magnetic field from
0 to 2 T. These results clearly display highly reproducible polarization switching by

magnetic fields.
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magnetic orders effectively, which has been achieved successfully24 and will be 

discussed below under ‘Artificial mutliferroics’. 

The lone pair mechanism described above is driven by bond chemistry. Another 

method of driving ferroelectricity is via geometric constraints that can lead to polar states 

being formed25,26. Some material systems that are known to show geometric 

ferroelectricity are h-RMnO3 (R= Sc, Y, In or Dy-Lu)25–28, h-LuFeO3
29 and BaNiF4

30,31.  

The h-RMnO3 systems generate a ferroelectric polarisation of up to 5.5 µC cm-2 32 by a 

buckling of manganate bipyramids at the ferroelectric transition temperature (≈ 1,200 K)28 

to cause a displacement of the R ions25. Antiferromagnetic ordering arising from the Mn2+ 

ions has been observed in these systems at temperatures below 130 K27. In  1969 

Eibschütz et al.31 demonstrated the ferroelectric properties of BaNiF4. More recently 

Ederer et al.30 calculated that this material not only has a small ferroelectric polarisation 

(≈ 0.01 µC cm-2) but also a weak ferromagnetic moment (≈ 0.1 µB). Despite these low 

ferroic polarisations BaNiF4 is of high interest because there is a direct coupling between 

ferroelectricity and ferromagnetism. 

A strong interest has been shown in LuFe2O4, which exhibits ferroelectricity below 

330 K and ferrimagnetism below 250 K33.  This was thought to arise due to a charge 

ordering mechanism that generates ferroelectric properties from the formation of a 

superlattice within the crystal structure that supports an electrical polarization34. Here the 

Fe2+/Fe3+ ions were thought to create a frustrated triangular sub lattice with an 

associated charge, the layer below having the opposite charge creating an electrical 

dipole between the bilayers creating ferroelectric polarization33. However, more recently 

LuFe2O4 has come under scrutiny with results showing the mechanisms producing 

ferroelectricty is not from charge ordering35. 
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The final method of generating ferroelectric polarization is via spin-driven 

mechanisms, which are mechanisms furthest removed from the original displacive 

methods thus fitting the criteria advised by Spaldin14. There are three mechanisms that 

are spin driven. The first and most widely investigated is the inverse Dzyaloshinskii–

Moriya (DM) interaction36. Which causes a displacement of charges between 

neighbouring spin states37,38 and thus generates a reversible electric polarisation upon 

changing the magnetisation direction. Material systems that show this type of 

multiferroicity include CaMn7O12
39, Cr2BeO4

40 and o-TbMnO3
15, albeit all well below room 

temperature. The other mechanisms are exchange striction, in which the exchange 

interaction between neighbouring spins induces striction along a specific crystallographic 

direction41, and spin-dependent p-d hybridization, which relies upon spin orbit coupling20. 

In conclusion the mechanisms that generate multiferroicity in a single-phase 

material are many and varied. The main attraction of true multiferroics is the relative 

ease of fabrication when compared to artificial multiferroics and lack of interfacial effects. 

However the overarching drawbacks of true multiferroics are their operating temperature 

and weak ferroic properties. The only exception to this is BiFeO3, although the 

magnetism is antiferromagnetic and of more limited use than ferromagnetic equivalents.  

3.4.2 Artificial Multiferroics 

Artificial multiferroics are composites made up of two or more coupled materials with 

different ferroic ordering (e.g. ferromagnetic and ferroelectric), termed magnetoelectric 

coupling when referring to magnetic and electric ordering. Here the coupling occurs by 

an elastic induced effect between the two ferroic orders. The ferroelectric material in this 

instance must display piezoelectric properties, whereby an applied electric field produces 

a mechanical strain in the material. The ferromagnetic material must show 

magnetostrictive properties, whereby an applied magnetic field causes a mechanical 
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strain in the material. With these two conditions satisfied, applying an electric field 

generates a strain in the piezoelectric, which is coupled into the ferromagnetic phase. 

The induced strain then causes a change in the magnetisation via the inverse 

magnetostrictive effect; this is described in (3-1a & b). How well the two ferroic orders 

couple with each other is designated by the magnetoelectric coefficient, α, and has units 

of V cm-1 Oe. 

!"!  !""!#$ = !"#$%&'(
!"#!!"#$!%  ×

!"#!!"#$!%
!"!#$%&#                                       (3-1a) 

 

!"!  !""!#$ = !"!#$%&#
!"#!!"#$!%  ×

!"#!!"#$!"
!"#$%&'(                                       (3-1b) 

Van Suchtelen42 at Philips Laboratories in the Netherlands first proposed artificial 

mutliferroics and subsequently managed to demonstrate magnetoelectric coupling in 

ceramic composites of BaTiO3 – CoFe2O4
43,44. Using a complicated process of 

unidirectional solidification of eutectic compositions, they reached a maximum 

magnetoelectric coefficient of 0.13 V cm-1 Oe, a value 200 times greater than a single 

crystal multiferroic at room temperature44 (at time of publication, 1976). Much later further 

research predicted magnetoelectric effects in sintered composites of ferrites with BaTiO3 

or Pb(ZrTi)O3
45, however the magnetoelectric coefficient was lower than previous 

reports46. Then attention turned to terfenol-d, a highly magnetostrictive material47, 

coupled to many different piezoelectric layers47–54. These composites showed a giant 

magnetoelectric effect (GME), generating magnetoelectric coefficients of greater than 5 

V cm-1 Oe47. 



	 52	

 

In more recent years a lot of research has gone into thin film heterostructures 

composed of a ferromagnetic and ferroelectric layer that couple together via the 

magnetoelectric (ME) effect. For example, Thiele et al.55 successfully demonstrated the 

control of magnetisation using an electric field in La0.7S0.3MnO3/Pb 

(Mg0.33Nb0.66)0.72Ti0.28O3 (LSMO/PMN-PT) heterostructres (Figure 3.10). In this research 

film thicknesses were in the range of 20-50 nm and voltages of up to 500 V generated 

electric fields of up to 12 kV cm-1 in the piezoelectric material. These voltages are very 

high when compared to the ones used in ferromagnetic semiconductors.  

Geprägs et al.56 in 2010, demonstrated a reversible 20% manipulation of 

magnetisation in a Ni/BaTiO3 heterostructure on application of 4 kV cm-1 and -0.6 kV cm-1 

(Figure 3.11). In this work voltages of up to 200 V applied to the BTO piezoelectric 

produced reversible changes in the in-plane magnetisation and coercivity of 100 nm thick 

films of Ni. These effects could again be attributed to the electroelastic strain and inverse 

magnetostrictive effect as outlined earlier.  

170 V. Garcia et al. / C. R. Physique 16 (2015) 168–181

Fig. 2. (Color online.) A) In-plane piezoelectric strain versus applied electric field of a Pb(Mg1/3Nb2/3)0.72Ti0.28O3 (PMN–PT) substrate [13]. B) Magnetization 
M vs. electric field E curve for a field applied to the PMN–PT substrate of La0.7Sr0.3MnO3/PMN–PT heterostructures [13]. C) Temperature dependence of 
the magnetization of a Fe layer grown on BaTiO3 (BTO) substrates, in magnetic fields of 20, 45 and 60 Oe along [100]. The letters R, O and T represent 
the rhombohedral, orthorhombic and tetragonal phases of BTO respectively [14]. D) Top: normalized magnetization curves of a Fe/BTO heterostructure 
for a magnetic field applied along the [100] (black) and [010] (red) directions at (a) room temperature, (b) 230 K, and (c) 150 K. Bottom: polar plots 
of the normalized remanent magnetization (Mr/Ms) at (d) room temperature (T phase), (e) 230 K (O phase), and (f) 150 K (R phase) [15]. E) In-plane 
magnetic hysteresis loops M(H) of Ni films for different electric fields applied across the BTO substrate at room temperature [27]. F) In-plane magnetization 
versus electric field of Ni films deposited on Pb(Zr,Ti)O3 (PZT)-based actuators, for two different voltages V P applied across the actuator. For V P = 30 V, 
a rectangular shape is observed characteristic of a magnetic easy axis along the applied field, while for V P = −30 V, the s-shaped loop reflects a hard axis 
magnetization direction [29]. G) Strain-mediated E-field control of exchange bias due to the competition between exchange-bias-induced unidirectional 
anisotropy and strain-dependent uniaxial anisotropy in FeMn/Ni80Fe20/FeGaB/PZT(011) heterostructures. θ is the angle between the applied magnetic field 
and the magnetization easy axis [01–1]. From [30]. H) Variation of the magnetization with the electric field of a Fe0.5Rh0.5 film deposited on a BTO 
substrate. The electric field applied across the substrate progressively drives a transformation from a mixed state of a- and c-type ferroelectric domains to 
a homogeneous c-state (inset) [48].

at the temperatures corresponding to the structural transition temperature of BTO (see for instance references [14,18–23]
and [24]). This behavior reflects changes in the magnetic anisotropies induced by the different strain states imposed by the 
phases of BTO (as evidenced by the polar plot of the remanent magnetization presented in Fig. 2D). Thus, it evidences an 
efficient elastic coupling between the FM film and the substrate.

A resulting strain-mediated electric control of the magnetic properties has been reported in systems combining ferrites, 
manganites, transition metals and alloys, or Terfenol-D (Tb1−xDyxFe2) as FM compounds and BTO, PZT, PMN–PT, PZN–PT, 

	

	

Figure 3.10: Magnetisation [100] as a function of electric field [001] in 
LSMO/PMN-PT heterostructure at 330 K.55  
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 Zhang et al.57 demonstrated electric field modulated magnetism in CoFeB/PMN-

PT heterostuctures via coupling between the ferroelectric domains and the ferromagnetic 

layer. The sample configuration is shown in fig 3.12a. Applying electric fields of ± 8 kV 

cm-1 to the system drastically manipulated the magnetisation of the film (Figure 3.12b) 

The peaks in current identify the ferroelectric polarisation switching and coincide with 

magnetisation switching. This result is particularly impressive because it occurs at room 

temperature.  the magnetic field in those parts of the Ni thin film that are
clamped to these a-domains. In contrast, the magnetic prop-
erties of Ni on top of c-domain regions stay unaffected.
Therefore the mixed ferroelectric domain state at the BTO
surface at E=−0.6 kV /cm induces a heterogeneous mag-
netic state in the Ni thin film. We note that the inverse linear
piezoelectric effect of BTO leading to a maximum in-plane
strain of !"! =d31!E3=1.53# 10−5 "Ref. 17# can be ne-
glected since the strain induced by a-domains "a-domain
= "cBTO−aBTO# /aBTO=0.0125 "Ref. 18# is almost three orders
of magnitude larger. Hence the reduction of M when going
from E=+4 kV/cm to $ 0.6 kV/cm should be a direct mea-
sure of a-domains emerging in the BTO substrate. The BTO
domain configuration for different applied E was determined
using high resolution x-ray diffraction and no difference be-
tween E=+4 kV/cm and $ 4 kV/cm was observed. There-
fore, in contrast to Xu et al.19 there is no evidence for non-
switchable a-domains in our Ni/BTO hybrid structure. The
magnitude of the electric field induced change of M is largest
at %0H=0 mT, reaching nearly 20%. This value is in
good agreement with previous measurements on
La0.67Sr0.33MnO3 /BTO epitaxial hybrid structures.5 More-
over, at zero magnetic field, the M values measured at the
beginning and at the end of the E sweep at +4 kV /cm, re-
spectively, do not coincide. This is clear evidence for irre-
versible magnetic domain effects induced by E. By increas-
ing H, the irreversible magnetic domain effects are
suppressed, but a finite variation M"E# is still observed. In
the inset of Fig. 1"a# the H dependence of the maximum
magnetization change !M with E is shown. The magneto-
electric coupling decreases exponentially with H up to %0H
=400 mT $dashed line in the inset of Fig. 1"a#%.

At %0H& 400 mT, a weak variation of M as a function
of E is still visible, although the magnetization of the Ni film
is saturated $see Fig. 1"b#%. These M"E# loops are reminis-
cent of P"E# hysteresis loops, and might be due to a nonva-
nishing influence of the surface charges from ferroelectric
c-domains on the saturation magnetization of the Ni thin
film. Influences of strain on the saturation magnetization Ms
can be excluded from symmetry considerations as strain
should yield Ms"E# loops with even symmetry with respect
to E=0 kV /cm.

The linear magnetoelectric coupling coefficient '33 can
be directly measured by using the ac option of a SQUID
magnetometer.20 In this approach, an ac electric field with
amplitude Eac=0.4 kV /cm and a frequency of 10 Hz is su-
perimposed on the dc electric field E, and the magnetic re-
sponse is measured using a lock-in technique. Figure 1"c#
shows the linear magnetoelectric coupling constant '33,dc
=%0!M /!E and '33,ac=%0!M /!E derived from the dc and
ac measurements respectively. Both measurements were
made at %0H=0 mT, after saturating M at %0H=1000 mT.
Overall, the two magnetoelectric coupling constants match
very well. The slightly smaller value of '33,ac can be under-
stood, considering the large time constant involved in the
accumulation of a-domains in the BTO substrate.

Figures 2"a# and 2"b# show M"H# loops recorded for
different E. A rectangular shape of the hysteresis loops is
observed at E=+4 kV /cm, indicating that H is aligned in-
plane along an easy direction of the Ni film. Upon decreasing
E to $ 0.6 kV/cm, a-domains are formed, resulting in a fer-
romagnetic multidomain state in the Ni thin film as discussed
above. Therefore, the observed M"H# loop will be a super-
position of the M versus H loops of the different magnetic
domain regions. As compared to M"H# at E=+4 kV /cm, the
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FIG. 1. "Color online# $"a# and "b#% Magnetization M of a 100 nm thick Ni
film on BTO plotted vs the electric field E applied across the BTO substrate
at different applied magnetic fields H. M is normalized to the value Mpol
obtained at E=+4 kV /cm. "c# Comparison of the magnetoelectric coupling
coefficient '33 obtained from dc and ac SQUID measurements. For clarity,
only one direction of the electric field sweep is displayed.
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FIG. 2. "Color online# $"a# and "b#% In-plane magnetic hysteresis loops
M"H# for different electric fields applied across the BTO substrate. "c# The
magnetization orientation can be switched either via electric or via magnetic
fields. "d# Evolution of the magnetization during the electric field sweep
"+4 kV /cm"B1#→−0.6 kV /cm"B2#→+4 kV /cm"B3## at %0H=5.2 mT.
The second electric field sweep "+4 kV /cm"B3#→−0.6 kV /cm"B4#→
+4 kV /cm"B5## is indicated by open symbols.
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Figure 3.11: In-plane magnetic hysteresis loops M (H) for different electric 
fields applied across the BTO substrate. (a) Shows hysteresis loops in the 
± 400 mT range and (b) in the ± 10 mT range to highlight changes in loop 
shape.56 

Figure 3.12: (a) Schematic of experimental set-up, Au/Ta/CoFeB/PMN-
PT/AU. b) Electric field tuning of in plane magnetisation and polarisation 
current, recorded simultaneously. 

	

swept circularly from positive to negative but does not exceed the negative coercivity along the ½0 1 !1" direction in this sub-
strate, the electric field dependence on polarization as well as the strain shows a hysteresis.

BaTiO3 is another frequently used FE substrate in VCM. Sahoo et al. [19] investigated the temperature-dependent mag-
netic moment of Fe which is grown on BTO. The structural variation in BTO will generate different strain states in the FM
layer, resulting in a remarkable modulation of magnetic moment and coercivity in the Fe layer. In a similar system, modi-
fications of the Fe spin structure are imaged by MFM, which display different domain structures with BTO in different tem-
perature and polarization states [227,228]. In these studies, a change in the magnetization based on strain modulation is
demonstrated under an electric field or the temperature variation. For the strain modulation, the domain structure at differ-
ent external electric fields and temperatures plays a critical role. The coupling between ferroelectric and ferromagnetic
domain structures was reported in CoFe thin film grown on BTO crystal. The FM domain pattern follows the FE stripe domain
switching under the electric field, which not only clearly demonstrates the role of strain in the ME coupling, but also provides
a promising way to realize the electrical-write FM domain structure [229].

Despite the control of magnetic moments, many attempts have been focused on the realization of tunable magnetic ani-
sotropy under electric fields through ME effects in a FM/FE heterostructure because it was thought to be the first step toward

Fig. 12. (a) The loop-like electrical modulation of magnetization and the corresponding polarization current recorded synchronously. (b) Schematic of the
polarization orientations for (001) PMN-PT. (c) Correlation between domain switching and distortion. Reproduced with permission [69]. Copyright 2012,
American Physical Society.

Fig. 13. (a) Sketch for a FeGaB/PZN-PT heterostructure. (b) Magnetization of FeGaB/PZN-PT with various electric fields. Reproduced with permission [231].
Copyright 2009, Wiley.
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control of magnetism in these kinds of materials is also a
key approach for electric-field-controlled TMR, which has
been proposed theoretically as a way to achieve electric-
write nonvolatile memory [16].

In this Letter, we report a large, tunable and nonvolatile
converse ME effect at room temperature in a
FM-FE structure composed of CoFeB and
PbðMg1=3Nb2=3Þ0:7Ti0:3O3 (PMN-PT). The magnetization
of CoFeB film exhibits a looplike response to electric field
instead of the butterflylike behavior commonly observed in
the piezostrain-mediated FM-FE structures [7–11].
Through systematic investigation of the ferroelectric do-
mains and crystal structures using piezoresponse force
microscopy (PFM) and high-resolution x-ray reciprocal
space mapping (RSM) with in situ electric fields, it was
demonstrated that the looplike magnetization response to
the electric field originates from the combined action of
109# ferroelastic domain switching in PMN-PT and the
absence of magnetocrystalline anisotropy in CoFeB.

Heterostructures composed of amorphous CoFeB film
and PMN-PT substrate were prepared by magnetron sput-
tering and the properties of the samples were measured by
various techniques. Sample configuration is shown in
Fig. 1(a) and the detailed experimental methods are
presented in the Supplemental Material [17]. The magnetic
hysteresis loops were measured along the [110] direction
under electric fields of 0 kV cm$ 1, % 1 kV cm$ 1, and
% 8 kV cm$ 1, respectively, and the maximum change in
magnetization occurs between þ 8 kV cm$ 1 and
$ 8 kV cm$ 1, which are shown in Fig. 1(b). It can be
seen that positive electric fields tend to decrease the
magnetization, while negative electric fields tend to
increase it. It also reveals that the converse ME effect is
more remarkable at low magnetic fields. To explore the

correlation between the change of magnetization and elec-
tric field directly, we measured the variation of magneti-
zation along the [110] direction with the electric field at
5 Oe. The polarization current was also obtained at the
same time. The variation of magnetization with the electric
field guided by the dashed arrows is shown in Fig. 1(c),
which turns out to be a looplike magnetization-electric
field response and the magnetization changes sharply
with the polarization switching process in PMN-PT as
revealed by the polarization current peak. Thus, the
magnetization-electric field curve for our CoFeB/PMN-
PT FM-FE structure is clearly distinct from previous re-
ports on magnetization-electric field curves of piezostrain-
mediated FM-FE structures [7–11], which exhibit butter-
flylike magnetization-electric field curves and the change
of magnetization is volatile. Although looplike
magnetization-electric field curves have been reported in
La0:8Sr0:2MnO3=FE [18] and dilute magnetic semiconduct-
ing Ga1-xMnxAs=FE [19], the effect in their systems oc-
curs below 100 K and the mechanisms are different from
the present work as mentioned later. Thus, the large, tun-
able and nonvolatile converse ME effect reported here is
particularly important in terms of room temperature appli-
cations involving electric-field control of magnetism.
Since the magnetization of CoFeB can be tuned by bipolar
electric fields and is nonvolatile as shown in Fig. 1(c),
stable and remarkable high/low magnetization states can
be achieved by switching the polarity of electric field as
shown in Fig. 1(d). Similar measurements were carried out
along the [$ 110] direction, and the results (Fig. S1 of
[17]) show a reverse behavior compared to those of the
[110] direction (Fig. 1). The magnetoelectric coefficient
(! ¼ "0dM=dE) accompanying the polarization switch-
ing is nearly 2 ( 10$ 6 sm$ 1 (Fig. S1(c) of [17]), which is
about 1 or 2 orders of magnitude larger than the previous
reports [2,7,9]. The fatigue and retention properties of the
ME effect have also been investigated (Fig. S1(e) and S1(f)
of [17]), which further demonstrated the tunability and
nonvolatility of the electric-field-controlled magnetization.
To understand the electric-field control of magnetism in

our CoFeB/PMN-PT structure, the effect of electric field
on the magnetic anisotropy of CoFeB was explored by
using electron spin resonance (Fig. S2 of [17]). It shows
that the as-grown CoFeB film exhibits an in-plane mag-
netic isotropy. After poling, it changes to a uniaxial mag-
netic anisotropy with the easy and hard directions of
magnetization along [110] and [$ 110], respectively. The
direction of the uniaxial magnetic anisotropy does not
change with the polarity of electric field; however, a posi-
tive electric field leads to a weaker uniaxial anisotropy
compared to the negative electric field of the same ampli-
tude. This can account for the experimental observation
that a positive electric field decreases the magnetization of
CoFeB along [110] and increases the magnetization along
[$ 110], while a negative electric field does the opposite.
Comparing the magnetization-electric field curves with the
corresponding polarization current curves (Fig. 1(c) and
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FIG. 1 (color online). (a) Scheme of the sample and experi-
mental configuration. (b) In-plane magnetic hysteresis loops
under electric fields of þ 8 kV cm$ 1 (circle) and $ 8 kV cm$ 1

(square). (c) Electric-field tuning of the in-plane magnetization
(square) and polarization current (open circle) recorded at the
same time. (d) The repeatable high/low magnetization states
(open circle) switched by pulsed electric fields (blue line).
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Further to this Liu et al.24 incorporated an antiferromagnetic (AFM) layer into the 

multiferroic heterostructure, creating a structure of AFM/FM/FE; this caused an exchange 

bias in the ferromagnetic layer, which is important for magnetoelectric random access 

memories (MERAM) devices. This study used a lead zinc niobate–lead titanate (PZN-

PT) piezoelectric substrate, with a ferromagnetic bilayer, FeGaB (14nm)/NiFe (2nm) 

coupled to an antiferromagnetic layer of FeMn (15nm) (Figure 3.13a). Applying electric 

fields of 4-6 kV cm-1 drastically altered the coercivity and magnetic remanence of the 

ferromagnetic layer (Figure 3.13b) in an irreversible manner. This change was attributed 

to the electric field induced anisotropy and the exchange coupling at the AFM/FM 

interface24.  

  

In the previous examples all the ferromagnetic films have been relatively thick 

(>10 nm). However when film thickness approach values less than 5 nm interfacial 

effects start to dominate. At the interface between the ferroelectric and ferromagnetic 

materials, the ferroelectric polarisation direction has an effect on the electronic structure 

and when the ferromagnetic film is sufficiently thin the interfacial effects start to 

Figure 3.13: a) Schematic of experimental configuration, PZN-
PT/FeGaB/NiFe/FeMn, where the FeGaB film was deposited under a bias 
field to induce an easy axis b) E-field control of coercive field and magnetic 
anisotropy for h-field along hard axis. Up and down arrow lines display the 
trends of magnetisation switching by reducing E-field24. 
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utilized to realize dynamic magnetization switching or rota-
tion as shown in  Figure    4  a. An applied E-fi eld would make 
magnetization switching process easier and enable signifi -
cant coercive fi eld changes up to 200% for confi guration I 
at  2 = 90 ◦   . Deterministic magnetization switching can also 
be realized by reducing E-fi eld under certain magnetic bias 
fi elds, as illustrated by up and down dash arrows in Figure  4 a, 
which indicates a one-way 180 °  magnetization switching due 
to E-fi eld induced coercivity change. By applying a square 
wave of E-fi eld combined with external magnetic impulses, 
E-fi eld-assisted near 180 °  dynamic magnetization switching 
was demonstrated in Figure  4 b. Up and down arrow line 
represent E-fi eld-induced one way magnetization switching 
which are linked to the up and down dash arrows in 
Figure  4 a, respectively.   

  2.3. Understanding of E-Field Control of Exchange Bias 
and Dynamic Near 180 °  Magnetic Switching in AFM/FM/FE 
Heterostructures 

 E-fi eld tuning of exchange bias and deterministic magnetiza-
tion reversal observed in the AFM/FM/FE heterostructures can 
be understood by an E-fi eld-induced asymmetric magnetization 
reversal in an exchange coupled AFM/FM bilayers in the AFM/
FM/FE multi ferroic heterostructures. Asymmetric magnetiza-
tion reversal in AFM/FM bilayers was reported in 2005 as an 
intrinsic magnetization phenomenon resulted from the com-
petition between anisotropies in exchange coupled system. [  14  ,  34  ]  
Given the strain mediated magnetoelectric coupl ing in the AFM/
FM/FE multiferroic hetero structures, the free energy density of a 
modifi ed Stoner–Wohlfarth type magnetic layer can be written as:

 

f = −Ku cos2 (2−" )− 3
2
8F cos2 (2− ")

−Kex cos(2−" ) − HMs cos"

= −Ke f f cos2 (2 −" ) − Kex cos(2−" )HMs cos"   (1)   

switching is irreversable, i.e., the magnetization can only be 
switched by near 180 ° , but cannot be switched back to the 
original orientation by changing the E-fi eld from 4 kV cm  − 1  to 
6 kV cm  − 1 .  

 This irreversablility of the E-fi eld induced near 180 °  mag-
netization switching in AFM/FM/FE heterostructures would 
not meet the demand of dynamic magnetization switching 
in magnetoelectric memories. This issue can be resolved 
by employing a magnetic impulse, which could switch the 
magnetization back and lead to a continuous magnetization 
switching. As shown in Figure  3 b, near 180 °  dynamic magnet-
ization switching in FeGaB fi lm can be observed as a response 
to a square wave of E-fi eld combined with a magnetic impulse 
at an external constant bias magnetic fi eld of 28 Oe, as illus-
trated by the solid arrow line in the inset of Figure  3 a. The 
amplitude of the magnetic impulse was  ∼ 100 Oe, and the dura-
tion of the impulse was  ∼ 10 ms which is limited by the slow 
rate of the giant electromagnet of the VSM (vibrating sample 
magnetometer) in our experiments. The power required to 
generate such a magnetic impulse and E-fi eld switching is still 
much lower than conventional current-driven magnetization 
switching. E-fi eld assisted dynamic magnetization switching 
was also achieved without the aid of external bias magnetic 
fi eld, as presented in Figure  3 c, which corresponds to the dash 
arrow line in magnetic hysteresis loops. This E-fi eld control 
exchange bias and realization of near 180 °  dynamic magneti-
zation switching at room temperature in AFM/FM/FE multi-
ferroic heterostructures constitute an important step toward 
MERAMs. 

 Besides E-fi eld control of exchange bias and realiza-
tion of near 180 °  magnetization switching in AFM/FM/
FE heterostructures, magnetic coercive fi eld also can be 
electrically manipulated, which could enable 180 °  magnetiza-
tion switching. Such an approach has been reported in dif-
ferent multiferroic heterostructures including Fe/BaTiO 3 , 
Fe 0.93 Ge 0.07 /BiScO 3 -PbTiO 3 , [  32  ,  33  ]  in which E-fi eld induced 
coercivity reduction was engaged to assist the conventional 
magnetic fi eld writing process for hard disk drives, and was 

    Figure  4 .     a) E-fi eld control of coercive fi eld and magnetic anisotropy for confi guration I at  2 = 90o  . Up and down arrow lines display the trends of mag-
netization switching by reducing E-fi eld. b) E-fi eld assisted dynamic 180 °  magnetization switching with the help of magnetic fi eld impulses. The up and 
down arrow line represent the one-way magnetization switching which were indicated by up and down dash arrow lines respectively in inset of 4a.  
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PZN-PT) through strain mediated ME coupling, which was 
refl ected in the gradually tilted magnetic hysteresis loops in 
Figure  1 a. This effective uniaxial magnetic anisotropy can be 
expressed as  He f f = 38Y

Ms (1+v )
(|d31 − d32 |) E   , [  22  ]  where  Y  is the 

Young’s Modulus of FeGaB fi lm and  v    is the Poisson’s ratio. 
Besides E-fi eld induced uniaxial magnetic anisotropy fi eld, 
the E-fi eld also induced a slight reduction of exchange bias 
of   (Details in Ref. 22,23) . However, as the external magnetic 
fi eld was applied at  2 = 55o   from the magnetic easy axis, 
a much more pronounced E-fi eld control of exchange bias 
was observed, exhibiting a remarkable downward shift of the 
exchange bias from 45 Oe to 3 Oe while an E-fi eld of 6 kV cm  − 1  
was applied, as shown in Figure  1 b. For  2 = 90o  , the magnetic 
hysteresis loops became square due to the E-fi eld-induced effec-
tive uniaxial magnetic anisotropy along the magnetic hard axis 
direction, which was accompanied with a negligible change in 
the exchange bias fi eld, similar to the case when  2 = 0o  . 

 In confi guration II, an opposite trend of magnetic hyster-
esis loops and exchange bias shifts are observed under varying 
E-fi elds, due to the anisotropic piezoelectric coeffi cients of 
PZN-PT which produce a compressive stress along [100] direc-
tion and tensile stress along  [011̄]    direction. An E-fi eld induced 
magnetic fi eld along the magnetic easy axis was achieved 
without noticeable variation of exchange bias fi elds for   θ    =  0 ° , 
as shown in Figure  1 d. However, for   θ    =  45 o  and 60 o , signifi cant 
enhancement of  Hex    from 33 Oe to 50 Oe and from 22 Oe to 

work, we report an alternative approach in 
achieving E-fi eld control of exchange bias in 
antiferromagnetic/ferromagnetic/ferroelec-
tric (AFM/FM/FE) multiferroic heterostruc-
tures. Two types of E-fi eld control of dynamic 
magnetization switching were demonstrated 
in AFM/FM/FE heterostructures, including 
E-fi eld-induced near 180 °  magnetization 
switching through E-fi eld tuning of exchange 
bias and through E-fi eld manipulation of 
coercive fi elds. E-fi eld control of dynamic 
deterministic magnetization switching at 
room temperature in AFM/FM/FE multi-
ferroic heterostructures paves a new way for 
MERAMs.   

 2. Results and Discussion 

  2.1. E-Field Control of Exchange Bias in AFM/
FM/FE Multiferroic Heterostructures 

 Exchange bias was discovered in 1956 by 
Meiklejohn and Bean when studying fer-
romagnetic Co particles embedded in their 
antiferromagnetic oxide. [  28  ]  By cooling down 
thorough the Néel temperature ( T  N ) of the 
antiferromagnetic phase, an undirectional 
anisotropy is induced in ferromagnetic 
phase, which leads to shifted magnetic hys-
teresis loops. [  29  ]  Exchange coupled antifer-
romagnetic/magnetic bilayers have been 
widely used in information storage, such as 
giant magnetoresistive and tunneling magnetoresistive devices. 
In our work, exchange coupled multilayer fi lms of Ta(5 nm)/
FeMn(15 nm)/Ni 80 Fe 20 (2 nm)/FeGaB(14 nm)/Ta(20 nm) were 
deposited onto a (011) cut single-crystal ferroelectric PZN-PT 
substrate using magnetron sputtering. Amorphous FeGaB fi lm 
with a large magnetostriction constant of 70 ppm was selected 
as the ferromagnetic phase. [  30  ]  [111] oriented FeMn fi lm was 
depostied as the antiferromagnetic layer, which was facilitated 
by inserting a 2-nm-thick Ni 80 Fe 20  between FeGaB and FeMn 
to induce a strong exchange coupling in the FeMn/Ni 80 Fe 20 /
FeGaB multilayer. The (011) cut PZN-PT substrate has large 
anisotropic piezoelectric coeffi cients of  d31    =  -–3000 pC N  − 1  
along [100], and  d32     =  1000 pC N  − 1  along  [011̄]    [  31  ]  The FeGaB 
fi lm was deposited under an in-situ magnetic bias fi eld, which 
led to an in-plane magnetic easy axis either alone [100]  (d31)   
(confi guration I) or  [011̄]    d  32  of PZN-PT (confi guration II), as 
schematically shown in  Figure    1  .  

 Figure  1  presents the E-fi eld dependence of magnetic hys-
teresis loops for both confi gurations. At zero E-fi eld, an 
exchange bias fi eld of 48 Oe was observed in the magnetic hys-
teresis loop for confi guration I at  2 = 0o  , where  2   is the angle 
between external magnetic fi eld  H  and the magnetic easy axis, 
as shown in Figure  1 a. An E-fi eld applied across the thickness 
direction of the PZN-PT substrate leads to an E-fi eld-induced 
effective uniaxial magnetic anisotropy fi eld  H  eff  in FeGaB fi lm 
along the magnetic hard axis direction (or [01–1] direction of 

    Figure  1 .     a–c) E-fi eld dependence of magnetic hysteresis loops in confi guration I for 
 2 = 0o, 55o, 90o  . d–f) E-fi eld dependence of magnetic hysteresis loops in confi guration 
II for  2 = 0o, 45o, 60o  .  

(a)	

(b)	
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dominate. There are two main origins for this electronic effect on the ferromagnetic 

properties at the interface: the first is a result of spin-dependent screening58,59. The 

unequal spin-polarization present in ferromagnets causes a different screening of the 

electric field for opposite spin directions. This generates a change in the electronic 

density of states (DOS), which determines the magnetic moment. 

 Niranjan et al.59 used ab initio calculations to investigate the interfacial 

magnetoelectric coupling in SrRuO3/BaTiO3 heterostructures (Figure 3.14a), where 

BaTiO3 and SrRuO3 are ferroelectric and ferromagnetic materials. Figure 3.14b shows a 

clear difference in spin population and thus different magnetic moments at the right and 

left interfaces as a result of the polarisation direction. The change in exchange splitting 

originates from the screening of the polarisation of the ferroelectric, which they further 

consolidate using the Stoner model.59 

 

The second origin for this electronic effect for magnetoelectric coupling arises 

due to the ferroelectric polarisation altering the electron orbital overlap between 

interfacial atoms of the ferromagnetic and ferroelectric layers. This change in bond 

chemistry can give rise to changes in interface magnetisation, anisotropy and spin 

Figure 3.14: (a) The atomic structure of the SrRuO3/BaTiO3 (001) 
interfaces, where P is the ferroelectric polarisation direction and L and R 
indicate left and right interfaces. (b) Local density of states (DOS) projected 
onto the Ru 3d orbitals for majority and minority spin states at the left and 
right interfaces. The grey area represents the Ru 3d density of states in the 
bulk.59 
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Ferromagnet/ferroelectric interface materials have emerged as structures with strong
magnetoelectric coupling that may exist due to unconventional physical mechanisms. Here we
present a first-principles study of the magnetoelectric effect at the ferromagnet/ferroelectric
SrRuO3 /BaTiO3 !001" interface. We find that the exchange splitting of the spin-polarized band
structure, and therefore the magnetization, at the interface can be altered substantially by reversal of
the ferroelectric polarization in the BaTiO3. These magnetoelectric effects originate from the
screening of polarization charges at the SrRuO3 /BaTiO3 interface and are consistent with the Stoner
model for itinerant magnetism. © 2009 American Institute of Physics. #DOI: 10.1063/1.3193679$

The interest in coupling between the electric and mag-
netic order parameters has increased in recent years due to
the increasing demand for the high density magnetic record-
ing and other spintronics-based devices as well as impressive
development in the realization of single phase and composite
multiferroic materials.1,2 Both the magnetic control of ferro-
electric polarization3 and the electric control of
magnetization4,5 in such materials have been demonstrated.
The search for alternative physical mechanisms of magneto-
electric !ME" coupling is encouraging as conventional ME
coupling effects are often weak. In addition, alternative cou-
pling mechanisms may offer the possibility of designing de-
vices based on multiple logic states. In general, not only
coupling between ferroelectricity and magnetism but also
various related phenomena such as an electrically controlled
exchange bias,6,7 electrically controlled magnetocrystalline
anisotropy,8–11 and the effect of ferroelectricity on spin-
dependent transport12–15 are considered as ME effects.

An intrinsic ME coupling may be observed in single
phase compounds if time reversal and space-inversion sym-
metries are absent in them. However, a stronger ME coupling
may occur in composites of piezoelectric !ferroelectric" and
magnetostrictive !ferromagnetic or ferrimagnetic" com-
pounds, mediated by strain across interfaces.16 Recently, two
alternative mechanisms of ME coupling have been proposed
based on theoretical studies,17,18 where the ME coupling is
confined mainly at the interface of the composite constitu-
ents. In the theoretical studies of heterostructures of
Fe /BaTiO3 !Refs. 17 and 19" and Fe3O4 /BaTiO3,20 it was
shown that bonding between the interface atoms and its de-
pendence on the ferroelectric polarization results in interfa-
cial ME coupling. A similar effect was recently found for
Co2MnSi /BaTiO3 interface.21 Another kind of the interface
ME effect has been predicted, mediated by free carriers at
the interface between SrTiO3 !a nonmagnetic, nonpolar insu-
lator" and SrRuO3 !ferromagnetic metal".18 In this case, an
applied electric field results in the accumulation of spin-
polarized carriers at the metal-insulator interface producing a

change in the interface magnetization due to spin-dependent
screening.22 Recently, the linear surface ME effect was ex-
plored for ferromagnetic metal films.23 It was found that
spin-dependent screening leads to notable changes in the sur-
face magnetization and the surface magnetocrystalline aniso-
tropy.

In this article, we use first-principles !FP" methods to
investigate an interfacial ME coupling in a SrRuO3 /BaTiO3
!001" heterostructure. BaTiO3 is a prototypical ferroelectric
material and SrRuO3 is a ferromagnetic oxide metal. Experi-
mentally, SrRuO3 has been used as a metal oxide electrode in
combination with ferroelectric BaTiO3 thin films.24,25 We
find a change in magnetization at the interface as the electric
polarization in the ferroelectric film reverses. This ME effect
originates from a change in the exchange splitting between
majority-spin and minority-spin densities of states at the in-
terface with the polarization reversal, which we will explain
by using the Stoner model.26

Calculations are performed within the framework of
density functional theory and the projected augmented wave
method, as implemented within Vienna ab initio simulation
package.27 The Perdew–Burke–Ernzerhoff28 form of the gen-
eralized gradient approximation for exchange and correlation
is employed along with a plane wave basis set with a kinetic
energy cutoff of 520 eV. We use a 10!10!1 k-point mesh
and the structures are relaxed until the largest force becomes
less than 0.02 eV/Å.

The supercell is constructed of 6.5 unit cells of BaTiO3
with 8.5 unit cells of SrRuO3 on top along the #001$ direc-
tion. The structure for a smaller supercell with the polariza-
tion !P" in BaTiO3 pointing to the right is shown in Fig. 1.

a"Electronic mail: mniranjan2@unl.edu.
b"Electronic mail: tsymbal@unl.edu.

FIG. 1. !Color online" Atomic structure of the SrRuO3 /BaTiO3 !001"
interfaces.
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polarization58. Duan et al.60 demonstrated this magnetoelectric effect using first-principles 

calculations to investigate the Fe(1nm)/BaTiO3(2.5nm) interface (Figure 3.15a), where 

Fe is ferromagnetic and BaTiO3 is ferroelectric.  

  

To illustrate this magnetoelectric effect they calculated the interface electronic 

charge density for two polarisation directions (Figure 3.15b & c). At the Fe/Ti interface 

there is a hybridisation of the d orbitals of both Fe and Ti items. It is clear from 

comparing Figure 3.15b & c that there is a clear reduction in orbital overlap when the 

polarisation points away from the Fe film; indicated by the decrease in charge density. 

Combining this with density of state calculations confirms the control of magnetic 

moment via ferroelectric induced change in electron orbital overlap60.  

There is one final mechanism for the magnetoelectric effect in ferromagnetic 

/ferroelectric heterostructures and that is charge carrier mediated.  This effect is similar 

Figure 3.15: (a) Atomic structure of Fe/BaTiO3 multilayer with 4 layers of 
BaTiO3. The P and associated arrow indicate the polarisation direction, and 
the arrows on O and Ti atoms indicated atom displacement. b) & c) 
Minority-spin charge density (arbitrary units) at the Fe/BaTiO3 interface for 
two opposite polarizations in BaTiO3, (b) net polarisation pointing up (c) net 
polarisation pointing down.60 

	
	

from the comparison of the charge density shown in
Figs. 4(a) and 4(b) that the overlap between the Ti and
Fe electronic clouds is much stronger for the polarization
pointing into the Fe film than for the polarization pointing
away from the Fe film, which reflects a stronger hybrid-
ization for the former. Since the majority-spin density on
the interface Ti atoms is small for the energies from E F !
1 eV to E F [see Fig. 2(a)], the minority-spin density shown
in Figs. 4(a) and 4(b) on the Ti atoms reveals the difference
in the spin density on these atoms which is the source of the
magnetic moment change for opposite polarizations in
BaTiO3.

The predicted results suggest a possibility to observe a
net magnetization change in a Fe=BaTiO3 bilayer depos-
ited on a proper substrate. In this case, there is only one
Fe=BaTiO3 interface which has magnetic properties de-
pendent on the orientation of the ferroelectric polarization,
and hence the polarization reversal will inevitably change
the magnetic moment of the entire system. We estimate the
magnetoelectric coefficient ! of this multiferroic bilayer
by taking the ratio of the magnetization change !M to the
coercive electric field E c of the BaTiO3 film. Assuming
that the Fe and BaTiO3 layers have thicknesses of 1 and
2.5 nm (m " 6), respectively, and taking the change in the
interface magnetic moment per unit cell of 0:3"B (as
follows from our calculations for m " 6), we find that
the average magnetization change in the Fe=BaTiO3 bi-
layer is about "0!M # 120 G. Since coercive fields of
BaTiO3 films are in the range of E c # 10 kV=cm, we
obtain ! ’ "0!M=E c # 0:01 G cm=V, which is of the
same order in magnitude as the magnetoelectric coefficient
measured in epitaxial BiFeO3=CoFe2O4 columnar nano-
structures [10]. Thus, the magnetoelectric effect induced
by interface bonding can be as large as that induced by
strain.

The predicted phenomenon is qualitatively different
from the ‘‘standard’’ magnetoelectric effect which is the
volume effect and for which the magnetization is a linear
function of the applied electric field. In our case, the
magnetoelectric effect is confined to the interface and
represents a change of the interface magnetic moment at
the coercive field of the ferroelectric. Since this phenome-
non is primarily due to the electronic hybridization be-
tween the transition metal elements with less than half
occupied d bands (Ti) and more than half occupied d bands
(Fe), any ferromagnetic-ferroelectric multilayer with such
a combination of elements is predicted to have the magne-
toelectric coefficient similar to that found for Fe=BaTiO3.
We therefore hope that our theoretical predictions will
stimulate experimental studies of such multilayers to
search for the magnetoelectric effect driven by interface
bonding.
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FIG. 4 (color online). Minority-spin charge density (in arbi-
trary units) at the Fe=BaTiO3 interface for two opposite polar-
izations in BaTiO3. The charge density is calculated in the
energy window from E F ! 1 eV to E F in the (010) plane for
the m " 4 multilayer. (a) Net polarization pointing up; (b) net
polarization pointing down.
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magnetic moment of the bulk Fe is 2:20!B per atom. The
obtained tetragonal structures are then used as building
blocks for the Fe=BaTiO3 supercells.

We find that the most stable Fe=BaTiO3 structure has a
TiO2 terminated interface with interfacial O atoms occu-
pying atop sites on Fe which is similar to the result ob-
tained previously for Co=SrTiO3 [15]. Therefore,
supercells are constructed as !Fe2"9-TiO2-!BaO-TiO2"m,
where m # 2, 4, 6, 8, 10, and 16. Figure 1 shows the
atomic structure of the m # 4 multilayer. First, we analyze
properties of Fe=BaTiO3 multilayers assuming that
BaTiO3 is in a paraelectric state. For this purpose, we
impose a mirror plane on the central TiO2 layer and
minimize the total energy of the whole system. We find
that, although the net polarization of the BaTiO3 film is
zero, bonding at the interface induces interface dipole
moments, which are oriented in the opposite directions at
the two interfaces [16].

The magnetic properties of the multilayer are due to
ferromagnetism of Fe. In the paraelectric state, by symme-
try, the magnetic moments of the interfacial atoms are
exactly the same at the bottom and top interfaces. The
calculated magnetic moment of the interface Fe atoms is
notably enhanced up to about 2:64!B compared to the bulk
moment of 2:20!B . This enhancement is, however, not as
significant as that for the Fe(100) surface (2:98!B ), indi-
cating the involvement of bonding and charge transfer
effects at the Fe=BaTiO3 interface. The latter fact is re-
flected in the presence of induced magnetic moments on O
and Ti atoms. We find that the magnetic moment of the
interface O atom is about 0:05!B and is parallel to the
magnetic moment of Fe. On the other hand, the magnetic
moment of Ti atom is about 0:30!B and is antiparallel to
the magnetic moment of Fe.

Next, we relax the constraint of reflection symmetry and
minimize the total energy with respect to atomic coordi-

nates of all atoms in the multilayer. For a m # 2 supercell,
we obtain no ferroelectric instability, making all the results
essentially the same as those in the presence of the sym-
metry constraint. The thickness t $ 1 nm of the BaTiO3
film corresponding to m # 2 appears to be the critical
value for ferroelectricity. Increasing the thickness up to t $
1:8 nm (m # 4) is sufficient for ferroelectric instability to
develop (Fig. 1). This is consistent with the previous
calculations of the critical thickness in BaTiO3 [17,18].

Ferroelectric displacements break the symmetry be-
tween the top and bottom interfaces, causing magnetic
moments of Fe and Ti atoms at the two interfaces to deviate
from their values in the paraelectric state. For the m # 4
multilayer, the magnetic moment of Fe atoms at the bottom
interface (the one at which the ferroelectric polarization is
pointing away from the Fe layer as in Fig. 1) is enhanced
up to ! # 2:67!B , while the magnetic moment of Fe
atoms at the top interface (the one at which the ferroelectric
polarization is pointing toward the Fe layer as in Fig. 1) is
reduced down to! # 2:61!B , which makes a difference in
the Fe magnetic moments at the two interfaces !!Fe #
0:06!B . A more sizable asymmetry is produced by ferro-
electric displacements between the Ti magnetic moments
at the two interfaces: ! # % 0:40!B and ! # % 0:18!B
for the top and bottom interfaces, respectively, so that the
magnetic moment difference is !!Ti # 0:22!B . We note
here that, since we do not take into account the spin-orbit
interaction, the magnetic moments do not depend on the
magnetization orientation. This effect is expected to be
very small for 3d elements.

The nature of the induced interface magnetic moments
can be understood from orbital-resolved local densities of
states (DOS). Figures 2(a)– 2(c) show the DOS for Ti 3d,
Fe 3d, and O 2p orbitals, indicating the presence of hybrid-
izations between these states. Because of exchange split-
ting of the 3d bands in Fe, these hybridizations produce
exchange-split bonding and antibonding states which are
the origin of the induced magnetic moments on the inter-
face Ti and O atoms. The induced magnetic moment on the
O atom is relatively small (0:05!B ) because, as is seen
from Fig. 2(c), the O 2p orbitals lie well below the Fermi
energy (E F ) and, hence, have a small overlap with the Fe
3d states. However, the Ti 3d band is centered at about
2 eV above the Fermi energy [the shaded plot in Fig. 2(a)]
and overlaps strongly with the minority-spin Fe 3d band
which has a significant weight at these energies [the shaded
plot in the lower panel in Fig. 2(b)]. The hybridization
between the Fe and Ti 3d orbitals produces bonding states
which are pushed down in energy and peaked just below
E F [the peaks indicated by arrows in Figs. 2(a) and 2(b)].
Thus, the minority-spin Fe-Ti 3d bonding states cause
charge redistribution between majority and minority spins,
resulting in a larger occupation of the minority-spin states
of Ti. This implies an induced magnetic moment on Ti
aligned antiparallel to the magnetic moment of Fe where
majority-spin states have (by definition) greater occupation
than minority-spin states.

BaTiO3

Fe

Ti

Ba

O

Fe

Fe

P

FIG. 1 (color online). Atomic structure of Fe=BaTiO3 multi-
layer for m # 4. Arrows indicate schematically displacements of
Ti and O atoms in BaTiO3 with the net polarization pointing up.
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to the process as described in 3.2 on ferromagnetic semiconductors above, that is a 

charge carrier modulation effect but without the semiconductor component. This has 

been demonstrated by Molegraaf et al.61 in PZT/LSMO heterostructres, where they show 

magnetoelectric coupling of 0.8 x10-3 Oe cm V-1 at 100 K. Figure 3.16 clearly shows 

electric-field-induced switching of magnetisation. EELS and XANES analysis of LSMO 

also demonstrate a modification of charge carrier density with electric fields62,63, further 

supporting charge carrier mediated changes in magnetic properties. Varying the doping 

level of LSMO has been highlighted as a way to maximise voltage controlled effects64. 

 

In conclusion, artificial multiferroics show much greater magnetoelectric coupling 

between the two ferroic orders, especially at room temperature, which is important for 

future device applications. However, there are still issues to address, in many of these 

examples large voltages (>100 V) were required to generate the magnetoelectric 

coupling, which needs to be greatly reduced for low-power applications. Several 
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while there is a substantial change in Tc and saturation
magnetization for the accumulation and depletion states, the
normalized M–T behavior is largely unaffected by the change in
carrier concentration. The critical temperatures are estimated as
179 and 197K for the depletion and accumulation states,
respectively, from linear extrapolations to zero magnetization
near the critical region (Fig. 2). The lower Tc for the depletion state
is consistent with the bulk phase diagram of the doped
lanthanum manganites in the ferromagnetic regime, where Tc
increases with doping level.[27,28]

We now discuss the interpretation of the individual regions I
and II in more detail. First, we note that the decrease in the
ground state magnetization with increase in the doping level,
observed in region I of Figure 2 and also in the hysteresis loops,
may at first sight seem surprising since it implies that the
material with the higher Tc has a lower magnetization. However,
this trend is exactly what is expected in the ferromagnetic phase of
the bulk CMR manganites,[27,29] where the magnetic moment
varies with hole concentration, x, as (4! x) mB per Mn (where mB

is the Bohr magneton): as the hole concentration (doping)
increases, a larger fraction of the Mn cations change from an
S¼ 2 (Mn3þ) to an S¼ 3/2 (Mn4þ) spin state. However, while the
trend is the expected one, the change in the magnetic moment
seems somewhat too large to be explained only by band-filling
effects. That is reflected in the notation of Spaldin and
co-workers,[5] where we obtain a large ratio of induced spin to
charge density surface of h$ 2.

That a simple band-filling model fails to describe the electronic
behavior of these strongly correlated materials is not surprising,
given the sensitivity of the electronic and magnetic ground state
to electron–electron correlations and the presence of inhomo-
geneities in these materials. Changes in the carrier density may
favor nonparallel spin arrangements or changes in the valence
state of the Mn. Other possible mechanisms that could lead to an
enhanced effect could be related to Sr segregation to the interface
layer, which could favor an antiferromagnetic spin coupling for
the accumulation state,[30,31] or changes in valency of a spin-
coupled Mn3þ to a noncoupled, paramagnetic Mn2þ, whose
presence in LSMO thin films has been suggested in recent
experimental studies.[32,33]

This competition between ground states and their sensitivity to
the charge-carrier density can be exploited to achieve large
magnetoelectric couplings driven directly by charge and electric
field. A striking illustration of this magnetoelectric coupling is
given in Figure 3, where we show the magnetic response of the
system as a function of the applied electric field, showing abrupt
modulation of the LSMO magnetization as the PZT polarization
switches. In contrast to traditional M–H and P–E loops, which
reveal how an individual ferroic (magnetic, ferroelectric) material
responds to its natural stimulus (magnetic field, electric field),
this M–E loop demonstrates cross-coupling between ferroic
ground states, showing a hysteretic magnetic response as a
function of electric field. In our system, the magnetoelectric
coupling is achieved via modulation of the charge-carrier
concentration and is directly linked to the gate oxide surface
bound charge, where the relevant coupling is between the
magnetic moment and the electric polarization.[34] The figure of
merit that characterizes the size of the magnetoelectric coupling
in our system is DM/DE; using the width of the M–E hysteresis,

we obtain DM/DE¼ 0.8% 10!3 Oe cm V!1 at 100K (1 Oe¼ 1000/
4pA m!1). Since the effect reported here is an interfacial effect,
this value of DM/DE is specific to the particular thicknesses in our
system. For magneto- and piezoelastically coupled composites,
values up to 25% 10!3 Oe cmV!1 have been reported.[1,21,35] In
these kinds of composites, the magnetoelectric coupling is
achieved through changes in strain, while here we induce a
change in magnetism via a charge-mediated mechanism.[36] A
direct comparison to bulk materials is difficult because of the
interfacial nature of the effect, but we note here that the values for
the linear magnetoelectric coupling coefficient, a, for homo-
geneousmultiferroics are&10!5 Oe cmV!1. We also note that the
observed magnetoelectric coupling effect reported here is
hysteretic, nonlinear, and persistent.[22]

We next examine the magnetic response of the system in
region II, where the change in magnetism is most sensitive to the
two polarization states of the ferroelectric. We consider various
configurations of the applied electric and magnetic fields. For a
range of temperatures close to the critical interval, only the
accumulation state ordersmagnetically, and themagnetism in the
LSMO layer can be turned on and off reversibly, as shown in
Figure 4 for T¼ 197K. The figure shows that when the PZT is
polarized downwards (t¼ 0), the LSMO is in a nonmagnetic state
(zero Kerr ellipticity). The system becomes magnetic upon
switching of the PZT polarization upwards at t¼ 7min
(accumulation state). When the PZTpolarization is subsequently
switched again to the down state (t¼ 15min), the LSMO reverts to
its nonmagnetic state, showing reversible and reproducible
control of the magnetism in LSMO through an applied electric
field.[37] When the ac magnetic field is turned off at t¼ 25min, no
changes in the Kerr signal from the background baseline are
observed, both for the depletion (t¼ 25min) and accumulation
(t¼ 32min) states. (This zero-field measurement sets the
baseline for zero magnetization.)

Figure 3. Magnetoelectric hysteresis curve at 100 K showing the magnetic
response of the PZT/LSMO system as a function of the applied electric
field. The two magnetization values correspond to modulation of the
magnetization of the LSMO layer. Insets represent the magnetic and
electric states of the LSMO and PZT layers, respectively. The size of the
arrows indicates qualitatively the magnetization amplitude.

3472 ! 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim Adv. Mater. 2009, 21, 3470–3474

Figure 3.16: Magnetoelectric hysteresis curve at 100 K showing the 
magnetic response of the PZT/LSMO system as a function of the applied 
electric field61. 
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electronic effects have been identified in thin film heterostructures that enhance the 

magnetoelectric effect, including charge screening, DOS changes and charge carrier 

density. 

3.5 Voltage control of magnetism in antiferromagnetic 

materials 

As described in section 2 antiferromagnetic ordering is such that the magnetic moments 

align in opposite directions to produce zero net magnetic moment. However, above 

certain temperatures it is possible for an antiferromagnetic material to exhibit 

ferromagnetic properties. Antiferromagnetic materials are receiving an increasing amount 

of interest for applications in AFM spintronics65. One of the leading AFM materials 

receiving the most attention is FeRH, due to its low AFM to FM transition temperature of 

350 K and total magnetic moment of 2.9 μB 
66

. 

 

 
magnetization switching controlled by gate voltages. The magnetic anisotropy (MA) of Fe was first found to be different on
BTO with different structures at different temperatures: a tetragonal-phase BTO favored a fourfold symmetry in the MA of Fe,
while the BTO in orthorhombic phase stabilized a twofold symmetry [230]. In the following, the magnetic anisotropy of
FeGaB films was directly manipulated by the strain transferred from bottom PZN-PT (011) substrates under an electric field
at room temperature (Fig. 13a) [231]. In Fig. 13b, the magnetization is measured along [100] with the electric field applied
along [011]. As the electric fields were enhanced from 0 to 6 kV/cm, the saturation fields in hysteretic curves sharply
increased from 1 to 70 mT. Here, the strain should pay for the enhanced difficulty in magnetization reversal, because the
external electric field would result in an in-plane compressive strain in the FeGaB of positive magnetostriction and lead
to the magnetic hard axis in the [100] axis.

The strain-mediated VCM in FM metals is drawing increased attention mainly because of its potential for room-
temperature magnetization switching via electrical methods without the assistance of a magnetic field, which will be dis-
cussed in Section 4.2 in detail. In addition, this mechanism is much more effective for thick metallic samples compared with
ones based on charge. The electric field-induced change in the magnetic performance follows the variation tendency of the
piezo strain in the FE substrates under an external voltage. When compare with the magnetic performances in strain- and
charge-mediated VCM, we find that the coercivity, magnetic anisotropy, and magnetization switching are mostly studied in a
strain-mediated mechanism, which are also different from the interests in TC and magnetic moment for a charge-mediated
mechanism.

3.2.2. Strain mediation of antiferromagnetic metals
Giant (tunneling) magnetoresistance stands out as a seminal phenomenon in the emerging field of spintronics. In a spin

valve or a MTJ, the antiferromagnetic layer is used as a fundamental static-supporting material to establish a reference mag-
netization direction. Recently, except the assistant role of AFM materials as a pinning layer, many attempts have been made
to control the antiferromagnet as a functional layer in the emerging field of AFM spintronics due to its ignorable ferromag-
netic stray field and invulnerability to perturbations in the external magnetic field. The rapid development of AFM spintron-
ics also stimulates the area of voltage control of antiferromagnetic materials. One of the most typical examples is the FeRh
alloy. The Fe50Rh50 shows a ferromagnetic to antiferromagnetic phase transition at T⁄ ! 350 K and a total magnetic moment
of "2.9 mB [232–234]. Remarkably, during the ferromagnetic to antiferromagnetic transition, the volume of the lattice
changes by about 1% [232], providing the possibility of VCM in FeRh through strain transfer.

The magnetization dependence on temperature for epitaxial FeRh grown on BTO substrates are displayed in Fig. 14,
where polarization states of the heterostructures are marked in the FE loop in Fig. 14a. A voltage applied on the BTO backside
of 21 V could clearly increase the T⁄ by around 25 K, manipulating the phase of FeRh without the assistance of heating or
cooling. During this process, the modulation of magnetization could reach "5.5 # 105 A/m, corresponding to a huge ME cou-
pling coefficient a of 1.6 # 10$5 s/m. It is worth noting that this value is much larger than some other systems such as TbPO4

(3 # 10$10 s/m) [235], LSMO/BTO (2.3 # 10$7 s/m) [58], and CoFeB/PMN-PT (2 # 10$6 s/m) [69]. Despite the magnetization,

Fig. 14. (a) The dependence of FE polarization on external voltage for FeRh/BTO. (b) The magnetization as a function of temperature for FeRh/BTO under
various bias voltages. Reproduced with permission [78]. Copyright 2014, Nature Publishing Group. (c) Electric field-dependent ∆q/qmin and net polarization.
(d) The strain of FeRh (left axis) and PMN-PT (right axis) along their crystalline axes at different electric fields. Reproduced with permission [79]. Copyright
2015, Nature Publishing Group.

54 C. Song et al. / Progress in Materials Science 87 (2017) 33–82

Figure 3.17: (a) Ferroelectric polarisation hysteresis loop for FeRh/BTO 
system at 300 Hz at RT, with sketches indicating polarisation direction. (b) 
Temperature variation of magnetisation at 20 kOe for different voltage 
values67. 
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An in-depth report by Cherifi et al.67 recently demonstrated electric field control of 

magnetic phase transition (AFM to FM) in FeRh films. In this study FeRh films were 

grown on FE BTO and a voltage applied to Au gate electrode. Applying voltages of ± 21 

V generated changes of up to 25 K in transition temperature (figure 3.17). These 

changes were attributed to a voltage-induced strain effect from BTO to FeRh layer. But 

authors state it is hard to rule out contributions from charge accumulation and depletion 

effects. Further investigation into FeRh systems by Lee et al.68confirmed the strain-

induced mechanism by performing in situ XRD analysis that indicated large variations in 

lattice constant with electric field. 

3.6 Voltage control of magnetism of ultrathin metal films 

This next section investigates the use of high-dielectric layer, ionic liquids and 

electrolytes to create high electric fields at the ferromagnetic interface, altering electronic 

configuration and oxidation states giving rise to changes in magnetic properties. The 

high-electric field generated by ionic liquids arises due to the formation of an electric 

double layer (EDL). To further understand this phenomenon it is necessary to give a brief 

description of ionic liquids, their properties and applications. 

3.6.1 Ionic liquids & electrolytes 

Ionic liquids (ILs), also known as molten salts, are simply salts that are liquid at room 

temperature69. For example sodium chloride becomes an ‘ionic liquid’ at 1,074 K70. This 

has lead to research into the synthesis of room temperature ionic liquids, for many 

potential applications including supercapacitors71,72, field-effect transistors (FET’s)73, 

batteries71,74, fuel cells71,75 and the control of magnetism in thin films76–82. ILs are 

composed of two oppositely charged ions. When ILs replace the dielectric material in a 

capacitor cell and a voltage applied, the opposing polarity ions are electrostatically 

attracted to opposite charged plates. The ions form a single molecule layer at electrodes 
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over which the voltage charges. The small distance of this ‘electric double layer’ (EDL) 

causes extremely high electric fields to form (Figure 3.18)83. The value of the electric field 

at the interface is limited by the electrochemical window (ECW), outside of which the IL 

breaks down. The ECW is the figure of merit for ILs when a high electric field is desired, 

however even a small voltage of 1V generates an electric field of approximately 1-10 GV 

m-1, over three orders of magnitude higher than some of the values mentioned earlier in 

this review generated by far larger voltages83.  

 

Weisheit et al.77 were the first group to control magnetic properties using a liquid 

electrolyte and an applied voltage. They investigated cells containing Pt electrodes, 

propylene carbonate with added sodium ions and ultrathin films of FePt and FePd that 

displayed PMA (Figure 3.19a). Here the propylene carbonate sodium solution is not an 

ionic liquid but behaves like one by providing two oppositely charged ions, Na+ and OH-. 

Applying voltages to the electrodes caused the separation of the two oppositely charged 

ions and formed an EDL at the interface. Relatively low voltages of -0.4 V to -1.0 V 

decreased the coercivity of the 2 nm FePt films by approximately 4.5%, while the 4 nm 

films decreased by 1.5% (Figure 3.19b). The decrease in coercivity was attributed to a 

Figure 3.18: Electric double layer (EDL) generated at the ionic liquid (IL) 
cathode interface separated by d. 
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decrease in unpaired d electrons by 0.015 electrons per unit cell upon application of 

electric field, thus decreasing the magneto-crystalline anisotropy energy77. The variation 

in coercivity decrease between the two thin film thicknesses was attributed to the 

difference in the surface to volume ratio.  

 

 

 

Shimamura et al.81 demonstrated changes in magnetisation, coercivity and Curie 

temperature of Co thin films in cells containing an ionic liquid. A polymer film containing 

the ionic liquid ions, 1-ethyl-3-methylimi-dazolium (EMI+) and 

bis(trifluoromethylsulfonyl)imide (TFSI-), was placed on top of a 0.7 nm thick PMA Co 

layer and a voltage applied using a Pt gate electrode (Figure 3.20a). In the voltage range 

of ± 2 V, they successfully manipulated the Curie temperature by 100 K (Figure 3.20b). 

This was attributed to the formation of an EDL at the IL/Co interface causing a change of 

± 0.084 electrons per Co unit cell.  

Figure 3.19: (a) Schematic of electrolytic cell consisting of FePt or FePd 
films separated from a Pt electrode by propylene carbonate with solvated 
Na+ and OH-  ions to create electric double layer with a magnetic field H 
applied. E is the potential profile due to the applied potential U. (b) 
Magnetisation switching of 2 nm thick FePt films for different U values.  

formation of the electrolytic double layer at the
sample surface. A large sheet of inert Pt was used
as the counter electrode (Fig. 1).

The HC variation as a function of the applied
voltage U was derived from the measurements of
the easy-axis hysteresis loops (Fig. 2). A sharp
switching of the magnetization occurs at HC. To
avoid possible dissolution of Fe from the alloy,
we maintained the sample potential at or lower
than –400 mV. The potential was also restricted
to values above –1 V in order to avoid other
electrochemical reactions at the film surface.
Small but detectable irreversible film degradation
occurred above –400 mVand below –1 V. Figure
3 shows the coercivity change dHC (relative to the
value at –400 mV) versus U for FePt and FePd.
A change of voltage DU = –600 mV results in a
dHC by –4.5% for FePt and +1% for FePd films

with a thickness of 2 nm. The 4-nm-thick films
show a lower variation of –1% for FePt and no
variation (within experimental resolution) for
FePd. The observed change in HC as a function
of U was essentially reversible, and the Kerr
signal variation with magnetic field was the same
upon increasing E as upon decreasing it. Both
results imply that the observed effect is intrinsic
and not due to film contamination or degradation
that would be associated with the occurrence of
irreversible phenomena (8). Note that dHC is
stronger than a linear response in all cases.

In addition to the effect of E on the coer-
civity, an increase in the Kerr rotation by 3% is
observed upon changing U from –400 to –1000
mV for the 2-nm-thick FePt film. Within ex-
perimental accuracy, no such effect was found
in the other samples.

The results reveal that the magnetic properties
of itinerant electron magnetic systems can be
changed in a controlled way under E. During the
measurements, the film microstructure is expected
to remain essentially unaltered (to the extent that
the very slow irreversible film degradation can be
neglected), and, to first-order approximation, the
coercivity can be assumed to be directly propor-
tional to the KU from which it originates. The
observed dHC values were evaluated with respect
to KU energies (MAE) derived from electronic
structure calculations (9). A capacitance value
C per surface area A of C/A = 30 mF/cm2 was
used, because this is a typical value for a clean
metal surface in an electrolyte such as PC that
is characterized by a large dielectric constant k =
66 (10). Under a voltage U that acts almost ex-
clusively at the FePt/PC interface because of the
30 times larger surface area of the Pt counter
electrode as compared to the sample surface, a
charge CU accumulates in the whole film vol-
ume Ad, where d is the film thickness. Consid-
ering that the volume of the L10 FePt or FePd
primitive cell is Vcell = a2c/2 = 0.027 nm3, where
a is 0.385 nm and c is 0.371 nm, the charge
variation per unit cell becomes

q ¼ CU
Ad

Vcell ð1Þ

In particular, for U = 600 mV and d = 2 nm,
this amounts to 0.015 electrons per unit cell. From
electronic structure calculations (9), a decrease of
the MAE by 200% per electron is predicted for
FePt and an increase of the MAE by 70% per
electron is predicted for FePd. This result cor-
responds to expected changes of –3% and +1%
for 2-nm-thick FePt and FePd, respectively. The
induced excess charge in such metallic films is
concentrated close to the surface and not dis-
tributed homogeneously. However, to first-order
approximation, the anisotropy variation depends
solely on the total film excess charge. This is a
direct consequence of the linearity of all oper-
ations (i.e., it does not make a difference
whether an anisotropy distribution is calculated
first and then averaged over the whole film or
whether the electron distribution is averaged
right away).

The sign and magnitude of dHC that was
measured agree well with the calculations for both
alloys. It is quite notable that this simple concept
is sufficient to explain the experimental results.
Considering that we are dealing with ultrathin
films, surface anisotropy should be included in the
comparison between the experiment and calcula-
tion. However, neither experimental nor calculated
data are available on the surface anisotropy of
FePt. As a very qualitative argument, it may be
argued that surface anisotropy in FePt is not
expected to be dominant to the same extent as it
is in cubic systems where surface symmetry
breaking is the only source for the occurrence of
a second-order anisotropy term. It has been
shown (11) that there is only a weak thickness
dependence of the nucleation field in FePt down
to 2 nm, which supports this assumption.

The fact that the voltage dependence of the
coercivity is stronger than a linear response can
be attributed to a change in the thickness of the
electrolytic double layer with U: When the charge
is increased at the sample surface, the double
layer is compressed and, in turn, C and E acting
on the sample are increased.

Because the Kerr angle is another intrinsic
material property, its variation (detected in
FePt only) upon the application of a voltage is
another proof of the influence of E on the
magnetic properties. However, in the absence
of any calculated data, it is not possible to dis-
cuss the importance of the observed effect any
further.

Our results have shown that the magnetic
properties of thin-film ferromagnetic systems
can be varied in a controlled way by an ap-
plied electric field. It must be stressed that the
majority of modern magnetic materials belong
to this category of materials. Beyond this proof
of principle, this approach could offer an alter-
native and attractive generic actuation mechanism
for electronic and electromechanical systems.
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Fig. 2. Magnetization switching of
the 2-nm-thick FePt film for differ-
ent U values between the film and
the Pt counter electrode. m0, the
permeability of vacuum.

Fig. 3. (A) Change of the film coercivity for FePt
and FePd with external voltage at given thicknesses
and (B) change of the Kerr rotation for the 2-nm-
thick FePt film with regard to (w.r.t.) the value at
–400 mV. Error bars indicate the statistical varia-
tion (s) of the measurements.
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Electric Field–Induced Modification of
Magnetism in Thin-Film Ferromagnets
Martin Weisheit,1,2* Sebastian Fähler,1,2 Alain Marty,3 Yves Souche,1
Christiane Poinsignon,4 Dominique Givord1

A large electric field at the surface of a ferromagnetic metal is expected to appreciably change its
electron density. In particular, the metal’s intrinsic magnetic properties, which are commonly
regarded as fixed material constants, will be affected. This requires, however, that the surface has a
strong influence on the material’s properties, as is the case with ultrathin films. We demonstrated that
the magnetocrystalline anisotropy of ordered iron-platinum (FePt) and iron-palladium (FePd)
intermetallic compounds can be reversibly modified by an applied electric field when immersed in an
electrolyte. A voltage change of –0.6 volts on 2-nanometer-thick films altered the coercivity by
–4.5 and +1% in FePt and FePd, respectively. The modification of the magnetic parameters was
attributed to a change in the number of unpaired d electrons in response to the applied electric field.
Our device structure is general and should be applicable for characterization of other thin-film
magnetic systems.

Spin electronics has recently emerged as a
field of science and technology in which
the electron’s spin is directly exploited.

Giant magnetoresistance and tunnel magneto-
resistance sensors, used in read heads of hard
disks, are both examples of the application of
spin-electronic devices. In contrast, there are
very few active (i.e., non-sensor) systems that
exploit spin electronics. Such systems are
operated through electrical current actuation,
which requires much larger energy consump-
tion than electric field (E ) actuation used in
usual electronic circuits and/or electromechanical
systems. E actuation of magnetic properties
has been demonstrated in the semiconducting
(Ir,Mn)As system, in which the Curie temperature
TC was varied by 1 K under a voltage of 125 V,
corresponding to an electric field of approximate-
ly 1.6 × 108 V/m (1, 2). However, the possible
applications of this phenomenon are limited as a
result of the low TC of magnetic semiconductors
(<< room temperature). The recent renewed in-
terest in multiferroic materials in which piezo-
electricity and ferromagnetism may coexist is
also driven by the same objective of practical
application (3, 4). In this case, the deformation of
the material’s structure under E results in the

modification of the magnetic properties and vice
versa. Again, this effect is limited to low tem-
peratures in single-phase multiferroics.

Because the TC values of the 3dmetals—Fe,
Co, and Ni—and of some of their alloys are
above room temperature, the possible use of an
electric field to modify and control the intrinsic
magnetic properties [e.g., magnetization or
magnetocrystalline anisotropy (KU)] of such
metallic systems is attractive. However, as a
result of screening by the E-induced surface
charge, the field does not penetrate the bulk of
the material and is confined to a depth on the
order of atomic dimensions. It may be expected
that substantial E-induced effects may be found
in nanosystems where the surface-to-volume
ratio is high, with a large E obtained by the ap-
plication of a high voltage at both sides of an
insulating layer (e.g., a thin dielectric deposited
on the surface of the metal). However, the
preparation of thin and homogeneous dielectric
layers free of pinholes is challenging. The im-
mersion of metal particles in an electrolyte was
suggested as an elegant approach to overcome

this problem (5). In a liquid electrolyte, an in-
sulating ionic layer—the electrolytic double
layer—forms naturally in front of a conducting
surface, and most of the potential drop between
the electrodes occurs across this layer (6). Sub-
sequently, it was shown (7) that a macroscopic
strain of 0.15% is created in Pt nanoparticles
under a voltage difference of 0.6 V, and this was
attributed to the modification in metal bonding
resulting from the E-induced change in the sur-
face electron density at the Fermi level EF.

In metallic systems that show itinerant elec-
tron magnetism, the material’s intrinsic magnetic
properties are primarily determined by unpaired d
electrons with energies close to EF. It is expected
that these properties will be affected by changing
the electron density at EF under E. We selected
L10-ordered FePt and FePd ultrathin films,
because these compounds combine high TC
(750 K), saturation magnetization (1.4 T), and
KU (6.6 MJ/m3 in FePt and 1.8 MJ/m3 in FePd)
values and exhibit high coercivity. In addition,
these compounds are chemically stable.

Epitaxial films of FePt and FePd (2 and 4 nm
thick) were grown by means of Pt and Pd buffer
layers, respectively, on MgO(001) substrates (8).
The superstructure lines as seen by x-ray
diffraction indicate that the alloy crystallizes in
the L10 phase, with the Fe and Pt (or Fe and Pd)
atoms being highly ordered on their two
respective crystallographic sites. All films exhibit
the magnetic easy axis perpendicular to the
layer plane with anisotropy fields in excess of
8 and 2.5 T, as expected for the tetragonal L10
FePt and FePd compounds, respectively (8).

The effect of E on the alloy magnetic prop-
erties was observed at room temperature by
measurements of the magnitude of the signal and
coercive field (HC) via the polar Kerr effect. For
these measurements, the electrolyte propylene
carbonate (PC) was chosen to prevent hydrogen
formation and its diffusion into the film when a
negative potential was applied to the sample.
Traces of water in the electrolyte were removed by
introducing small Na pieces, which at the same
time provided the Na+ ions necessary for the
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Fig. 1. Schematic of
the electrolytic cell con-
taining the FePt or FePd
film within an applied
magnetic field H. The
potential profile E due
to the applied potential
U is indicated by the red
line. The potential drop
at the Pt electrode side
is much lower (as com-
pared to that of the sam-
ple surface) as a result of
the Pt electrode’s large
surface area.
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Great interest has also been shown in enhancing effects observed in magnetic 

oxide heterostructures by combining the phenomenon with the large electric fields 

supplied by ionic liquids. One of the systems to be investigated is an ionic 

liquid/MgO/magnetic layer. Kawaguchi et al.78 demonstrated this in a cell containing the 

EMI+ TFSI- polymer film/MgO(2 nm)/Fe (0.7 nm), applying a voltage of ± 2 V to generate 

an EDL (Figure 3.21a). The large electric field was calculated to change the electrons 

per unit cell of Fe by ≈ 0.1, which was demonstrated experimentally by a change of 

approximately 50% in magnetisation (Figure 3.21b). The authors were also speculative 

about potential redox reactions taking place at the MgO/Fe interface resulting in 

changing magnetic properties. Obinata et al.79 investigated a similar structure of an ionic 

film consisting of N,N,N-trimethyl-N-propylammonium (TMPA+) and 

bis(trifluoromethylsulfonyl)imide (TFSI-) and a 0.7 nm layer of Pd. The high fields 

generated from the EDL were successful in changing the electron density of the normally 

non-ferromagnetic Pd enough to create a ferromagnetic response.  

Figure 3.20: (a) Schematic of device structure consisting of Co thin film 
separated from a Pt gate electrode by an ionic liquid film to create electric 
double layer. (b) Temperature dependence of magnetisation of Co at H = 2 
Oe and at gate voltages -2 V, 0 V and +2 V.81 

Magnetization curves measured at several VGs are dis-
played in Fig. 2. The measurements were carried out at
300 K and an external magnetic field (H) was applied per-
pendicular to the sample plane. The vertical axis of Fig. 2
indicates M normalized by S. Note that the curves contain
the contribution of M of the uncovered (thus ungated) region.
To rule out the drift of the sample properties, the VG was
gradually increased to approach the values listed in the figure
and kept at each level for 30–60 min before each magnetiza-
tion measurement. One can see that the application of VG

considerably modified the magnetization properties, i.e.,
larger coercivity (Hc) and larger M were obtained by apply-
ing a higher positive VG. Figures 3(a) and 3(b) show VG de-
pendence of the remanent magnetization (Mr: M at H¼ 0 Oe)
and Hc, respectively. The initial Mr value at VG¼ 0 V is
nearly zero. By increasing VG, the M-H curve enlarges as
shown in Fig. 2. Appreciable Mr value appears at
VG¼þ1.5 V and it further increases at 2.0 V. Then, as VG is
reduced, the value decreases and finally drops to zero at
VG¼#1.0 V. The Hc shows similar dependence on VG

[Fig. 3(b)]. Thus, it is clear that applying electric fields
enabled us to control the magnetization properties. The
results shown here were reproduced in more than five similar
but different devices fabricated on Si or GaAs substrates.

One possible explanation for the observed modulations
of magnetization properties is the change in the Curie tem-
perature (TC). To check whether TC can be changed by
applying VG, the temperature (T) dependence of M was
measured using another device. Figure 4 shows the tempera-
ture dependence of M measured at VG¼#2, 0, and þ2 V
under the application of moderately small perpendicular H
of 2 Oe. The TC at 0 V can be roughly estimated to be
$325 K, where M drops to nearly zero. Such a TC much
lower than the bulk value (>1000 K) is due to two-
dimensional magnetism.12,25 TC at #2 and þ2 V were $280
and 380 K, respectively, i.e., the amount of the change in TC

(DTC) was$100 K. We, therefore, conclude that the significant

modulations of Mr and Hc observed at 300 K can be attrib-
uted to the observed large DTC.

In the present experiment, TC is enhanced by applying
positive VG in the direction of the electron accumulation at
the Co layer surface. This is consistent with our previous
results, in which a HfO2 high-j gate insulator was used.12

This electric field control of TC can be explained by the sur-
face critical phenomena26 or a change in magnetocrystalline
anisotropy in a 2 dimensional ferromagnetic film.27 The
observed DTC in the present device ($100 K) by applying
VG of only 62 V (i.e., the total amount of VG, DVG¼ 4 V) is
larger than the result in the FEC with the 50 nm HfO2 gate
insulator we used in our previous work (DTC¼ 12 K), where
DVG¼ 20 V was needed. The total capacitance Ctotal of the
present device is 6.3 lF/cm2. In the present EDL capacitor,

FIG. 2. (Color online) Magnetization (M) versus external magnetic field (H)
curves at 300 K under different gate voltages (VG). The vertical axis repre-
sents M divided by the total area of the sample (S). VG was applied in an
order of 0 V, 1.5 V, and 2.0 V. H was applied perpendicular to the sample
plane.

FIG. 3. (Color online) Gate voltage (VG) dependence of (a) the remanent
magnetization (Mr) and (b) coercivity at 300 K. The vertical axis of (a) rep-
resents Mr divided by the total area of the sample (S).

FIG. 4. (Color online) Temperature (T) dependence of the magnetization
(M) at H¼ 2 Oe under VG¼#2 (diamonds), 0 (circles), and þ2 V
(triangles).
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The electric field effect on magnetization properties and Curie temperature of Co ultra-thin films
has been investigated. An electric field is applied to a Co film by using an electric double layer
(EDL) formed in a polymer film containing an ionic liquid. The change in the Curie temperature is
!100 K by applying the gate voltage of 62 V, suggesting that the observed large modifications of
magnetization properties are attributed to the significant change in the Curie temperature, which is
induced by a large amount of carrier density control due to the formation of the EDL. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.3695160]

The electric field effect on magnetism opens up a new
dimension for the research field of spintronics. Using field
effect capacitors (FEC) consisting of a gate electrode, an in-
sulator layer, and a ferromagnetic layer, controls of ferro-
magnetic properties have been achieved through the
modulation of the carrier density in the ferromagnetic layer
by applying gate voltage.1– 12 Ferromagnetic semiconductors
have been most intensively investigated from this
viewpoint1– 3,5,7,8,11 because their ferromagnetic properties
are the function of carrier concentration.13 More recently,
even in FECs with an ultra-thin ferromagnetic metal layer,
electric field controls of coercivity,4,9,12 magnetic anisot-
ropy,6,9 and Curie temperature12 have been demonstrated at
room temperature. Since ferromagnetic metals have a larger
electron density than ferromagnetic semiconductors, FECs
with a large capacitance are required to dramatically change
ferromagnetic properties. A conventional way to obtain a
large capacitance is to adopt high-j (j: relative permittivity)
materials (e.g., Al2O3, HfO2, or ZrO2),5,7,9,12 although an
electric double layer (EDL) formed between a liquid electro-
lyte and a material to be gated has attracted a lot
attention4,8,11,14– 22 because it has a huge capacitance and
has been recently used for controlling ferromagnetic
properties.4,8,11

To understand the electric field effect on magnetism in
ferromagnetic metals, it is significant to quantitatively inves-
tigate how the magnitude of the magnetization as well as the
Curie temperature12 is electrically modulated by changing
the electron density10 in terms of the physical chemistry of
magnetism. In this letter, we show the electric field effect on
the magnetization properties of Co ultra-thin film at room
temperature by an EDL formation at the interface between a
cobalt layer and a polymer film containing an ionic liq-
uid,17,23,24 a transparent and flexible electrolyte sheet known
as an ion film. The magnetization value (M) of the ferromag-
netic layer during the EDL formation was directly measured
by using a conventional superconducting quantum interfer-
ence device (SQUID) magnetometer.7 Our method of using a

polymer film containing an ionic liquid to modulate the elec-
tron density of ferromagnetic layers makes it easy to measure
the direct magnetization under an electric field.

Figure 1 shows a schematic of the device structure. The
device consists of a Pt gate electrode, the polymer film con-
taining the ionic liquid (the ionic liquid film), and a cobalt
ferromagnetic layer. The ionic liquid film we used here con-
tained the following cation and anion: 1-ethyl-3-methylimi-
dazolium (EMIþ) and bis(trifluoromethylsulfonyl)imide
(TFSI#), and the film was made in the conventional
way.17,23,24 To fabricate the device, the ionic liquid film was
first placed onto sputter-deposited layers consisting of MgO
(2.0 nm)/Co (0.4 nm)/Pt (1.2 nm)/Ta (3.0 nm) from the sur-
face on an undoped Si substrate. Next, to form the gate elec-
trode, a commercially available !25-lm-thick Pt thin film
was directly placed on top of the ionic liquid film. The sur-
face of the ionic liquid film is sticky, which naturally pre-
vents all the parts from peeling apart. The total area of the
device (S) was !4$ 4 mm2. Cu wires were finally attached
to the gate electrode and the bottom cobalt layer to apply the
gate voltage (VG). Based on this design, !30% of S remained
uncovered by the Pt film. The devices were introduced into
the SQUID magnetometer and the magnetization was meas-
ured while applying various VGs ranging from #2 to þ2 V.

FIG. 1. (Color online) (a) Schematic illustration of the device structure con-
sisting of the gate electrode, the polymer film containing the ionic liquid
(ionic liquid film), and the Co (cobalt) thin film. The electric double layers
(EDLs) are formed at the interface between the cobalt thin film and the ionic
liquid film and also at that between the platinum film (gate electrode) and
the ionic liquid film. (b) The equivalent circuit schematic of the present
device.a)Electronic mail: dchiba@scl.kyoto-u.ac.jp.
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Another oxide dielectric that has been extensively investigated is HfO2 in very 

similar arrangements to the previous experiments. Yan et al.80 successful controlled the 

magnetisation at 4 K and varied in the Curie temperature in Co/Ni multilayers, using the 

ionic liquid N,N-diethy1-N-(2-methoxyethy1)-N-methylammonium (DEME+) and 

bis(trifluoromethylsulfony1)imide (ETFSI-) to create high electric fields. The electric fields 

were calculated to change the number of electrons per Ni cell by ± 0.048 on applying 

voltages of ± 1.5 V. However, x-ray photoelectron (XPS) spectroscopy revealed 

reversible oxidation of the thin film, which suggested an electrochemical dependence on 

magnetism. Zhou et al.82 further investigated this arrangement; they demonstrated a 

thinning of the magnetic layer by voltage-induced oxidation (Figure 3.22b), which caused 

the observed changes in magnetic properties (Figure 3.22a & b). The two groups could 

not confirm that electrochemical effects were the sole origin of the observed effects and 

could not rule out electric field variation of electron density. Jiang et al.76 used a similar 

cell to demonstrate voltage-induced ferromagnetism in a usually antiferromagnetic layer 

and/or paramagnetic components from the substrate, ionic
liquid film, and Pt layer are subtracted. The vertical axis
indicates the magnetic moment m normalized by S.
Nonlinear M–Hk curves indicate that the present Fe layer
is ferromagnetic or super-paramagnetic at 300K. The
notable point is that the saturation values ms=S at higher
Hk (> 0:5 kOe) were clearly dependent on VG: ms increased
or reduced at positive or negative VG. As shown in the inset,
m=S–Hk curves at 10K show clear hysteresis, where a
similar ms dependence on VG to that at 300K is observed.
The perpendicular component of magnetization was meas-
ured under a magnetic field normal to the sample plane
(H?) in sample B. The results in Fig. 2(b) show that the
perpendicular direction is a magnetically hard axis indepen-
dent of VG, and that the decrease of ms was again observed at
VG ¼ "2V.

We measured the temperature T dependence of m=S
in sample A. The measurements were carried out under
Hk of #0Oe (the measured m is almost the remanent one).
The m=S–T curves at VG ¼ þ2, 0, and "2V are shown in
Figs. 3(a)–3(c). The measurement sequence was as follows.
First, VG was changed at 300K, and then T was increased to
380K, and m was measured by reducing T from 380 to 10K
(closed symbols). Then, the m=S–Hk curves in the inset of
Fig. 2(a) were measured at 10K. Finally, m was measured
by increasing T from 10 to 300K (open symbols). As shown
by closed symbols, m gradually increases with reducing T .
At 10K, m increased after the application of up to 2 kOe for
the measurement of the m=S–Hk curve, suggesting that the
system is likely to be in a multidomain state or super-
paramagnetic(-like) state at higher temperature. This is

consistent with the m=S–Hk curves measured at 300K
(Fig. 2). m decreases rapidly with increasing T from 10K
(open symbols), which is probably also due to the forma-
tion of a multidomain structure or super-paramagnetic-like
magnetic behavior.

From the m=S–Hk curves at 10K [the inset of Fig. 2(a)],
we found that the magnitude of ms can be changed by #50%
by the application of VG. The capacitance of the devices
used here was determined to be 6.3 !F/cm2,10) from which
we expected 7:9% 1013 cm"2 to be the modulated sheet
electron density by the application of VG ¼ 1V, which
corresponds roughly to the change of #&0:1 electrons per
Fe atom by applying &2V. The direction in the change in m
with respect to the change in the number of electrons is
consistent with the Slater–Pauling (SP) curve. However, the
magnitude of change obtained at 10K is much larger than
what one expects from the SP curve (#8% for the change of
#&0:1 electrons per atom). A possible explanation includes
VG-induced oxidation-reduction reaction at the MgO/Fe
interface and the VG-dependent relaxation times of super-
paramagetic clusters. In order to clarify the origin of the ms

dependence on VG, more detailed experimental work is
necessary. For example, one of our future works includes the
investigation of the reversibility of the sample property for
the repetitive application of VG.

In summary, magnetization measurements on an Fe
ultrathin film performed at different gate voltages revealed
that the magnitude of saturation magnetic moments is
significantly modified by the formation of the electric double
layer. An increase of saturation magnetic moments was
observed when the electron number at the Fe surface was
increased, whose direction was the same as that observed in
Co ultrathin films. Further studies on other transition-metal
ferromagnets, e.g., Ni or alloys between them, are crucial for
understanding of the mechanism.
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We show the effect of an applied electric field on the magnetization of an Fe ultrathin film. An electric double layer was formed at the interface
between an ionic liquid and the Fe layer by the accumulation of ions caused by applying a gate voltage, and a large electric field was exerted on

the Fe film surface. The saturation magnetization increased when the electron density at the Fe surface increased. A change in the saturation

magnetization of !50% was observed by applying a gate voltage of "2V. # 2012 The Japan Society of Applied Physics

E
lectrical control of magnetic properties is an
important technology for the application of magnetic
devices. The devices operated by applying an

electric field are expected to significantly reduce the energy
consumption compared with those oprerated by applying an
electrical current. In experiments that utilized field effect
capacitors (FECs) consisting of a gate electrode, an insulator
layer, and a ferromagnetic semiconductor layer, the control
of magnetic properties was reported through modulation of
the carrier density in the semiconductor layer by varying the
gate voltage.1–5) More recently, electric-field effects have
been reported even for a ferromagnetic metal thin layer
in FECs, where the changes in coercivity,6–9) magnetic
anisotropy,8,10) and the Curie temperature7,9) have been
demonstrated. While using a solid-state insulator is a way
to build an FEC, an electric double layer (EDL) formed
between a liquid electrolyte and the material to be gated has
attracted much attention because of its huge capacitance, and
has been used for controlling magnetic properties.6,7,11,12)

We have recently reported changes in magnetization as well
as the Curie temperature of a Co ultrathin film with a
thickness of 0.4 nm up to 100K by the EDL formation.7) The
mechanism of the electric-field effects is an issue to be
unraveled, and the investigation of the effects in other
transition-metal ferromagnets is one of the experimental
approaches. In this paper, we report the effect of an applied
electric field on the magnetization of an Fe ultra-thin film
using an EDL capacitor. The magnetization measurements
were carried out by using a superconducting quantum
interference device magnetometer to investigate the change
in its magnetization caused by the formation of EDL.

Figure 1(a) shows a schematic illustration of our device
structure. The devices consist of a Pt gate electrode, a
polymer film containing an ionic liquid (ionic liquid film),
and an ultra-thin Fe ferromagnetic layer deposited on an
intrinsic Si substrate. The ionic liquid film contained 1-ethyl-
3-methylimidazolium (cation) and bis(trifluoromethylsulfo-
nyl)imide (anion), which was made in the conventional
way.13–15) The device was fabricated as follows. First, we
prepared sputter-deposited layers consisting of MgO (2.0
nm)/Fe (0.4 nm)/Pt (1.5 nm)/Ta (2.5 nm)/Si substrate from
the surface. Two pieces of the sample (samples A and B)

were cleaved from the wafer. Next, an ionic liquid film was
placed on the sample. Then, a commercially available " 25-
!m-thick Pt film was put directly on top of the ionic liquid
film to serve as the gate electrode. The total areas of these
devices (S) were " 6 # 2:5mm2 (sample A) and " 4 # 3:5
mm2 (sample B), and " 65% of S was covered by the Pt film.
Finally, Cu wires were bonded to the gate electrode and the
Fe counterelectrode layer by using indium or silver paste.
The application of gate voltage (VG) forms an EDL between
the ionic liquid film and the Fe layer through the MgO layer
[Fig. 1(b)]. In our definition, the application of a positive
(negative) VG resulted in an increase (decrease) in the
electron density at the Fe surface. The magnetization was
measured at various VG’s ranging from $ 2 to +2V.

Figure 2(a) shows the in-plane magnetization curves for
sample A measured under an in-plane magnetic field (Hk)
and VG’s of +2, 0, and $ 2V at 300K, where diamagnetic

Gate electrode (Pt)

Ionic liquid film

Si substrate
Fe layer

H

H

VG
(a)

+   +   +   + +   +  
VG

- - - - - -
Fe  0.4 nm

Pt  25  µ µm

MgO  2.0 nm

Pt  1.5 nm
Ta  2.5 nm

Si substrate

Ionic liquid film
+

+ + + + + +

-
- - - -- - -

+

(b)

Fig. 1. (a) Schematic illustration of device structure consisting of gate
electrode, polymer film containing ionic liquid (ionic liquid film), and Fe
thin film. The electric double layers (EDLs) are formed at the interface
between the Fe thin film and the ionic liquid film, and also at that between
the platinum film (gate electrode) and the ionic liquid film. (b) Schematic
cross section of the device.
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Figure 3.21: (a) Schematic of experimental cell consisting of Fe/MgO 
multilayer separated from a Pt gate electrode by an ionic liquid film. (b) 
Magnetisation in thin films of Fe as a function of in-plane magnetic field, H, 
at gate voltages of +2 V, 0 V and -2 V at 300 K and 10 K (inset)78. 
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of FeRh. The origins again appear to be a mixture of electric field induced changes of 

electron density and electrochemical effects.  

  

 

  

  

 Research by Di et al.84 used a completely electrochemical approach to control the 

magnetic properties. Here they placed Co thin films in contact with KOH solution and 

applied a voltage, it is important to note that this is not an ionic liquid but demonstrates 

electrochemical effects on magnetic properties. Varying the potential reversibly changed 

the anisotropy from in plane to out of plane as demonstrated by hysteresis data in Figure 

3.23a. This was attributed to OH and H groups at the surface of the film, indicated by 

current peaks A and C in Figure 3.23a, while changes in reflectivity also indicate 

changes in surface chemistry (Figure 3.23b). 

Figure 3.22: (a) Schematic of Hall device with a drop of ionic liquid. (b) EDL 
structure in Pt/Co/Ni/HfO2 under positive gate voltage with the movement of 
O2- ions indicated. (c) Magnetic hysteresis loop at gate voltages of +3 V, -3 
V and as grown.82 

Role of Oxygen Ion Migration in the Electrical Control of Magnetism
in Pt/Co/Ni/HfO2 Films
Xiangjun Zhou, Yinuo Yan, Miao Jiang, Bin Cui, Feng Pan, and Cheng Song*

Key Laboratory of Advanced Materials, School of Materials Science and Engineering, Tsinghua University, Beijing 100084, China

ABSTRACT: We investigate the electrical control of magnet-
ization and exchange bias in Pt/Co/Ni/HfO2 films gated by
ionic liquid. Results show that saturated magnetization of Co/
Ni can be significantly manipulated under finite voltages at
room temperature. Unlike the conventional electrostatic effect,
the electric gating here exhibits dynamic and nonvolatile
features clearly. Hence, an electrochemical mechanism is
proposed naturally and the analysis of chemical states of Ni
and Co confirms the reversible oxygen ion migration across the
interface between HfO2 and Co/Ni under gate voltages.
Furthermore, robust exchange bias is observed below 200 K
and both the bias field and coercive field can be prominently modulated in Pt/Co/Ni/HfO2 under electric field, resulting from
gate voltage dependent content of antiferromagnetic oxidation products of Ni and Co. The demonstration of oxygen ion
migration in ferromagnetic metals/oxides heterostructures followed by magnetization modulation at room temperature might
pave the way for the magnetoionic memory with low power consumption.

1. INTRODUCTION
The control of magnetism by an electric field has paved a new
way to the burgeoning development of low-power-consump-
tion spintronics. Meanwhile, it exhibits great potential in
industrial application due to the compatibility to the conven-
tional complementary metal oxide semiconductor transistor
(CMOS) technology.1 In the past few years, abundant research
progress in this field has been achieved across different material
systems, ranging from diluted magnetic semiconductors,2,3

multiferroic oxides,4,5 and ferromagnetic (FM) metals6−9 to
nonmagnetic metals.10,11 Undoubtedly, continuous success of
electrical control of magnetic properties in prototype spintronic
devices accelerates the research process dramatically.1,12,13

Throughout the extensive studies, three mainstream
mechanisms responsible for the electrical manipulation of
magnetism are summarized as follows: (i) strain variation in the
FM layer induced by electrostriction effect, changing its lattice
and concomitant magnetic properties;14−17 (ii) large modu-
lation of carrier density in FM driven by the electric field,
altering the electronic structure and corresponding magnetic
response;2,18−20 (iii) application of multiferroic materials in
controlling spin configuration via exchange coupling between
FM and antiferromagnetic (AFM).21,22 However, the electro-
chemical effect, especially represented by oxygen ion migration,
is always entangled with electrostatic gating.23−25 Recent
researches based on electric gating by ionic liquid (IL)26−28

and ionic conductors such as Gd2O3
29,30 indicate that both the

electronic and magnetic properties could be significantly
mediated by voltage-induced oxidation, emphasizing the
importance of the electrochemical mechanism in the electric
gating.

Reminiscent of the universal use of oxides in the spintronic
devices, where oxides are widely utilized to improve
perpendicular magnetic anisotropy (PMA) in a series of Pt/
Co/MOX trilayers31,32 and serve as a tunneling barrier in the
magnetic tunnel junction19,33 and dielectric layers in the field-
effect transistor,8,29,30 oxidation of FM metals occurring at the
interface adjacent to oxides is always overshaded.34−36 In this
article, we investigate the electrical control of magnetism of Pt/
Co/Ni/HfO2 by IL and demonstrate the critical role of oxygen
ion migration in the electric gating via magnetotransport and
chemical valence measurements.

2. EXPERIMENTAL SECTION
Pt(10)/[Co(0.3)/Ni(0.6)]N/HfO2(2) (units in nanometers)
heterostructures were deposited on Si/SiO2 wafers with an Ar
pressure of 0.4 Pa by magnetron sputtering at room
temperature (RT), in which HfO2 was deposited by rf
sputtering. To conduct in situ electric gating, samples were
patterned into Hall devices using photolithography and ion
milling and Ti/Au was evaporated at the terminal as the
electrodes. Then, a drop of IL was dripped on the top of HfO2,
serving as the electrolyte as shown in Figure 1a. Both the Hall
resistance (RH) and longitudinal resistance (Rxx) were
measured by a four-point contact geometry at RT and 10 K
with a constant in-plane current (I) of 50 μA applied in the
channel. The electric double-layer (EDL) structure37 created at
the HfO2/IL interface is illustrated in Figure 1b, in which N,N-
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diethy1-N-(2-methoxyethy1)-N-methylammonium (DEME+)
cation and bis(trifluoromethylsulfony1)imide (TFSI−) anion
were driven toward opposite directions under a positive gate
voltage (VG). The freezing point of this ionic liquid is around
210 K, below which the electric field in the EDL is still
conserved at the solid state even after removing the external
voltage.28,38 Obviously, the EDL formed over the channel
surface is used to modify the magnetism of Co/Ni. Magnetic
properties of large areas of 4 mm × 4 mm samples were
measured by a superconducting quantum interference device
(SQUID) between 10 and 300 K. In addition, X-ray
photoelectron spectroscopy (XPS) was used to analyze the
chemical states of Ni and Co in the film samples, which were
covered and gated by IL for 30 min at RT. And IL was finally
removed by rinsing in acetone and alcohol before the
measurement.

3. RESULTS AND DISCUSSION
We first focus on the case of Pt/[Co/Ni]2/HfO2 (denoted as
Pt/Co/Ni/HfO2 for simplicity), whose hysteresis loops
measured with both vertical and parallel magnetic fields at
RT are displayed in Figure 1c. The squared out-of-plane
magnetization curve reveals a strong PMA of the as-deposited
sample with a small coercive field (HC) of ∼25 Oe. Meanwhile,
anomalous Hall effect (AHE) is used to reflect the in situ
electric gating of magnetism by IL. Particularly, despite the fact
that insertion of HfO2 would inevitably weaken the electric field
by adding an extra thickness of 2 nm to the original thickness of
the EDL, the electric-field effect created here is still much larger
than that of simply using traditional ∼100 nm thick dielectric
layers.39,40 As shown in Figure 1d, the squared AHE curve of as-
deposited state (VG = 0 V) measured at RT exhibits robust
PMA of the sample, where saturated AHE resistance (RH

S ) is
extracted from the AHE curve to evaluate the out-of-plane
saturated magnetization (MS).

41 After being gated by ionic
liquid for 60 min under +3.0 V at RT, the sample still stays

strong PMA but RH
S increases notably compared to the as-

deposited state. However, the AHE hysteresis loop nearly
vanishes after subsequent application of −3.0 V for 60 min and
only insignificant ordinary Hall signal exists as depicted in
Figure 1d. Hence, it could be concluded that MS of Pt/Co/Ni/
HfO2 is dramatically tuned by the electric field, which is
strengthened under positive voltage (VG > 0) while weakened
under negative voltage (VG < 0). Considering that all the
measurements were conducted after VG was removed at RT, so
the effect of electric gating in Pt/Co/Ni/HfO2 is nonvolatile
and the advantage of room-temperature operation is desirable
in the practical application.
To clarify the nature of strong electric gating in Pt/Co/Ni/

HfO2, which is a recent controversy between electrostatic and
electrochemical mechanisms with the use of IL, a time-
dependent experiment was explored under VG = +3.0 V at RT.
As presented in Figure 2, RH

S of the sample grows gradually with
the time of positive VG applied. Moreover, a pronounced

Figure 1. Schematics of (a) Hall devices with a drop of ionic liquid as the electrolyte and (b) EDL structure established in Pt/Co/Ni/HfO2 under
positive VG. (c) Out-of-plane and in-plane normalized magnetization curves of the as-deposited sample at RT. (d) Anomalous Hall effect (AHE)
curves of the sample in the as-deposited state (VG = 0 V), and after gated by +3.0 V for 60 min and then −3.0 V for 60 min at RT, respectively.

Figure 2. Time dependence of the RH
S (extracted from a serials of AHE

curves) and Rxx for applying a gate voltage of +3.0 V at RT. Inset is the
variation trend in the entire gating process where the positive voltage
was removed after 1.5 h.
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In conclusion, ionic liquids show a huge potential in the field of voltage control of 

magnetic properties. It has been demonstrated in this chapter that ionic liquids can 

generate extraordinarily high electric fields and have an unprecedented effect on the 

materials magnetic properties. However, the origin of the magnetic changes is currently 

unclear. The opposing arguments are an electrochemical change or an electric field 

control of electronic configuration or both. Therefore more research is required to fully 

understand the observed phenomena. 

3.6.2 Dielectric Oxides 

This next section discusses the progress in the area of dielectric oxides and the use of 

oxygen ions to control magnetic properties in ultrathin films. Whereas in ferromagnetic 

semiconductors and multiferroics where the magnetic changes are mediated by a 

der Waals corrected functional, optPBE-vdW,15 was utilized
to take into account the weak dispersion interactions present
between Co(OH)2 layer and the Co substrate. In addition, a
DFT þ U ramping scheme was used to correct the energies
for the hydr(oxides).16 U values were fitted to the formation
energies of the oxides. It was found that the CoH and CoOH
layers yielded similar energies with or without the applied U,
and thus the phase transition between the CoH and CoOH
film was calculated without an applied U. However, a U of
3.3 was applied to the Co atoms in the film of the
Co(OH)2.17,18 First order Methfessel-Paxton smearing was
employed to calculate the electronic occupancies, with a
smearing width of 0.2 eV. A 600 eV energy cut-off was used,
and relaxation was stopped when the forces on each atom
were less than 0.05 eV/Å.

Figure 1(a) presents the variations of the electrochemi-
cal current as a function of U (voltammogram) for a 3.1 ML-
thick Co/Au(111) film in contact with the electrolyte of
pH¼ 12. The sweep starts from #1.45 V towards positive
potential (see arrows). Except for the first one, the subse-
quent voltammograms are identical. The main features of in-
terest in the voltammogram are the two peaks denoted (A) at
U¼#1.16 V and (C) at U¼#1.34 V which correspond to
the first Co oxidation/reduction step (the current increase at
U<#1.5 V corresponds to water decomposition). The abso-
lute value of the integrated electric charge per unit electrode
area of peak (A) is very close to that of peak (C) and is equal
to Q0¼ 0.4 6 0.02 mC/cm2. Q0 is independent of tCo above 2
ML, which is consistent with the fact that the reaction associ-
ated with peaks (A) and (C) is a surface limited process.
These observations are in agreement with those reported ear-
lier on Co(0001) single crystals.19 Figure 1(b) (open

symbols) presents the relative change of the sample reflectiv-
ity (DR/R) with respect to that at #1.45 V during the same
potential sweep. DR/R decreases by $1% in the potential
range of peak (A) and returns back to zero in the potential
range of peak (C). DR/R remains constant at U<#1.5 V,
indicating that the Co surface chemistry remains unchanged
during the water decomposition reaction. The same reversi-
ble DR/R variations are reproducible during several consecu-
tive potential sweeps, and they are independent of tCo above
2 ML, which is again consistent with a surface limited pro-
cess. These observations demonstrate the absence of Co dis-
solution in this potential range and indicate that DR/R
variations are only related to the modification of the cobalt
surface chemistry. In Figure 1(b) (line and right y-axis), the
integral of the electrochemical current as a function of time
is plotted versus U (the electrochemical current has been
baseline corrected for the water decomposition current
before integration). The good agreement between DR/R and
the charge shows that these two measurements may be used
in a complementary manner to estimate the potential depend-
ence of relative oxide coverage, taking as reference the oxi-
dation state of the surface at the positive limit of the
voltammogram.

Figure 1(a) (inset) shows M–H curves at selected
potentials. During the positive potential sweep, the 3.1 ML
film is in-plane magnetized (linear and reversible M–H) for
U<#1.25 V and becomes perfectly out-of-plane magne-
tized (square M–H) at #1.08 V with a coercive field of
225 Oe. This behavior indicates a clear spin reorientation
transition (SRT) in correlation with surface oxide forma-
tion. The reverse SRT is observed during the negative
potential sweep, since the film is again in-plane magnetized
for U<#1.45 V. The drawings in the upper part of Figure
1 illustrate this SRT.

Figures 2(a) and 2(b) display the variations of the mag-
netic properties as a function of the relative oxide coverage
hOx, taking as a reference hOx¼ 1 at U¼#1.08 V. In the

FIG. 1. (a) Variations of the electrochemical current as a function of applied
voltage of a 3.1 ML Co film on Au(111) in 0.1M K2SO4 þ 0.01M KOH
(pH¼ 12). The potential sweep rate is 10 mV/s. The insets are M–H magnet-
ization curves at selected electrochemical potentials. Drawings on top sketch
the correspondence between surface chemistry and the magnetization easy
axis of the Co film during the positive potential scan. (b) Variations of rela-
tive reflectivity DR/R as a function of the electrode potential (open symbols,
left y-axis). The integral of the electrochemical current over time (solid line,
right y-axis) is calculated after baseline correction for the water decomposi-
tion current. Note that the charge y-axis has been flipped because the varia-
tions of DR/R and the charge have opposite signs. Arrows indicate the
potential sweep direction.

FIG. 2. (a) Variations of the remnant magnetization (MR, lines) and the
magnetization at H¼ 1000 Oe (MS, symbols) of Co films as a function of
hOx. (b) Variations of the coercive field of Co films as a function of hOx. (c)
Estimated surface magnetic anisotropy energy KS as a function of hOx. 2 ML
(green symbols and lines), 3.1 ML (red symbols and lines), 4.1 ML (black
symbols and lines), and 7.8 ML (open symbols and black line in (c)).

122405-2 Di et al. Appl. Phys. Lett. 106, 122405 (2015)
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Figure 3.23: (a) Cyclic voltammagram of Co/Au/KOH cell at pH = 12, with 
magnetic hysteresis loops shown inset. Points A & C correspond to the first 
Co oxidation/ reduction steps. (b) Relative reflectivity of sample with varying 
voltage and right axis the charge (calculated by integrating the 
electrochemical current with the baseline corrected for water 
decomposition). Above shows surface oxidation of sample. Arrows on a) & 
b) indicate sweep direction.84 
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change in charge carriers or strain induced, here the majority of changes are generated 

by the presence of oxygen ions, which change the electronic orbital arrangement of 

ferromagnetic atoms.  

  

 

 

 

Chiba et al.85 demonstrated changes in coercivity and Curie temperature in 

ultrathin Co/Pt films after applying a voltage to a HfO2 dielectric layer. Au contacts were 

used as a gate electrode, which was separated from the Co layer by a 50 nm HfO2 layer 

(Figure 3.24a). Applying gate voltages of ± 10 V generated changes in Curie temperature 

of 12 K (Figure 3.24b & c). The mechanism behind these changes could be due to a 

change in electrons per Co atom upon voltage application or due to mixing between the 

Co and Pt layer. Further analysis by fitting models to experimental data, demonstrated 

the Co/Pt film showed magnetically 2D characteristics, further supporting changes in 

number of electrons as the dominant mechanism behind observed changes in magnetic 

Figure 3.24:  (a) Schematic of experimental set-up and sample structure, 
Au/Cr(gate electrode)/HfO2(dielectric)/MgO/Co/Pt/Ta mesa. (b) hysteresis 
curves for sample with Pt thickness 1.10 nm  ± 10Vat 321 K. (c) Curie 
temperature as a function of VG for Pt thickness, calculated using Arrot and 
Arrot-Noakes fitting86. 
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Electrical control of the ferromagnetic phase
transition in cobalt at room temperature
D. Chiba1,2*, S. Fukami3, K. Shimamura1, N. Ishiwata3, K. Kobayashi1 and T. Ono1

Electrical control of magnetic properties is crucial for device

applications in the field of spintronics
1–20

. Although the mag-

netic coercivity or anisotropy has been successfully controlled

electrically in metals
9,15,17

as well as in semiconductors
6,10,11,13

,

the electrical control of Curie temperature has been real-

ized only in semiconductors at low temperature
4,5,8

. Here, we

demonstrate the room-temperature electrical control of the

ferromagnetic phase transition in cobalt, one of the most

representative transition-metal ferromagnets. Solid-state field

effect devices consisting of a ultrathin cobalt film
21,22

covered

by a dielectric layer and a gate electrode were fabricated. We

prove that the Curie temperature of cobalt can be changed by

up to 12K by applying a gate electric field of about±2MVcm
�1
.

The two-dimensionality of the cobalt film may be relevant to

our observations. The demonstrated electric field effect in the

ferromagnetic metal at room temperature is a significant step

towards realizing future low-powermagnetic applications.

A perpendicularly magnetized cobalt/platinum (Co/Pt) system23

was made to switch its ferromagnetism by electric fields at room
temperature (Fig. 1a). Samples were prepared by d.c. and RF
sputtering as follows. A 0.4 nm thick Co layer with 2.0 nm thick
MgO cap layer was deposited on a semi-insulating GaAs (001)
substrate. The underlayers consisted of Pt (with thickness tPt) and
3.0 nm thick tantalum (from the surface side). Two samples with
different tPt of 1.04 and 1.10 nm were prepared. The thickness of
the layers was determined from the deposition rate of eachmaterial.
From the temperature (T ) dependence of magnetization (M ), the
Curie temperature (TC) of the as-grown films was confirmed to
be close to room temperature (see Supplementary Information).
Such a lower TC of ultrathin Co layers compared with the bulk
value (>1,000K) is most likely due to two-dimensional (2D)
magnetism21,22,24, which will be discussed later. The anomalous
Hall effect, where the Hall resistance (RHall) is proportional to the
perpendicular component ofmagnetization, was used to investigate
ferromagnetic properties under electrical gating4,8,17,20. The devices
used in the transport measurements have a Hall-bar geometry with
a 50 nm thick HfO2 gate insulator layer and a Au/Cr metal gate
on the top of the channel (for details, see Methods). A schematic
image of the device and measurement configuration is shown in
Fig. 1b (see also Methods). An external magnetic field (H ) was
applied in the direction normal to the film surface by means of a
Helmholtz coil. The applied range of gate voltage (VG) was ±10V,
which corresponds to an electric field (E) of ±1.92MV cm�1.

The results of Hall measurements under an applied VG of±10V
are shown in Fig. 2a–d (Fig. 2a,c shows the results for the sample
with tPt = 1.04 nm, and Fig. 2b,d shows those for the sample with
tPt = 1.10 nm). At temperatures sufficiently lower than TC, square
hysteresis loops are clearly observed (Fig. 2a,b). The important
point here is that the coercivity (Hc) is changed by applying VG.

1Institute for Chemical Research, Kyoto University, Gokasho, Uji, Kyoto, 611-0011, Japan, 2PRESTO, Japan Science and Technology Agency, 4-1-8 Honcho
Kawaguchi, Saitama 322-0012, Japan, 3NEC Corporation, 34 Miyukigaoka, Tsukuba, Ibaraki 305-8501, Japan. *e-mail: dchiba@scl.kyoto-u.ac.jp.
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Figure 1 | Switching of ferromagnetism by electric field at room
temperature and measurement configuration. a, Ferromagnetic phase
transition of a metal ferromagnet of Cobalt (Co) was induced by applying a
gate voltage (VG) at room temperature. The device for the transport
measurements consists of a metal gate (Au/Cr), an insulator layer (HfO2),
and an ultrathin Co layer. b, Measurement configuration with
Hall-bar-shaped device. Anomalous Hall resistance (RHall) measured with a
d.c. current I of 20 µA was used to measure the local magnetization of the
ultrathin Co layer under the applications of the gate voltage (VG).

At higher temperatures, near TC, the shape of the hysteresis loops
depends on VG (Fig. 2c,d). In particular, for the sample with
tPt = 1.10 nm at 321K (Fig. 2d), a clear change from a square loop
at VG = +10V to a linear response with no coercivity at �10V
was observed. We note that, in Fig. 2c, the ferromagnetic response
without the coercivity can be seen in the curve at VG = +10V .
This behaviour is not due to the switching of magnetization from
the out-of-plane to the in-plane direction or superparamagnetism,
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Figure 4 | Temperature dependences of spontaneous Hall resistance under gate voltages and Curie temperatures as a function of gate voltage.
a,b, Temperature (T) dependences of spontaneous Hall resistance (R

s
Hall), which is proportional to spontaneous magnetization, under VG = +10, 0, and

�10 V for the samples with tPt = 1.04 and 1.10 nm, respectively. The horizontal axis of the inset is the temperature normalized by the Curie temperature
(T/TC). The dashed line in the inset indicates the fitted curve by using a power-law. c, Curie temperature as a function of VG. The closed and the open
symbols show the results obtained by using the normal Arrott-plot based on the molecular-field theory, and the Arrott–Noakes plot assuming � = 0.125
and � = 1.75, respectively.

Finally, we discuss the mechanism of the observed TC
modulation. The sputtered Pt layer, as well as the several
monolayers of Co on top of it, is expected to have a fcc(111)
structure23. Under the assumption that the deposited Co layer
perfectly orders as a fcc(111) structure, a change of±0.012 electrons
per Co atom on the surface of the Co layer can made by applying
VG = ±10V. According to first-principles calculations, the TC
of Co decreases (increases) with increasing (decreasing) electron
number25. Furthermore, the lowering of TC by the application of
a pressure has been predicted26. (A pressure results in a smaller
density of states at the Fermi energy in fcc Co, which corresponds
to an increase of electron density.) Surprisingly, the experimental
result is opposite to those expectations, that is, an increase in
electron number results in a higher TC. This is an open question
to be solved. Intermixing between Co and Pt is one of the possible
explanations of the above discrepancy, but further theoretical study
is needed. In the following, however, we point out the electric field
effect on two-dimensionality of the Co layer as another possible
explanation for our results.

Figure 4a,b shows that Rs
Hall falls off abruptly near TC. This is one

of characteristics of a 2D ferromagnetic film. The reduction of M
nearTC can be quantified by a critical exponent (�) as follows:

M / (1�T/TC)� (1)

where the value of � depends on the dimensionality and the
number of degrees of freedom for spin orientation. The predicted
2D values for the Ising and the XY models are � = 0.125
(ref. 27) and ⇡0.23 (ref. 28), respectively, whereas that for
the 3D Heisenberg model is � ⇡ 0.365 (ref. 24). The insets in
Fig. 4a,b show R

s
Hall under three values of VG as a function of

temperature normalized by the Curie temperature (T/TC). The
lines fitted according to equation (1) to the data at VG = 0V, using
R
s
Hall instead of M , are drawn as dotted lines. From the fitting,

� = 0.188± 0.006 (tPt = 1.04 nm) and 0.160± 0.013 are obtained
(tPt = 1.10 nm) (the values are means ± the error determined
from the maximum and minimum values of the data at three
different values of VG; the values show no systematic dependence
on VG). These values are consistent with the fitting results from
the temperature dependence of a remanent M (� = 0.163–0.193,
see Supplementary Information). The obtained � is in agreement
with the value predicted by the 2D models rather than the 3D
model, which demonstrates that the film shows, magnetically,
a 2D characteristic. In this case, the change in the number of

electrons is presumed to play a central role in enhancing or
reducing the overall magnetic coupling, leading to the modulation
of TC. Moreover, a change in magnetocrystalline anisotropy may
affect the Tc in a 2D ferromagnetic film29. When the sample is
2D, the modified Arrott plot30 (the so-called Arrott–Noakes plot:
M

1/� versus (H/M )1/� plot) may give more accurate TC values
(see also Supplementary Information). Therefore, we have also
produced this by assuming � and � as 0.125 and 1.75 (2D Ising
model), respectively. The Curie temperatures determined by the
Arrott–Noakes plot are summarized in Fig. 4c, which shows similar
values and dependences on VG as those determined by the normal
Arrott plot, within the range of 2–4K.

The importance of the present demonstration lies in the
electrical control of the ferromagnetic phase transition itself in
the ferromagnetic metal, differently from the electrical modulation
of the magnetic coercivity9 or anisotropy16. The result presented
here is a significant development for future low-power magnetic
devices at room temperature. For example, it could be used in
a ‘field-effect magnet’, where the magnet is easily switched to a
non-magnet electrically, and for a non-dissipative magnetic force
generator without the need for an electric current31. Furthermore,
the demonstrated electric field effect of the 2D ferromagnetism
opens up a new way to explore and control the magnetism in terms
of the dimensionality.

Methods
Device fabrication. First, a Hall-bar geometry was defined by photolithography
and argon-ion milling. The width of the wire was 20 µm. Subsequently, a 50 nm
thick HfO2 gate insulator layer was deposited at 150 �C in an atomic layer
deposition (ALD) chamber (Savannah K-100, Cambridge NanoTech). Finally, a
Au (43 nm)/Cr(3 nm) gate electrode was formed by photolithography and a lift-off
process. The dielectric constant of the ALD-HfO2 was about 20, from which the
capacitance was estimated to be⇠0.35 µF cm�2.

Transport measurement. To measure RHall under the application of VG and a
perpendicular H , a d.c. current of 20 µA was applied to the channel of the Hall bar.
VG was applied between the gate electrode and the Co layer. The hysteresis loops of
RHall were measured by sweeping H at a rate of 0.120–0.126Oe s�1. We confirmed
that in the case of the sample with tPt = 1.10 nm at 300 K, HC was independent of
the magnitude of the d.c. current in the range 5–50 µA.
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Figure 3 |Arrott plots. a,b, Arrott plots under various temperatures at VG = 0 V for the samples with tPt = 1.04 and 1.10 nm, respectively. Hall resistance
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the Curie temperatures under VG = +10, 0, and �10 V. Whether the sample is in a ferromagnetic state or not can be identified by the sign of the intercept
value of the fitted line.

but to the existence of the multi-domain state at H = 0 (see
Supplementary Information).

To determine TC accurately, an Arrott plot (that is, M 2 versus
H/M plot) using RHall in place of M was applied. The results for
both samples under VG = 0V are shown in Fig. 3a,b respectively.
The spontaneous Hall resistance (Rs

Hall), which is proportional to
the spontaneous M , can be determined from the intercept of a
linear extrapolation from the high field (H > 11Oe) to H = 0
(linear fitting lines are shown in the figures as dotted lines). A
positive (negative) value of the intercept indicates that the sample
is in a ferromagnetic (paramagnetic) state. The insets of Fig. 3a,b
show the Arrott plots for VG = +10,0, and �10V at 304.5 and
321.0 K for samples with tPt of 1.04 and 1.10 nm, respectively. For
both samples, the intercept values for VG = �10V are negative,
whereas those for VG = 0 and +10V are positive, showing that the
ferromagnetic phase transition can be controlled by the gate voltage
without changing the temperature.

Figure 4a,b show the temperature dependences of R
s
Hall for

both samples under VG = +10, 0 and �10V. The temperature at
which R

s
Hall becomes zero corresponds to TC. The value of TC at

VG = 0V is 305 (326) K, whereas the values of TC at VG = +10
and �10V are 307 (330) and 302 (318) K, respectively, for the
sample with tPt of 1.04 nm (1.10 nm). Therefore, TC is increased
and decreased by applying positive and negative VG, respectively.
Figure 4c is a summary of the TC of both samples determined
by the Arrott plots as a function of VG. The RHall � H curves
were measured at intervals of ⇠1K, thus the accuracy of TC
determination is⇠±0.5K.We also note that the Curie temperature
determined by the Curie–Weiss plot showed a good agreement
with TC (see Supplementary Information). The modulations of
TC of the samples with tPt of 1.04 and 1.10 nm on applying
VG = ±10V are 5 and 12K, respectively. The figure clearly shows
that, around room temperature, TC can be electrically controlled in
both the samples.
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properties. 

  In 2013 Lin et al.86 demonstrated irreversible increases in coercivity in thin 

heterostructures of Fe/ZnO (Figure 3.25a) upon application of a voltage. Using Au 

contacts the group applied voltages to the heterostructure and measured coercivity, 

current, resistance and temperature (Figure 3.25 b-e). Under applied voltages greater 

than +5 V the coercivity of a 5 nm thick Fe film increased from 100 Oe to 250 Oe (Figure 

3.25b). X-ray photoelectron spectroscopy (XPS) detected Fe oxidation at the Fe/ZnO 

interface above +5V. The change in coercivity was attributed to direct current heating 

induced Fe oxidation, supported by Figure 3.25 b-e. The level of oxidation in the Fe is 

restricted by the ZnO thickness and the oxygen diffusion lengths86.   

 

  

 

Figure 3.25: (a) Schematic of experimental cell Au(gate 
electrode)/Fe/ZnO/Au/Al2O3. Change of (b) coercivity (c) current (d) 
resistance (e) temperature with voltage for Fe/Zno heterostructure86. 

oxygen-defect related, donor-acceptor pair, bound exciton,
and free exciton emission lines.11–13 After 500 K-annealing,
the PL intensity is significantly reduced. In the heated
Fe/ZnO, the relative intensity of 3.35 eV emission decreases
while that of 2.65 eV emission becomes more pronounced,
indicating the increase of oxygen defects after the direct
heating process. The above observations could be due to cap-
ture of oxygen or oxidation of iron at the interface during
heating.

Fig. 2 shows the normalized magnetic hysteresis loops
of 5 nm Fe/2 nm ZnO as measured by in-plane MOKE after
applying different bias voltages. The bias voltage was gradu-
ally increased to 12 V by steps of 0.5 V. The MOKE mea-
surement was performed after applying the voltage for 30 s.
With the increasing bias voltage, the ratio of remanence to
saturation remained at 100%, but the shape of the hysteresis
loop became tilted. Meanwhile, the magnetic coercivity (Hc)
significantly increased from 55 Oe to 180 Oe. Fig. 3 shows
the more detailed information on this effect. The Hc, current,
resistance, and sample temperature were plotted as a func-
tion of applied voltage. The sample temperature was the
maximum temperature recorded by a k-type thermocouple
attached to the junction area when the voltage was applied. When the bias voltage was below 5 V, the Hc remained

invariant and the current increased linearly with bias voltage,
indicating the constant resistance and the ohmic conducting
behavior in the Fe/ZnO heterostructure. Similar ohmic con-
ducting behavior also has been reported for other metal/ZnO
systems.14,15 When the bias voltage was increased above
5 V, significant irreversible effects on magnetism and con-
ducting property were observed. In addition, the Hc was
enhanced to more than 2 times the original condition. With
the increase of bias voltage, as well as Hc, the sample current
first increased and then reached a maximum. Subsequently,
the current decreased monotonically and gradually became
stable and invariant after 9 V. Correspondingly, the electric
resistance slightly decreased during the Hc transition and
then increased monotonically. The conducting current heated
the Fe/ZnO junction to a maximum temperature of !500 K.
Interestingly, in the transition region of 6–9 V, there was a
turning point of the conducting current and sample tempera-
ture at !7 V due to the resistance change. After 9 V, the cur-
rent reduced to 150 mA, while the Hc was saturated at
!180 Oe and then remained invariant, although the sample
annealing temperature remained above 400 K.

FIG. 1. (a) Schematic illustration of the Au/Fe/ZnO/Au/Al2O3(0001) sample
structure. (b) PL spectra of Fe/ZnO heterostructures measured before and af-
ter applying a current to induce the coercivity enhancement.

FIG. 2. Normalized magnetic hysteresis loops of 5 nm Fe/2 nm ZnO meas-
ured by in-plane MOKE after applying different voltages. The coercivity
gradually increased from 48 Oe after 5.5 V and saturates at 180 Oe after
10 V.

FIG. 3. (a) Magnetic coercivity, (b) electric current, (c) electric resistance,
and (d) sample temperature are plotted as a function of applied bias voltage.
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Another ultrathin magnetic oxide heterostructure was investigated by Bi et al.87, 

which showed large changes in coercivity and an unprecedented change in magnetic 

anisotropy upon applying low voltages (Figure 3.26). The system investigated was a 

Co(0.7 nm)/GdOx(80 nm) heterostructures (Figure 3.26a), which possess a strong 

perpendicular magnetic anisotropy (PMA) due to hybridisation of Co 3d orbitals and O 2p 

orbitals at the interface87. The authors achieve this result thanks to large electric fields 

generated at the interface and the high mobility of O2- ion mobility in the oxide layer. 

Applying voltages of ± 5 V generated electric fields of ± 625 kV cm-1 at the interface at 

533 K; they show a two-fold increase in coercivity after 120 s (Figure 3.26d) and removal 

of PMA after 600 s (Figure 3.26e), which was subsequently restored on reversing the 

field polarity (Figure 3.26f). Combining this with x-ray absorption spectroscopy (XAS) and 

x-ray magnetic circular dichroism (XMCD) they demonstrated that positive fields drive out 

O2- ions making almost pure Co. The removal of oxygen ions increased the magnetic 

reversible. Finally, the VCM effect is nonvolatile; this is in
sharp contrast with the conventional VCMA, in which the
effect comes from EF-induced electron density redistribution
and thus intrinsically suffers volatility [12–14,23].
It is known that a substantial amount of interfacial CoOx

is crucial to the strong PMA in Pt=Co=AlOx [40,41]. To
further confirm our discovery of giant EF-controlled
magnetism, a direct link between the amount of interfacial
CoOx modulated by the EF and the strength of the PMA is
desirable. Next, the EFs were applied at a moderately
higher temperature of 260 °C. The evolution of magnetic
properties of the Pt=Co=Gd2O3 trilayer is shown in Fig. 2.
We start with the zero magnetization state created by a
negative EF as shown in Fig. 2(a). Upon application of
þ625 kV=cm for only 30 s, the AHE curve nearly returns
to the as-deposited state. After the application of the
positive EF for 120 s, the AHE curve exhibits a larger
Hc and larger RH compared to the as-deposited state,
indicating the Co film now has a stronger PMA. Note the
absence of exchange-bias behavior is expected here due to
the low Néel temperature of the very thin CoO layer. Hc of
the Co layer keeps increasing with further application of a
positive EF until 150 s, after which Hc starts to decrease,
accompaniedwith the decrease ofRR

H=R
S
H (RR

H andRS
H are the

remanent and saturated Hall resistance, respectively). Very
interestingly, RS

H keeps increasing in the entire duration of
positive EF application. After 600 s, the AHE curve exhibits a
hard-axishysteresis loopunder theout-of-planefield,asshown
in Fig. 2(d), with a RS

H being nearly doubled that of the as-
deposited state and a negligibleHc. Finally, Figs. 2(e) and 2(f)
show that the Co film can be restored to the PMA state and
subsequently to the initial state by the negative EF in a much
shorter time scale.Theobservationof a hard-axis like theAHE
curve in Fig. 2(d) is significant.RH in this state does not reach

saturation until Hz ¼ 3000 Oe. This fact, together with the
nearlyzeroRR

H=R
S
H ratio, indicates that the easyaxisofCo film

has been turned to the in-plane orientation, which is supported
by the previous study showing that a Co film in underoxidized
Pt=Co=AlOx structures had an in-plane easy axis [40,41].
In order to measure the Ms as well as the oxidation state

of Co films, we have carried out XMCD experiments in the
fluorescence yield mode before and after the application of
EFs. An applied magnetic field of 3.5 kOe was applied
perpendicular to the filmplaneduring themeasurements.Note
that to measureMs with large samples of a few mm2, that are
normally required by SQUID or VSM, is unfeasible due to a
large probability of defect-assisted dielectric breakdown. The
CoL3 edge absorption peak of the sample in the as-deposited
state is shown in Fig. 3(a). In addition to the main Co peak at
778.6 eV, a shoulder is clearly visible at 779.8 eV, indicative
of an interfacial CoOx layer between Co and Gd2O3 that is
expected for samples with strong PMA [40,41]. The normal-
ized XMCD signal at the L3 edge is shown in Fig. 3(b). The
total magnetic moment per Co atom calculated from the sum
rule is 0.92# 0.10μB (see Supplemental Material [30]),
which is reasonably close to 1.05# 0.10μB determined from
the VSM measurement. The sample shows a completely
different behavior after the application EF ¼ −625 kV=cm
for 10min at 260 °C. The shoulder at 779.8 eV has turned into
a peak. Two other peaks at 777.3 and 782.2 eV, characteristic
of CoO [44], start to emerge, making the spectrum almost
identical to that of CoO as previously reported [45]. Stronger
evidence of a Co2þ-dominating state is that the peaks at 778.6
and 779.8 eVare nearly of the same height, consistent with a
loss of metallic Co in the film [45,46]. At the same time, there
is no detectable magnetic signal in the XMCD spectrum as
shown in Fig. 3(b). These facts indicate that no isolated
Co particles remain, and almost the entire Co film has been

FIG. 2. EF-induced evolution of magnetism of a Co layer
measured by AHE. (a) The AHE curve for the initial state
with RH ∼ 0 Ω. (b)–(d) AHE curves after EF ¼ þ625 kV=cm
for different durations, and (e), (f) AHE curves after EF ¼
−625 kV=cm for different durations. EF was applied at 260 °C,
and all AHE curves were recorded at RT.
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FIG. 3 (color online). Normalized XAS spectra (a) and XMCD
spectra (b) at the Co L3 edge showing the EF-controlled oxidation
state and magnetization of ultrathin Co films. The curves have
been vertically shifted for clarity.
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magnetization of Co layers, we have performed x-ray
magnetic circular dichroism (XMCD) measurements using
beam line 4-ID-C at the Advanced Photon Source. Details
of sample fabrication and measurement are provided in
Supplemental Material [30].
Figure 1(a) shows the schematic of the sample structure

and the transport measurement geometry. We used the
anomalous Hall effect (AHE) [38] to characterize the
magnetic properties of patterned samples after the applica-
tion of EFs. In order to better illustrate the effect of voltage-
controlled magnetism in this system, EFs were applied at
elevated temperatures ranging between 200 and 260 °C, and
then all the transport measurements were conducted with
zero EF after samples were cooled to room temperature (RT).
We first measured the anomalous Hall resistance (RH)

as a function of a perpendicular external field (Hz) for the
as-deposited sample. As shown in Fig. 1(b), the square
RH −Hz curve indicates that the virgin sample shows a
strong perpendicular magnetic anisotropy (PMA) with the
coercive field (Hc) of 200 Oe and the amplitude of RH of
0.27 Ω. The AHE curve of the sample after staying at
200 °C for 10 min without any EF applied is also plotted
in Fig. 1(b). The two curves closely resemble each other,
demonstrating that heating alone has little impact on the
sample’s magnetic properties. Surprisingly, the AHE
hysteresis loop nearly disappears after a small EF of
−625 kV=cm (corresponding to a gate voltage of −5 V)
is applied as shown in Fig. 1(c). The RH −Hz curve now
shows only a very weak ordinary Hall signal, which does
not saturate at highHz (not shown), and theRH −Hy curve
measured with an in-plane magnetic field also vanishes as
shown in Fig. 1(d), suggesting the vanish of RH is not due
to in-plane anisotropy. These facts indicate that the applied

negative EF has a profound influence on themagnetism of the
Co layer. Since the AHE curves were measured after the
EF was turned off, the observed nonvolatile behavior here
is obviously not due to the charge transfer effect [12–14].
Instead, it implies that the change is caused by EF-driven ion
motion. Rear-earth oxides such as Gd2O3 are known as ionic
conductors with very high O2− mobility [24,39]. As one may
expect, a negative EF will drive O2− towards the Co layer,
therefore dramatically altering the magnetic properties of Co.
Very interestingly, the original PMA can be completely

restored. After the negative EF, a positive EF of was applied
for 13 min at 200 °C. Subsequently, RH curves were
measured at RT. As shown in Fig. 1(c), the RH −Hz curve
is almost fully recovered to its initial shape. The longitudinal
resistance of theHall bars only changed less than 5%after the
entire process. The same RH −Hz curves indicate both the
Mz and Hc were recovered after the positive EF. Moreover,
theRH −Hy curve under the in-plane field is also completely
restored as shown Fig. 1(d). This hard-axis AHE curve
directly links to the perpendicular anisotropy field of
Co layer. Its recovery after the positive EF further confirms
the PMA has been reversibly changed to its initial state.
In the pioneering studies on PMA of Pt=Co=AlOx

trilayers, it was found that strong PMA was associated
with an optimally oxidized Co=AlOx interface, whereas in-
plane magnetic anisotropy was observed in underoxidized
samples and PMAwith multidomain structurewas observed
in overoxidized samples [40,41]. Here we demonstrated
that the same effect can be achieved in situ by the applied
gate voltage in a single sample in a reversible manner. More
importantly, in contrast to the overoxidized samples in
previous studies, theRH −Hy curves of our samples nearly
vanish after negativeEFs, suggesting the continuousCo film
has been turned into very small superparamagnetic Co
islands embedded in CoOX or even has been totally oxidized
by the migrated O2− driven by applied voltages.
At this point, we would like to summarize below three

striking features of the observed VCM effect. First, the
degree of magnetic property change is truly giant when
compared to the charge-transfer-induced VCMA effects
[12–14,23]. Vibrating sample magnetometry (VSM) studies
on these perpendicularly magnetized Pt=Co=Gd2O3 films
showed a saturation magnetization of 1200 emu=cm3 and an
anisotropy field of 12.5 kOe (see Supplemental Material
[30]); this translates to an effective surface perpendicular
energy density, K⊥⋅t (K⊥ ¼ ½MSHA and t is the thickness
of the film), of 0.53 erg=cm2, controlled entirely by a
small EF of 625 kV=cm. By comparison, a large EF of
∼10 MV=cm is required for a change of ∼0.02 erg=cm2 in
the Ta=CoFeB=MgO system [12–14,23]. Second, this giant
magnetism control is reversible; this may seems counterin-
tuitive, since the chemical reaction near the FM-oxide
interface is typically an irreversible process [40–43]. Our
results, including additional experiments shown below,
demonstrate that the ionic migration and subsequent chemi-
cal reaction processes in Co=Gd2O3 are essentially
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moment and removed the hybridisation of between 3d and 2p orbitals, thus removing the 

PMA. On the other hand negative electric fields quickly oxidised the Co completely 

removing all magnetic properties until a positive electric field was applied again. One 

drawback of this approach is that it appears that heat is required to assist the observed 

effects.    

 

   

 

 

 

 

 

 

 

 Bauer et al. carried out further research into Co/GdOx systems, where they 

successfully controlled domain wall (DW) propagation in Co thin films by varying the 

oxygen presence with a voltage (Figure 3.27a-c)88,89. They demonstrated that applying -6 

V to a Co(0. 9nm)/GdOx (3 nm) (Figure 3.27a) drives oxygen ions to the interface, the 

increased oxygen presence decreases the PMA and creates a local energy barrier89. 

Creating local nucleation sites with a mechanical probe, DW’s propagated towards the 

area under the electrode, which past straight through after 0 V was applied, but the DW 

underneath the electrode area remained trapped after -6V (Figure 3.27b & c). This 

Figure 3.27: (a) Schematic showing the Ta/Pt/GdOx structure, where 1 is a 
microprobe for voltage application and 2 is a probe to create nucleation 
sites, the green cone is the incoming MOKE signal. Space- and time-
resolved domain expansion, where dashed circle is area underneath 
electrode and the black area is the mechanical probe. (a) shows DW 
expansion passing under electrode unaffected (b) shows DW being trapped 
in area underneath electrode area89. 

GdOx overlayer and a Ta/Au metal gate were deposited and
patterned into two different geometries. In sample A (Fig. 1b), the
GdOx overlayer is continuous and the Ta/Au layer is patterned
into an array of 100-mm-diameter electrodes. In sample B (Fig. 1c),
the GdOx and Ta/Au layer are patterned together into such an
array. The gate structure is nominally identical for these two
samples, but the devices on sample B exhibit an open oxide edge
around the electrode perimeter, which is not present in sample A.

The influence of a gate voltage on domain wall propagation was
investigated using the technique8,9 described schematically in
Fig. 1a. A stiff tungsten microprobe was used to create an artificial
domain nucleation site in the vicinity of a gate electrode by appli-
cation of a local mechanical stress. A second, mechanically compli-
ant BeCu probe was used to gently contact the electrode and apply a
gate voltage Vg. Under the application of a magnetic field, a reversed
domain nucleates underneath the tungsten tip and expands radially
across the film. Magnetization reversal was locally probed using a
scanning magneto-optical Kerr effect (MOKE) polarimeter9.
Figure 1d shows hysteresis loops for sample A measured near the
centre of a gate electrode located !100 mm from an artificial nuclea-
tion site, with Vg¼ 0 V, þ6 V and 27 V. The coercivity Hc varies
linearly and reversibly with Vg at a slope of !0.5 Oe V21, consistent
with the influence of electron accumulation/depletion on domain
wall creep6–8.

The behaviour of sample B is remarkably different. Under nega-
tive gate voltage, Hc increases with time at a rate that increases with
increasing |Vg|. In contrast to sample A, when Vg is removed the

higher Hc state is retained. As seen in Fig. 1e, Hc increases by
!230 Oe after applying Vg¼26 V for 180 s. This change is two
orders of magnitude larger and of opposite sign compared to
sample A at the same Vg. Subsequent application of positive
Vg¼þ6 V for 300 s returns Hc to within 10 Oe of its initial state.
Hc can be cycled in this way many times and remains stable at
Vg¼ 0 for at least several days.

Figure 2 presents space- and time-resolved images of domain
expansion in sample B at zero Vg, which reveal the origin of the
Hc enhancement. At each pixel, the magnetization was first satu-
rated, and then a reverse field H¼þ170 Oe was applied while
acquiring a time-resolved MOKE signal transient. Fifty reversal
cycles were averaged at each position, from which the average trajec-
tory of the expanding domain was reconstructed. Figure 2a–d shows
a sequence of snapshots of domain expansion at increasing times
after field-step application. In the virgin state (Fig. 2a), the
domain wall passes unimpeded underneath the gate electrode.
However, in the high-Hc state, domain expansion is blocked at the
electrode edge, regardless of whether the artificial nucleation site
is outside (Fig. 2b) or inside (Fig. 2c) the electrode (see also
Supplementary Fig. S1).

The domain-wall creep velocity, which depends sensitively on
interface anisotropy6,9, is unchanged underneath the electrode in
the high-Hc state (Supplementary Fig. S2). Accordingly, the irrevers-
ible changes that block domain wall propagation after voltage appli-
cation occur only at the electrode perimeter. This indicates the
formation of either a potential barrier or a potential well depending
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Voltage-controlled domain wall traps in
ferromagnetic nanowires
Uwe Bauer, Satoru Emori and Geoffrey S. D. Beach*

Electrical control of magnetism has the potential to bring about
revolutionary new spintronic devices1–5, many of which rely on
efficient manipulation of magnetic domain walls in ferromag-
netic nanowires2–4. Recently, it has been shown that voltage-
induced charge accumulation at a metal–oxide interface can
influence domain wall motion in ultrathin metallic ferromag-
nets6–8, but the effects have been relatively modest and
limited to the slow, thermally activated regime9. Here we
show that a voltage can generate non-volatile switching of mag-
netic properties at the nanoscale by modulating interfacial
chemistry rather than charge density. Using a solid-state
ionic conductor as a gate dielectric10,11, we generate unprece-
dentedly strong voltage-controlled domain wall traps that func-
tion as non-volatile, electrically programmable and switchable
pinning sites. Pinning strengths of at least 650 Oe can be
readily achieved, enough to bring to a standstill domain walls
travelling at speeds of at least ∼20 m s21. We exploit this
new magneto-ionic effect to demonstrate a prototype non-vola-
tile memory device in which voltage-controlled domain wall
traps facilitate electrical bit selection in a magnetic
nanowire register.

Magnetic anisotropy in ultrathin metallic ferromagnets can be
tuned by an electric field12–14, opening the door to ferromagnetic
field-effect devices in which a gate voltage can control the magnetic
state15–17. Magnetoelectric coupling in metals has, until now, been
achieved by charging up a ferromagnetic thin film, which acts as
one plate of a capacitor. Electron accumulation or depletion of the
ferromagnet can alter its magnetic properties12–14,18, but because
the charge density of a metal can be varied only slightly, the
change in magnetic anisotropy energy is small and fundamentally
limited. Although this mechanism was recently used to modulate
domain wall velocity in nanometre-thick cobalt films6–9, the effect
could only be detected in the slow, thermally activated creep
regime (mm s21 to mm s21) where velocity is exponentially sensi-
tive to surface anisotropy9. By contrast, practical devices require
the manipulation of domain walls travelling at tens to hundreds of
metres per second; so far, this has remained out of reach.

Perpendicular magnetic anisotropy (PMA) in Co/metal-oxide
bilayers derives from interfacial Co–O hybridization19, and slight
changes to the interfacial oxidation state have a pronounced
impact on PMA19,20. Here we propose that, by using a gate oxide
with high ionic mobility, one can electrically displace O22 at the
Co–O interface10,11,21,22 and thereby not just tune the anisotropy,
but also remove and reintroduce its very source. By using an amor-
phous rare-earth gate oxide and providing a high-diffusivity path for
ionic exchange, we show that magnetic anisotropy can be toggled at
the nanoscale. We then harness this to create voltage-controlled
domain wall traps with unprecedented pinning strength.
Moreover, because the effect does not rely on maintaining an elec-
trical charge, these voltage-induced changes to magnetic properties
persist at zero bias, enabling non-volatile switching and state

retention in the power-off state. Our work highlights a new oppor-
tunity for merging nanoionics10,11 and nanomagnetics into novel
‘magneto-ionic’ devices. These are an attractive alternative to mag-
netoelectric composites, which rely on complex oxides (piezoelec-
trics or ferroelectrics) to achieve similar functionality23–27.

We used Ta(4 nm)/Pt(3 nm)/Co(0.9 nm)/GdOx(3 nm) films
with strong PMA19,20 and an in-plane saturation field of .10 kOe
(GdOx, gadolinium oxide). On those films, a second 30-nm-thick
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Figure 1 | Experiment schematics and magnetic hysteresis loops.
a, Schematic showing the Ta/Pt/Co/GdOx structure, a BeCu microprobe for
voltage application (1), a tungsten microprobe to create an artificial domain
wall nucleation site (2), and a focused MOKE laser probe (green cone) to
map out (x, y) magnetic domain expansion. b,c, Device schematic showing
the double-layer GdOx dielectric with continuous second layer (sample A)
(b) and patterned second layer (sample B) (c). d,e, Hysteresis loops for
sample A (d) with Vg¼0 V (black line), 27 V (blue line) and þ6 V
(red line) and for sample B (e) in the virgin state (black line) and after
Vg¼26 V for 180 s (blue line) and Vg¼þ 6V for 300 s (red line).
Insets: magnified section of hysteresis loops.
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phenomenon was used to create a three-bit register, which demonstrated the feasibility 

for voltage controlled memory devices for the future.	 

 

 

 

Using the same material system the same group further investigated the 

controllable magnetic properties by using laser light to locally heat areas of the sample90. 

Building on the previous work they used in situ transmission electron microscopy (TEM) 

and high-resolution electron emission loss spectroscopy (EELS) to directly observe 

oxygen migration into the magnetic layer upon application of a negative voltage, which 

was subsequently removed on reversing the voltage polarity. The group further 

demonstrated that increasing the temperature and voltage magnitude significantly 

increased switching speed. They used a 10 mW laser to locally increase the temperature 

by 20 K, which gave sufficient energy to locally induce oxygen ion migration90. Scanning 

the laser across the sample allows 2-D patterning of different magnetic anisotropy 

Figure 3.28: Laser-defined anisotropy patterns and DW conduits. Time 
resolved MOKE of DW expansion with increasing time after exposure to 10 
mW with a driving magnetic field, H = 42 Oe. (a) Area outlined by 10 mW 
laser at VG = -3 V, with dashed circle exposed for 100 s and L shape 
scanned in 1.25 μm steps with 65 s exposure at each point. All maps 
acquired at zero bias voltage. (b) 10 ms (c)27 ms (d) 53 ms (e) 72 ms and 
(f) 104 ms.91 
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Figure 6 | Laser-defined anisotropy patterns and DW conduits. a–f, Time-resolved polar MOKE maps showing domain expansion in a laser-defined DW
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1.25 µm steps with 65 s exposure at each point. All maps were acquired under zero bias. g, DW velocity as a function of magnetic field H in virgin film and
along a conduit exposed at 10 mW incident power under Vg =�3 V for 60 s and 65 s.

device, operating at low voltage and within the typical operating
temperature range of common semiconductor electronics. Specif-
ically for Co/metal-oxide bilayers, where interfacial MAE is sen-
sitive to interface oxygen coordination, we use voltage control of
oxygen stoichiometry to achieve unprecedented control over mag-
netic anisotropy. Moreover, we show that relatively small changes
in temperature and gate voltage can improve device response
times by orders of magnitude, and that by simply varying the
thickness and morphology of the gate oxide and electrode, the
magneto-ionic switching time drops from hundreds of seconds
to hundreds of microseconds. Therefore, considerable further im-
provements in performance and functionality can probably be
anticipated by examining oxides with higher ionic conductivity
such as yttria-stabilized zirconia15, or designing gate-oxide het-
erostructures that include separately optimized oxygen storage and
ion conducting layers. Although this work focused on magnetic
properties, reversible voltage-gated control of oxygen stoichiometry
inmetal/metal-oxide bilayers makes a wide range of materials prop-
erties and e�ects amenable to solid-state electrical control. These
results thus suggest a path towards electrically gating a variety of
phenomena governed by metal/oxide interfaces, and provide a new
means to locally and reversibly imprint material properties by local
activation of ionic migration.

Methods
Sample preparation. Ta(4 nm)/Pt(3 nm)/Co(0.9 nm)/GdOx (3 nm) films were
prepared by d.c. magnetron sputtering at room temperature under 3mtorr Ar
with a background pressure of ⇠1 ⇥ 10�7 torr, on thermally oxidized Si(100)
substrates. For the samples described in Fig. 3, the top GdOx layer was 30 nm
thick. All GdOx layers were deposited by reactive sputtering from a metal Gd
target at an oxygen partial pressure of ⇠5 ⇥ 10�5 torr. Gate electrodes of
GdOx (30 nm)/Ta(2 nm)/Au(12 nm) were patterned using electron-beam
lithography and lift-o�. For the samples with the 30-nm-thick GdOx top layer
described in Fig. 3, the Ta(2 nm)/Au(12 nm) electrodes were deposited through a
shadow mask.

In situ high-resolution TEM characterization. Microstructural analysis and
EELS were performed on a JEOL 2200FS TEM with double Cs correctors,
operated at 200 keV. A cross-sectional TEM specimen was fabricated from a
patterned Si/SiO2/Ta(4 nm)/Pt(3 nm)/Co(0.9 nm)/GdOx (30 nm)/Ta/Au sample
using the following steps. First, a Si substrate was glued to the top surface of the
sample and the Si/multilayer/Si sandwich was subsequently cut into thin slices.

Next, a thin slice was polished into a wedge by a MultiPrep polishing machine
(Allied High-Tech). After gluing the specimen to a half TEM Cu grid, it was
further polished by Ar ion milling. Before mounting the grid onto an in situ
electrical probing holder (HE150, Nanofactory Instruments AB), the Si was
unglued from the wedge using acetone. After Si removal, a piezo-controlled
Pt/Ir tip with a diameter of about 40 nm was able to contact the patterned
electrode on top of the GdOx layer. Slight bending of the sample was observed
after contact, but the structural integrity of the layers remained intact (Fig. 1a,
inset). Silver paste was used to make electrical contact between the bottom
electrode of the layer structure and the Cu grid (Supplementary Fig. 1). The
thickness of the TEM specimen was estimated to be less than 30 nm by
measuring the intensity ratio of the plasmon loss and the zero-loss peaks in
EELS. For the analysis of EELS core-loss peaks, background subtraction was
performed using a power-law fit. The lateral resolution of STEM–EELS
characterization was about 0.25 nm.

MOKEmeasurements. Polar MOKE measurements were made using a 532 nm
diode laser attenuated to 1mW, except where noted. The laser was focused to a
⇠3-µm-diameter probe spot and positioned by a high-resolution (50 nm)
scanning stage with integrated temperature control. Gate voltage was applied
using a mechanically compliant BeCu microprobe. Mechanically generated
nucleation sites created for the measurements in Fig. 2 were prepared by applying
mechanical stress to the film surface using a sti� W microprobe tip. Magnetic
hysteresis loops were measured at a sweep rate of 28.3 kOe s�1, using an
electromagnet with a rise time of ⇠300 µs and a maximum amplitude of 650Oe.

The time-resolved domain expansion snapshots in Figs 5 and 6 were
obtained by, at each pixel, first saturating the magnetization and then applying a
reverse field step (H =90Oe in Fig. 5, and H =42Oe in Fig. 6) while acquiring a
time-resolved MOKE signal transient. Five reversal cycles were averaged at each
pixel, from which the average trajectory of the expanding domain
was reconstructed.

Time-resolved MOKE transients along a line extending radially from a
nucleation site were used to determine the DW velocity reported in Fig. 6g. At
each position, 25 reversal cycles were acquired and averaged, yielding the
cumulative probability distribution of switching times. The mean reversal time
t1/2, taken as the time at which the probability of magnetization switching is 50%,
was plotted versus position, and the slope used to determine the mean velocity.

Laser-induced temperature rise. To estimate the laser-induced temperature
increase 1T , we used the temperature dependence of the coercivity of a
submicrometre patterned feature. We first measured Hc versus substrate
temperature, using a temperature-controlled stage and a low incident laser power
(<1mW) for the MOKE probe spot, and then measured Hc versus incident laser
power P , at a fixed substrate temperature. We estimate that P=1mW
corresponds to a negligible 1T whereas P=10mW corresponds to a 1T of at
least ⇠20 �C.
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regions (Figure 3.28). This was a significant step in low power control of magnetic 

properties and opens up possibilities of reconfigurable patterned magnetic devices. 

Maruyama et al.91 used a polyimide/MgO/Fe multilayer stack (Figure 3.29a & b) 

to demonstrate voltage control of magnetic anisotropy. Applying voltages of ± 200 V they 

successfully toggled the magnetic easy axis between in plane and out of plane (Figure 

3.29c), which was attributed to a field induced change in the overlap of the d orbitals. 

However, it is hard to rule out the effect of oxygen ion migration across the MgO/Fe 

interface.   

  

 Finally, Chiba et al. utilised an HfO2/MgO/Co/Pt multilayer which possesses PMA 

properties to demonstrate changes in ferromagnetic transition temperatures. Applying 

voltages of ± 10 V successfully transitioned between ferromagnetic behaviour and non-

ferromagnetic behaviour. This drastic change is attributed to a change in MAE by 

voltage-induced changes of carrier density and electron occupancy. 

Figure 3.29: Schematic of sample arrangement (a) side view and (b) top view.(c) 
Magneto-optical Kerr ellipticity, ηk, for -200 V and +200 V applied as a function of 
field. The left inset shows the magnetisation direction at points A (-200 V) and B 
(+200 V) in hysteresis loops. The right inset shows the voltage modulation 
response of the Kerr ellipticity, where C represents the maximum dηk/dV, which 
corresponds to the maximum difference between the two hysteresis loops.91 

maximum difference (C point in Fig. 2, inset). Figure 3a shows
(dhK/dV)max as a function of film thickness. The effect was
largest for an Fe film with a thickness of 0.48 nm, and was smaller
for both thinner and thicker films. Because the influence of the elec-
tric field is effective only at the metal/insulator interface, it is natural
to observe a smaller effect for the thicker Fe films. Figure 3b shows
the dependence of the saturation Kerr ellipticity, hs, on Fe thickness.
The linear dependence of hs down to 0.25 nm (1.8 ML on average)
proves that continuous films had been grown, even if they were only
a few atomic layers in thickness. In addition, this behaviour also
proves that the film was uniform across the thickness. In Fig. 3c,
Eperpd is plotted as a function of Fe layer thickness d at zero bias
voltage, together with a linear fit using equation (2). The fit indicates
that Ks,MgO/Fe þ Ks,Fe/Au ¼ 580 mJ m22 and Ms ¼ 1.5 MA m21,
neglecting a contribution from Ku. Ms is about 83% that of the
bulk value. The reduction in the apparent Ms could be caused by
a contribution from a positive Ku, produced by a lattice mismatch
between Fe and Au (1.6%). The value of Ks,MgO/Fe þ Ks,Fe/Au
observed here was a little higher than previous observations made
on a Au/Fe(001) interface23, Ks,Fe/Au ¼ 470, 400, 540 mJ m22.
This suggests that the MgO/Fe interface also has a positive contri-
bution to Ks. The experimental data deviate from the linear fit line
below 0.48 nm. This is well-documented behaviour for ultrathin
films and may have many origins24. The thickness at which the
linear fit, using equation (2), starts to deviate corresponds to the
thickness where the maximum of (dhK/dV)max is obtained. One
of the possible reasons for this is a deterioration of the film
quality in this ultrathin thickness region. Clarification of the mech-
anism of the deviation requires further investigation.

One possible origin of the effect is in the influence of an electric
field on electron filling of the Fe layer, which should affect the mag-
netic anisotropy (see Supplementary Information). Kyuno and col-
leagues pointed out that surface magnetic anisotropies in 3d
ferromagnetic metal/noble metal interfaces were very sensitive to
the electron filling of 3d orbitals25. In our case, from the capacitance
of the junction, we estimate that we could change electron filling by
2 " 1023 electrons per Fe surface atom by the application of 200 V.
From the density of states, this corresponds to about 1 meV change
in chemical potential (see Supplementary Information). This small
change, however, may produce a non-negligible change in the
surface anisotropy energy. From our experiment, we could change
anisotropy energy by 4 meV per surface Fe atom. This magnitude

of change can be reproduced from Kyuno’s calculation using
1 meV change in the chemical potential. Kyuno also noted that
the effect originates mainly from the large density of states (DOS)
of a dxy and dx2#y2 character (jmzj ¼ 2) in the Fermi energy in the
Fe/Au (001) system, in which Au has a large spin–orbit coup-
ling26–29. In our case, because the Fe has two interfaces, with
Au(001) and MgO(001), the situation is not completely the same,
but a similar mechanism may occur. As schematically shown in
Fig. 3d, the application of a negative voltage, for example, may
cause an increase in the energy of the d3z2#r2 (mz ¼ 0) states,
because of higher electron density at the barrier/Fe interface,
leading to a reduction in the electron occupancy in those
states. Therefore, the electron occupancy in the dxy and dx2#y2

states could be changed relative to one another, leading to a modu-
lation of the magnetic anisotropy. Further discussion requires first
principles calculations.

In our experiment, we needed to apply a large voltage because of the
thickness of the polyimide layer. The estimated voltage drop across the
MgO layer, however, was $45 mV nm21 if we can neglect charge
accumulation in the barrier (see Supplementary Information). As we
know that more than 2 V can be applied to a 2-nm-thick MgO
barrier, a much larger effect can be expected for conventional tunnel
magnetoresistance junctions with a MgO barrier.

In the latter part of this letter, we suggest a novel magnetization
switching technique, using the voltage-induced magnetic anisotropy
change explored in this work (see Supplementary Information).
Figure 4 shows a result of macro-spin model simulation of voltage-
controlled magnetization switching for a 0.48-nm Fe film. Here, we
used parameters obtained from the above described experiments
and an additional ferromagnetic resonance (FMR) experiment
(see Fig. 4 caption). An external magnetic field of 8 kA m21 was
applied normal to the film plane to tilt the magnetization towards
the perpendicular direction. Initially, the bias voltage was held off
(point A in Fig. 4). If we then apply a bias voltage with a slow
rise time, the perpendicular anisotropy field changes and the mag-
netization changes its direction to point B. However, if the rise time
of the pulse is short enough (less than 1 ns), a dynamic precession
and switching to another energetically stable point is achieved
(point C in Fig. 4). When the voltage pulse is switched off with a
slow fall time, the magnetization stabilizes at point D (Fig. 4) after
the relaxation process. This simulation clearly shows that if we
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Figure 2 | Magneto-optical Kerr ellipticity hk for different applied voltages
as a function of applied field. The thickness of the Fe film was 0.48 nm.
A significant change in the hysteresis curve indicated a large change in
perpendicular anisotropy following application of the bias voltage. The right
inset shows the voltage modulation response of the Kerr ellipticity, dhK/dV.
The left inset illustrates the magnetization direction at points A and B in the
hysteresis curves.
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maximum difference (C point in Fig. 2, inset). Figure 3a shows
(dhK/dV)max as a function of film thickness. The effect was
largest for an Fe film with a thickness of 0.48 nm, and was smaller
for both thinner and thicker films. Because the influence of the elec-
tric field is effective only at the metal/insulator interface, it is natural
to observe a smaller effect for the thicker Fe films. Figure 3b shows
the dependence of the saturation Kerr ellipticity, hs, on Fe thickness.
The linear dependence of hs down to 0.25 nm (1.8 ML on average)
proves that continuous films had been grown, even if they were only
a few atomic layers in thickness. In addition, this behaviour also
proves that the film was uniform across the thickness. In Fig. 3c,
Eperpd is plotted as a function of Fe layer thickness d at zero bias
voltage, together with a linear fit using equation (2). The fit indicates
that Ks,MgO/Fe þ Ks,Fe/Au ¼ 580 mJ m22 and Ms ¼ 1.5 MA m21,
neglecting a contribution from Ku. Ms is about 83% that of the
bulk value. The reduction in the apparent Ms could be caused by
a contribution from a positive Ku, produced by a lattice mismatch
between Fe and Au (1.6%). The value of Ks,MgO/Fe þ Ks,Fe/Au
observed here was a little higher than previous observations made
on a Au/Fe(001) interface23, Ks,Fe/Au ¼ 470, 400, 540 mJ m22.
This suggests that the MgO/Fe interface also has a positive contri-
bution to Ks. The experimental data deviate from the linear fit line
below 0.48 nm. This is well-documented behaviour for ultrathin
films and may have many origins24. The thickness at which the
linear fit, using equation (2), starts to deviate corresponds to the
thickness where the maximum of (dhK/dV)max is obtained. One
of the possible reasons for this is a deterioration of the film
quality in this ultrathin thickness region. Clarification of the mech-
anism of the deviation requires further investigation.

One possible origin of the effect is in the influence of an electric
field on electron filling of the Fe layer, which should affect the mag-
netic anisotropy (see Supplementary Information). Kyuno and col-
leagues pointed out that surface magnetic anisotropies in 3d
ferromagnetic metal/noble metal interfaces were very sensitive to
the electron filling of 3d orbitals25. In our case, from the capacitance
of the junction, we estimate that we could change electron filling by
2 " 1023 electrons per Fe surface atom by the application of 200 V.
From the density of states, this corresponds to about 1 meV change
in chemical potential (see Supplementary Information). This small
change, however, may produce a non-negligible change in the
surface anisotropy energy. From our experiment, we could change
anisotropy energy by 4 meV per surface Fe atom. This magnitude

of change can be reproduced from Kyuno’s calculation using
1 meV change in the chemical potential. Kyuno also noted that
the effect originates mainly from the large density of states (DOS)
of a dxy and dx2#y2 character (jmzj ¼ 2) in the Fermi energy in the
Fe/Au (001) system, in which Au has a large spin–orbit coup-
ling26–29. In our case, because the Fe has two interfaces, with
Au(001) and MgO(001), the situation is not completely the same,
but a similar mechanism may occur. As schematically shown in
Fig. 3d, the application of a negative voltage, for example, may
cause an increase in the energy of the d3z2#r2 (mz ¼ 0) states,
because of higher electron density at the barrier/Fe interface,
leading to a reduction in the electron occupancy in those
states. Therefore, the electron occupancy in the dxy and dx2#y2

states could be changed relative to one another, leading to a modu-
lation of the magnetic anisotropy. Further discussion requires first
principles calculations.

In our experiment, we needed to apply a large voltage because of the
thickness of the polyimide layer. The estimated voltage drop across the
MgO layer, however, was $45 mV nm21 if we can neglect charge
accumulation in the barrier (see Supplementary Information). As we
know that more than 2 V can be applied to a 2-nm-thick MgO
barrier, a much larger effect can be expected for conventional tunnel
magnetoresistance junctions with a MgO barrier.

In the latter part of this letter, we suggest a novel magnetization
switching technique, using the voltage-induced magnetic anisotropy
change explored in this work (see Supplementary Information).
Figure 4 shows a result of macro-spin model simulation of voltage-
controlled magnetization switching for a 0.48-nm Fe film. Here, we
used parameters obtained from the above described experiments
and an additional ferromagnetic resonance (FMR) experiment
(see Fig. 4 caption). An external magnetic field of 8 kA m21 was
applied normal to the film plane to tilt the magnetization towards
the perpendicular direction. Initially, the bias voltage was held off
(point A in Fig. 4). If we then apply a bias voltage with a slow
rise time, the perpendicular anisotropy field changes and the mag-
netization changes its direction to point B. However, if the rise time
of the pulse is short enough (less than 1 ns), a dynamic precession
and switching to another energetically stable point is achieved
(point C in Fig. 4). When the voltage pulse is switched off with a
slow fall time, the magnetization stabilizes at point D (Fig. 4) after
the relaxation process. This simulation clearly shows that if we
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+ −
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Top view
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Magnetic field

Figure 1 | Schematic of the sample used for a voltage-induced magnetic
anisotropy change. a, A positive voltage is defined as a positive voltage on
the top electrode with respect to the bottom electrode. A perpendicular
magnetic anisotropy was induced by a negative voltage. The magnetic field
was applied perpendicular to the film plane for Kerr ellipticity
measurements. b, We fabricated the wedge-shaped Fe layer, incorporating
24 samples on the substrate, to investigate the dependence of the effect on
Fe thickness.
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Figure 2 | Magneto-optical Kerr ellipticity hk for different applied voltages
as a function of applied field. The thickness of the Fe film was 0.48 nm.
A significant change in the hysteresis curve indicated a large change in
perpendicular anisotropy following application of the bias voltage. The right
inset shows the voltage modulation response of the Kerr ellipticity, dhK/dV.
The left inset illustrates the magnetization direction at points A and B in the
hysteresis curves.
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In conclusion ultrathin magnetic oxide heterostructures show very promising 

progress in the field of low power voltage control of magnetic properties, with steps taken 

towards creating devices. The main positives over other approaches are the room 

temperature operation of the observed effects and the large magneto-ionic coupling 

effects of anisotropy.  

3.7 Summary  

In summary there are many different methods for controlling magnetic properties with 

voltage. With some techniques such as a multiferroics and ferromagnetic 

semiconductors, where the processes involved are well known, and others such as 

oxygen ion migration and electric field control of electronic configuration. The recent 

emergence of IL cells to support voltage-control of magnetic properties offers a high 

degree of flexibility and relatively simple arrangements as well as changes that remain 

upon removal of the voltage, which is of interest for low power applications. 
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4. Experimental methods 

4.1 Introduction 

This chapter aims to give the reader an in depth understanding of the techniques used 

throughout this research project. This will include sample preparation, growth techniques, 

magnetic characterisation methods, surface analysis and ionic liquid characterisation. All 

the methods used in this project are widely used in the research community and are well 

understood.  

4.2 Sample preparation 

4.2.1 Substrate preparation 

The substrate material used for the majority of this work was Si (100), and unless stated 

otherwise the reader can assume that is has been used for all of the presented work. Si 

was chosen because it is cheap, very flat and widely used within the electronics industry. 

The Si wafers were cut using a diamond scribe, to the desired size for the experiment. 

The substrates were then washed in an ultrasonic bath in isopropanol (IPA) to remove 

any debris that may be on the surface.  

4.2.2 Thermal evaporation 

Thermal evaporation is a technique for depositing thin films of material, metallic or 

organic, onto a given substrate. The films can be deposited with sub-nanometre 

thickness precision and hundreds of micrometres depending on the exposure time. For 

this project thicknesses of 1 to 50 nm were of interest. At these thicknesses thermal 
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evaporation was an ideal process for providing flat uniform thin films. The thermal 

evaporator used in this research was custom built by Wordentec1 (Figure 4.1). 

	

The thermal evaporator consists of an alumina-coated tungsten crucible for 

storing and heating the material, a shutter to control the flow of the evaporated material, 

a sample holder with five sample positions and a rate monitor that measures the 

thickness of the deposited material (Figure 4.2). Power is passed through the crucible 

heating up the material until it starts to evaporate and deposit on the sample at the top of 

the chamber. The sample holder is faced downwards to allow the evaporated material to 

be deposited on the correct side of the substrate. The rate monitor measures the 

deposition rate using a quartz crystal that has a variable resonant frequency that 

changes depending on the amount of material deposited. This requires a previous 

Figure 4.1: Photograph of Wordentec thermal evaporator used to deposit 
permalloy and Ni films. 
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calibration step to calculate a tooling factor for each material, which can be achieved by 

atomic force microscopy (AFM). 

	

The evaporated deposition geometry follows a line of sight description, outlined in 

(4-1)2: 

!!!
!!!

= !! !!! !"#!! !"#!
!!!! ,      ! ≥ 0																																					(4-1)	

where !!!!!!
 is the mass of the evaporated material deposited on the substrate area, !! is 

the total mass of evaporated material, n is related to the geometry of the crucible, ! is 

the emission angle from normal vector, ! is the receiving angle of substrate and ! is the 

distance from the crucible to the substrate. For the Wordentec evaporator both ! and ! 

are close to 0 due to the rotational control and ! is approximately 0.5 m. This results in a 

highly uniform thin film across the surface area of the substrate. 

Figure 4.2: Schematic of thermal evaporator used to deposit permalloy and 
Ni films. 



	 85	

After preparing the substrates as described in section 4.2.1, the samples were 

then adhered to a substrate holder, using poly(methyl methacrylate) (PMMA), in one of 

the five sample positions. The sample holder could also be used as a mask to create 

large features on the substrate during deposition. 

Once the PMMA has dried the holder can then be loaded into the evaporation 

chamber. In the lower part of the chamber there were three different alumina-coated 

tungsten crucibles, which contain different powder materials to be evaporated. This 

enables multilayers to be made without removing the substrate from the chamber, which 

is useful for preparing seed and capping layers. 

Once the crucibles were filled and the samples loaded, the chamber was then 

pumped down to approximately 1x10-7 mbar. A bake out procedure was used before 

growth to reduce volatile impurities. This process was initiated by increasing the 

electrical power to the desired crucible in increments every two minutes. This gradual 

ramping rate was required to prevent the crucible from being damaged by thermal shock. 

The shutter was open during this process but the sample holder position ensured no 

deposition onto substrates. The power was increased until a steady rate of deposition 

was obtained, the value of which depending on the material. The material typically used 

in this research was Ni and Ni-Fe. The bake out was complete when approximately 10 

nm of material had been evaporated. The power was then decreased gradually and the 

chamber left to pump down to 1x10-7 mbar. 

	 A similar process was used for the growth stage of the evaporation. The power 

was increased in the same manner as the bake out stage, until a steady deposition rate 

of 0.2-0.4 Å/s was reached. The sample stage was then rotated to expose the desired 

substrate and the appropriate amount of material deposited. After removal from the 



	 86	

cooled chamber, samples were washed using acetone and ultrasonicated to remove any 

excess PMMA. An IPA rinse was then used to remove any acetone residue. 

4.2.3 Ionic liquid cell 

Ionic liquid cells consist of two electrodes separated by an ionic liquid that generate large 

electric fields at the interface via an electric double layer (EDL) upon voltage application3. 

These high electric fields have been shown to manipulate magnetic properties in 

ferromagnetic electrodes, as discussed in section 3.6.1, and is therefore of use in 

voltage control of magnetism.  

	

	

	

 

Following the sample preparation techniques described earlier, the ionic liquid 

cell was then prepared. The ionic liquid cell consisted of the magnetic thin film, two strips 

of Kapton tape, an indium tin oxide (ITO) coated glass slide (Sigma-Aldrich, surface 

resistivity 70-100 Ω/sq, ITO thickness is 150 Å – 300 Å) and the ionic liquid, which in this 

case was 1-Ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (EMIMTSFI)(IO-

LI-TEC, 99%)(Figure. 4.3). ITO coated glass was used because it is conductive and 

Figure 4.3: Schematic of ionic liquid cell, consisting of the ionic liquid 
sandwiched between ITO coated glass and permalloy film deposited on a 
Si wafer. 
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transparent, which is necessary for electrical contacting and magneto-optical Kerr effect 

(MOKE) magnetometry measurements. 

The magnetic film and ITO coated glass act as the two electrodes of the cell. 

Electrical contacts were attached to the magnetic film and the conductive ITO coated 

glass outside of the cell region using silver conductive paint. Two strips of Kapton tape, 

approximately 10 mm x 1 mm x 0.3 mm, were placed on top of the magnetic film, 

separated by approximately 10 mm.  The Kapton tape acted as a non-conductive spacer 

layer between the two electrodes. Approximately 10 µL of EMIMTSFI was deposited 

between the two strips of Kapton tape using 10 µL syringes (Fisher Scientific). The ITO 

coated glass was then placed on top of the EMIMTSFI droplet, spreading the liquid out 

and holding the ITO coated glass in place via surface tension.  

4.3 Magnetic Characterisation 

Knowledge of a material’s magnetic properties is of fundamental importance when 

designing functional devices that use magnetic materials. There are many properties that 

can be used to define a magnetic material, as described in chapter 2. Likewise there are 

many methods to measure these magnetic properties. The methods used in this 

research will be described in the following sections. 

4.3.1 Magneto-optical Kerr Effect Magnetometry 

Magneto-optical Kerr effect (MOKE) magnetometry is a quick, surface sensitive 

technique for measuring the hysteresis loops of thin films. MOKE was discovered in 

1877 by John Kerr4 and is now a standard measurement technique of thin films and 

nanostructures in the magnetic research community. MOKE is a phenomenon whereby 

the plane of polarization of incident linearly polarised light is rotated upon reflection from 

a magnetized surface. The polarization is rotated in opposite directions depending on the 
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orientation of the magnetisation. Monitoring this polarisation while varying the magnetic 

field applied to a sample allows a hysteresis loop to be extracted.   

	

	

	

 

There are three configurations of MOKE magnetometry. These include: polar 

MOKE, where the magnetisation is normal to the film surface; transverse, where the 

magnetisation is in-plane but perpendicular to the optical plane of incidence; and 

longitudinal, where the magnetisation is in-plane and parallel to the optical plane of 

incidence5,6 (Figure 4.4). 

In longitudinal MOKE incident polarised light is reflected off the magnetised 

surface.  The polarized light causes the electrons to oscillate in the plane of the 

polarization. The light is reflected with amplitude, rN, in the optical plane of incidence. 

However, there is also the effect of the Lorentz force, which generates a component 

perpendicular to the polarisation and magnetisation direction6, rK, that is proportional to 

the magnetisation of the film. The reflected light thus becomes elliptically polarised by 

Figure 4.4: Schematic of longitudinal MOKE, where E is electric field, θK 
Kerr rotation, rres is resultant reflection, rK is the Kerr reflection, rN is the 
normal reflection, VLorentz is the Lorentz motion and M is the magnetisation. 
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the Lorentz force. The resultant change in overall polarisation gives the Kerr rotation θK 

of the polarisation. Using a quarter wave plate to convert any ellipticity to linear polarised 

light and an analyser to convert polarisation rotation to intensity change allowing Kerr 

signal detection with a photodetector. Reversing the magnetic field generates the 

opposite Kerr rotation and thus a hysteresis loop. 

The longitudinal MOKE geometry was used throughout this project. The following 

set-up was constructed to allow MOKE measurements to be made on the cell described 

in section 4.2.3. The use of a liquid component required the cell to be flat. This also 

required an electromagnet to be set up for horizontal (in-plane) fields and mirrors to 

redirect the laser from the horizontal plane.  

	

	

	

The optical arrangement can be seen in Fig. 4.5a. The laser (632nm wavelength, 

3 mW, spot size ≈ 1 mm) first passed through a linear polariser and was reflected down 

onto the sample (Figure 4.5b). On reflection, the polarisation modified, the light was 

Figure 4.5: a) Schematic of optical arrangement of MOKE magnetometer b) 
Photograph of MOKE magnetometer, with the optical instruments and laser 
path displayed 

 

a)	 b)	
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incident on a second mirror and directed towards the photodetector. Before reaching the 

photodetector the beam passed through a quarter wave plate, second polariser, the 

analyser and a lens to focus the light on the photodetector where the Kerr signal was 

detected. 

The electromagnet was powered using a bipolar power amplifier (Kepco, BOP 

20-10M) that was controlled by a LabVIEW script. The script output a sinusoidal wave to 

the power supply via a digital-to-analogue converter (DAC), which supplied the current to 

the electromagnet at a frequency of 6 Hz. The field of the electromagnet was detected 

using a pick-up coil around the pole piece. The pick-up coil signal was integrated to 

provide a measurement of magnetic field. The magnetic field and the Kerr voltage were 

then displayed on an associated computer via the DAC, from which a hysteresis loop 

could be generated. Typically loops were obtained with 500 cycle averages and with 

10,000 data points. The averaged hysteresis loops were then processed in a MATLAB 

script file that normalised the Kerr signal values and calculated the coercivity of the 

sample under test.  

4.3.2 Vibrating Sample Magnetometry 

Vibrating sample magnetometry (VSM) is a magnetic induction technique that can 

measure magnetic moment, as a function of magnetising field, temperature and 

crystallographic orientation. VSM uses pick-up coils to detect changes in magnetic field 

induced by the dipole field of a magnetised sample oscillating perpendicular to an 

applied magnetic field7. 
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VSM consists of a quartz probe, an electromagnet and two pick-up coils (Figure 

4.6). The electromagnet generates a highly homogenous magnetic field that magnetises 

the sample and creates a dipole field. The quartz probe oscillates the sample along the 

vertical axis and creates a change in magnetic flux inducing a voltage in the pick-up coils 

via Faraday’s law (4-2).  

! = −! !"
!"                                                     (4-2)	

where ε is electromotive force in Volts, N is the number of turns and ϕ is the magnetic 

flux. Here the pick-up coil voltage is proportional to the magnetic moment of the sample. 

The magnetic moment can be found by equating the magnetic flux produced by a 

magnetic moment to the magnetic induction produced by a current carrying wire, giving 

(4-3)8 

Figure 4.6: Schematic of VSM apparatus, with H displaying the magnetic 
field direction and the read lines indicating the dipole field. 
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! ∙! = !"																																																																								(4-3)	

where B is the magnetic induction, m is the magnetic dipole moment, I is the current in 

the detection coils and ϕ is the magnetic flux produced by m. Assuming that the sample 

undergoes simple harmonic motion (4-4) 

!"
!" = !"#$%(!")																																																							(4-4)	

where A is amplitude and ω is frequency. Combining equations (4-2), (4-3) and (4-4) 

gives (4-5) 

! = !"
!" ∙

!"
!" = !"#$cos (!")																																																		(4-5)	

where V is pick-up coil voltage and G is a geometrical factor. Using a ferromagnetic 

sample of known magnetic moment it is possible to obtain a conversion factor between 

the pick-up coil voltage and magnetic moment8. In this research a 30 nm thick permalloy 

sausage-shaped (i.e. rectangular with rounded ends) sample approximately 1 mm x 3 

mm was used. This standard was used to reduce demagnetising effects and size factors 

that can affect the calibration process for thin films9. 

In this research the VSM used was a MPMS 3 SQUID-VSM (SVSM) from 

Quantum Design, housed at the University of Leeds where Dr. Oscar Cespedes 

supervised the research. Before carrying out the measurements samples had to be cut 

down to a 3 mm x 3 mm square or less, to ensure they would fit into the VSM chamber. 

The samples were stuck to the quartz probe to ensure the sample did not come loose 

upon vibration.  

Once the sample had been secured the probe was loaded into the VSM. The 

apparatus was purged upon loading and unloading the probe. To find the operating 

frequency of the probe and to ensure the sample was centred in the middle of the pick-
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up coils, a frequency sweep was carried out and the resonant frequency obtained. 

Various parameters such as temperature, number of data points, time between data 

points, field increments could be set with the control software. Once these values are 

inputted the experiment is ran. 

The static magnetic field perpendicular to the probe was then applied, the 

maximum applied field used in this research was 100 kA/m but the apparatus is capable 

of reaching 4,000 kA/m. The probe was set to vibrate along the z-axis at a frequency of 

approximately 12-15 Hz. The induced pick-up coil voltage was then interpreted by VSM 

software to output magnetic moment. This process was then repeated at new static fields 

until a hysteresis loop was formed. 

Due to the complexity of the VSM apparatus it was not possible to measure the 

magnetic moment of the cell whilst applying the voltage in situ. This meant the samples 

had to be measured post exposure to the ionic liquid and voltage. 

4.3.3 Ferromagnetic Resonance Spectroscopy 

Ferromagnetic resonance (FMR) spectroscopy utilises the FMR of ferromagnetic 

materials to extract key magnetic properties including magnetisation, gyromagnetic ratio 

and the Gilbert damping factor. As explained in section 2.5.2, all ferromagnetic materials 

have a defined FMR frequency, at which all the spins within the material precess 

resonantly with the same amplitude and phase. 
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FMR spectroscopy measures the absorption of high frequency microwaves by a 

ferromagnetic sample under the influence of an external DC magnetic field. A FMR 

spectrometer typically consists of an electromagnet, microwave frequency source, a 

transmission line (stripline or cavity) and a detector. When a high frequency microwave 

is passed through the transmission line and a DC magnetic field applied, some of the 

microwave power is absorbed by the ferromagnetic sample. When the microwave 

frequency is equal to the FMR frequency of the sample there is maximum power 

absorption. There are two methods for obtaining an FMR spectrum, sweeping the DC 

magnetic field while keeping the microwave frequency constant or sweeping the 

microwave frequency while keeping the DC magnetic field constant. The change in 

absorbed power can then be detected; plotting this against applied magnetic field or 

microwave frequency gives an FMR spectrum. Figure 4.7 shows stripline FMR (SL-FMR) 

data by Kalarickal et al.10 for 50 nm samples of permalloy, with a constant 3 GHz 

excitation field while sweeping the magnetic field. Part (a) shows the measured 

B. The vector network analyzer ferromagnetic
resonance technique

The VNA-FMR technique also allows for operation over
a wide frequency band and yields FMR parameters from
standard microwave S− parameter measurements versus fre-
quency and field. Figure 3 shows a diagram of the system.
The microwave drive in this case is provided by a coplanar
waveguide !CPW" excitation structure, with the thin film
sample positioned across the center conductor as indicated.
The static magnetic field is provided by a set of Helmholtz
coils. The signal analysis is done with a standard vector net-
work analyzer.

The coplanar waveguide had a 100 !m wide center
strip. The static field was applied in the plane of the film and
perpendicular to the microwave field. The setup was then
used to obtain the standard microwave S parameters as a
function of frequency at a fixed field for the CPW line with
the sample in place. Data were collected for a range of fixed
static fields from 1.6 to 8.4 kA/m !20–106 Oe". A typical
frequency sweep extended to 4.4 GHz. For sweeps at FMR

fields below 3.72 kA/m !46.7 Oe", the reference field was
set at 8.40 kA/m !106 Oe", the maximum available field.
For FMR fields above this midvalue of 3.72 kA/m, a low
reference field value of 748 A/m !9.4 Oe", still sufficient to
saturate the film, was used. As noted below, the proximity of
the reference field to the measurement field can lead to prob-
lems in some cases.

The data were analyzed on the basis of a transmission
line model developed by Barry5 under the assumption that
the dominant CPW mode was the TEM mode. If the effect of
reflections is neglected, the Barry analysis gives an uncali-
brated effective microwave permeability parameter of the
form

U!f" = ±
i ln#S21−H!f"/S21−ref!f"$

ln#S21−ref!f"$
, !1"

where the sign is chosen to make Im#U!f"$ negative in the
vicinity of the FMR peak. The f denotes the common set of
frequency points for the two data runs, S21−H!f" denotes the
set of S21 parameters at the FMR field of interest, and
S21−ref!f" is the set of S21 parameters at the reference field.
One needs both FMR data and reference data in order to
calibrate out the response properties of the excitation struc-
ture, feed cables, etc., that do not relate to the FMR response.
Under ideal circumstances, −Im#U!f"$ versus f would corre-
spond to the FMR loss profile and Re#U!f"$ would show the
dispersion. The U!f" notation is used to emphasize that this
raw measured response is related to the actual complex mi-
crowave permeability !. Note that one obtains a full U!f"
data set for each measurement field of interest.

Figure 4 shows representative 1–3 GHz results for film
S50B at Hext=3.22 kA/m !40.5 Oe", with the reference data
at Hext=8.40 kA/m !106 Oe". The film was oriented with the

FIG. 2. Representative stripline ferromagnetic resonance !SL-FMR" data.
Graph !a" shows ferromagnetic resonance absorption derivative vs static
applied field data for film S50A at 3 GHz. Graph !b" shows the normalized
integrated response from !a" as a function of field. The solid curve in !b" is
a Lorentzian fit to the data.

FIG. 3. Schematic diagram of the vector network analyzer ferromagnetic
resonance spectrometer. The sample is placed on the coplanar waveguide
!CPW" structure, as indicated. The mutually perpendicular static applied
field Hext and the microwave field h are in the plane of the film.

FIG. 4. Representative vector network analyzer ferromagnetic resonance
!VNA-FMR" data that show the normalized permeability parameter U vs
frequency f for film S50B at an static applied field Hext=3.22 kA/m
!40.5 Oe". The solid circles show the Re#U!f"$, and the open circles show
the −Im#U!f"$ values extracted from the experimental S parameters. The
solid curves show fits to the data. The inset shows the data in a normalized
loss component format, with conversion based on the same fit parameters
used to obtain the solid curves in the main figure plot. The solid curve in the
inset shows the theoretical loss profile.

093909-3 Kalarickal et al. J. Appl. Phys. 99, 093909 !2006"

(a) 

(b) 

Figure 4.7: Example FMR trace for 50 nm permalloy film at 3 GHZ from ref 
Kalarickal22 
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absorption derivative, while (b) shows the normalised integrated data, with the resonant 

frequency, HRes = 8.08 kA/m, along with the linewidth, �HSL = 1.5 kA/m. 

To acquire magnetic data it is necessary to take FMR traces at a number of 

different frequencies. The DC magnetic field at which the sample resonated can be found 

by the intercept through the x-axis. These data can then be fit to the Kittel equation (4-

6)10 that describes the frequency of the FMR mode in an ellipsoid when magnetised in z-

direction 

!! = !!(!!"# + !!! − !!! )(!!"# + !!! − !!! )																				(4-6) 

where f is the resonant frequency, γ is the gyromagnetic ratio, Hres is the applied (DC) 

magnetic field at which the sample resonates and Nxx, Nyy, Nzz are demagnetising 

factors. This equation can be simplified for low anisotropy thin films magnetised in plane 

(4-7)11 

!! = !!!!"#(!!"# + 4!!!"")																																												(4-7)	

where Meff is the magnetisation. Plotting f2/Hres against Hres, allows the extraction of γ 

from the gradient and Meff from the y intercept. Where Meff is described by (4-8)12: 

 

!!"" = !! − !!!
!!!!!

                                                (4-8) 

where Ks is the surface anisotropy, μ0 is the permeability of free space and d is the film 

thickness. By measuring the FMR at a range of thicknesses it is possible to calculate the 

magnetisation saturation, MS, and surface anisotropy, Ks, of films. 

Furthermore, the Gilbert damping constant can be calculated for ferromagnetic 

films by plotting the FMR linewidth against resonant frequency and thus fitting to (4-9)13: 
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Δ! = Δ!!" + !"
!                                           (4-9) 

where ΔH is the FMR linewidth, ΔHin is the inhomogeneous contribution to the linewidth 

and α is the effect Gilbert damping. Here the Gilbert damping constant can be further 

separated into surface and bulk contributions by fitting to equation (4-10)14: 

! = !! + !!
!                                                (4-10) 

where αB is the bulk damping term and αS is the surface damping term. 

There are several types of FMR spectroscopy techniques. These include, vector 

network analyser (VNA) FMR, pulse inductive microwave magnetometry (PIMM) and 

broadband ferromagnetic resonance (BFMR)11. These techniques each have their 

drawbacks and benefits. For this research project a BFMR set-up and the University of 

Western Australia (UWA) was used under the supervision of Professor Mikhail Kostylev. 

	

	

  

 

 

 

 

 

 
Figure 4.8: Schematic of broadband stripline ferromagnetic resonance 
(BFMR), where Happ & HRF shows the applied external field and RF 
excitation field respectively 

1	

2	
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A schematic of the BFMR set-up used at UWA can be seen in figure 4.8. The 

BFMR consists of a microwave frequency generator to output high frequency 

electromagnetic waves, a circulator and two diodes to control the flow of the microwaves, 

a stripline to bridge between sample and microwaves and a lock-in amplifier to measure 

absorbed power. There was also an electromagnet to magnetise the sample, a Hall 

probe to measure magnetic field, modulation coils and waveform generator to allow 

detection from lock-in amplifier. This set-up was controlled using a computer and 

LabVIEW script. Firstly a microwave generator (HP 8350B RF source) was programmed 

to a specific frequency in the GHz range. This microwave passed through a circulator 

allowing the reflected power from the sample to be measured after passing diode 1. The 

microwave signal that was transmitted through the stripline is absorbed by the sample. 

The transmitted signal then passed through diode 2 and to the lock-in amplifier (EG&G 

Lock-In Amplifier Model 5207). A 220 Hz sinusoidal wave from the waveform generator 

(Agilent 33220A) was transmitted to the lock-in and the modulation coils. This enabled 

lock-in amplifier detection which improved the signal-to-noise ratio15. This signal was 

proportional to the derivative of the imaginary part of the magnetic susceptibility16.  The 

signal was then amplified and recorded by the computer.  

	 This process was then repeated as a function of DC field, which was increased in 

2.4 kA/m increments approximately. Once a suitable field range had been measured an 

FMR trace was obtained. The resulting data was passed through a MathCAD script 

written by Professor Mikhail Kostylev, which calculated the FMR, linewidth and also 

removed the background and symmetrized the data using a Lorentzian fit. 

4.4 Surface and Structural Characterisation 

This section describes the techniques used to investigate the morphology and elemental 

structure of samples and how these properties vary after being exposed to various 
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conditions. These measurements were pivotal in improving the understanding of the 

processes and mechanisms involved in causing the observed changes in magnetic 

properties.  

4.4.1 X-ray Photoelectron Spectroscopy 

X-ray photoelectron spectroscopy (XPS) is a surface sensitive technique that can provide 

elemental analysis of thin films and powders17. It is also sensitive to surface chemistry 

and enables the identification of the oxidation state of materials.  

XPS is based on the photoelectric effect, which was explained by Albert Einstein 

earning him the Nobel Prize in 1921. The photoelectric effect describes the absorption of 

a photon by a material causing an electron to be emitted from the surface, provided the 

energy of the incident photon is higher than the binding energy of the electron. The 

surplus energy transferred from the photon is converted into kinetic energy of the emitted 

electron. The photoelectric effect is described by (4-11): 

!!" = ℎ! − !! 																																																										(4-11)	

where EKE is the kinetic energy of the emitted electron, h is Planck’s constant, f is 

the frequency of the incident photon and EB is the binding energy of the electron.  

A schematic of the XPS spectrometer can be seen in figure 4.9, displaying the 

incoming photon, γ, the emitted photoelectron, a retarding plate to reduce the velocity of 

the electron, negative and positive electrodes control the passage of the electron through 

the hemisphere and a detector to detect incoming electrons. The incident photon emits a 

photoelectron, which passes through a retarding plate that slows down the 

photoelectrons by varying the negative voltage applied to it. The photoelectron then 

passes through an electrostatic energy analyser, which depending on the kinetic energy 

of the photon will either be attracted to the positive electrode (low energy, red), will 
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collide with the negative electrode (high energy, green) or a third option whereby the 

photoelectron passes to the detector (pass energy, blue). By varying the voltage applied 

to the retarding plate photoelectrons of different kinetic energy are able to reach the 

detector, thus creating a spectrum. 

 

	 The kinetic energy of the photoelectrons acts as an atomic fingerprint of the 

different energy levels. This allows the user to determine the elemental composition of 

the sample; this includes oxidation states and chemical bonds present in organic 

molecules. This is due to the small energy difference for different oxide materials and 

chemical bonds that are detectable by highly sensitive XPS measurements. The kinetic 

energies are normally converted to binding energies, using equation (4-9). 

The instrument used in this research was a Thermo K-alpha, which uses a micro-

focused monochromatic Al Kα source (3 mA, 12 kV) with a spot size of 400 x 800 µm. 

For the survey spectra a 200 eV pass energy was used and 30 scans acquired, while for 

the high-resolution spectra a 40 eV pass energy was used and 10 scans acquired. The 

Figure 4.9: Schematic of key components of an X-ray photoelectron 
spectrometer, where ϒ is an incoming photon and e- is the emitted 
photoelectron 
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XPS measurements were made at room temperature in three positions on each sample 

and averaged. 

To assist in obtaining an accurate chemical analysis of sample surfaces, 

CasaXPS was used, an XPS analysis software. CasaXPS has an extensive library of 

energy values associated to different elements to help identify peaks, it allows the 

creation of a background to improve fitting and also provides an analysis report. In this 

research a standard fitting protocol was followed in order to ensure consistency within 

the results. A general guideline to the fitting process is outlined below and specific details 

will be given in section 6.4. 

 

 

 

 

 

 

 

 

In a typical XPS analysis there are two types of spectra obtained: survey spectra 

(Figure 4.10) and high-resolution spectra. The survey spectra have a wide binding 

energy range and provide an overview of the chemicals present at the sample surface. 

High-resolution spectra have a shorter binding energy range but contain more data 

points; this can allow for the identification of particular oxides present on the sample 

Figure 4.10: Example XPS Survey Spectrum of Gold displaying Au, C & O 
peaks from Mooste18 
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surface. Survey spectra are usually taken prior to high-resolution spectra to identify the 

binding energies that would be of interest to the user.  

An example XPS survey spectrum from a Au thin film can be seen in figure 

4.1018, here the peaks have been identified by the CasaXPS library. The Au 4f peak 

corresponds to the photoelectrons emitted from the 4f energy level of gold and the low 

binding energy of these electrons is because they lie furthest from the nucleus. This 

binding energy is only found for electrons from the 4f energy level of gold and from no 

other element. There is further evidence of gold from the Au 4d peak. The oxygen and 

carbon peaks in the spectrum are a common feature and correspond to atmospheric 

CO2, which may have become adsorbed onto the sample surface. Also shown in figure 

4.10 is the peak O KLL, this corresponds to an oxygen Auger peak. Auger peaks arise 

when an x-ray removes a core electron creating a hole and leaving the atom in an 

excited state. A higher energy electron then relaxes to fill this hole to stabilise the atom, 

this energy is transferred to a further electron, which leaves the atom with a defined 

kinetic energy that is converted to a binding energy to generate an Auger peak.  

Once all peaks in a survey spectrum have been identified, high-resolution spectra 

can be taken to allow a more rigorous analysis of the elements present on the sample 

surface. Prior to analysis of high-resolution spectra, an energy calibration is made. There 

is often an energy shift in XPS spectra due to sample charging, this can result in 

incorrectly identified peaks. In this research the spectra was calibrated to the C 1s peak 

(Figure 4.11) because the binding energy is accurately known and is often present. The 

spectra is shifted by the difference between the measured and the data book value for 

the binding energy of C 1s, for example, measured value is 285.3 eV and data book 

value is 284.8 eV, spectra shifted by –0.5 eV. This calibration can then be applied to the 

other high-resolution spectra. 
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Following the energy calibration, a quantification region and a suitable 

background should be defined; this gives a defined area of interest and helps to provide 

accurate peak intensity data. Continuing from the example shown previously, the region 

was first defined between approximately 291-280 eV, either side of which, the counts per 

second is relatively flat (figure 4.12). In this example, a linear background was applied, 

because there is not a large difference in background signal before and after the 

quantification region. There are other more complex background types including Shirley 

and Tougaard, which may be better suited to other spectra. 

 It is now possible to resolve the peaks, which can often be a complex process, 

where there are overlapping peaks making it hard to deconvolute. To assist in the peak 

deconvolution it is necessary to consult the literature to obtain key parameters such as 

peak position, full width half maxima (FWHM), line shape, and relative peak intensity for 

standard samples of elements that are suspected to be present. Components can then 

Figure 4.11: Screenshot of CasaXPS software demonstrating peak shift 
calibration for C 1s peak, from 285.28 eV to 284.8 eV  
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be added to the high-resolution spectra, along with certain constraints. A residual can 

then calculated by CasaXPS to provide a measure of fit to the data. 

 

 

 

Once again continuing with the Carbon 1s example, from Biesinger et al.19 

standard fitting parameters for various carbon systems such as alkyls, alcohols, esters 

etc can be obtained. These parameters include the line shape, which in this case is a 

mixture of Gaussian and Lorenztian (70% and 30%) and the peak position as mentioned 

earlier 284.8 eV. The secondary components are constrained in relation to the primary 

component (C-C, C-H), by peak position and FHWM.  These constraints can then be 

added to the quantification parameters and the components adjusted to fit the data 

(figure 4.13). Further, there is a “Fit Components” function, which is based on a non-

linear least squares model that helps to fine tune the fit while taking into account the 

constraints. It is important not to add too many constraints or over confine the 

Figure 4.12: Screenshot of CasaXPS software demonstrating the 
quantification region and the background selection for a C 1s spectrum. 
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constraints, as this will restrict the peak deconvoluton process. Once the fit has been 

optimised, it is then possible to gain information regarding the amount of each element 

as percentage. 

 

 Following this same protocol it is possible to repeat this process for all elements 

to provide a deep understanding of the surface composition of materials. It is hoped that 

this section provides an introduction to XPS analysis and the CasaXPS software to allow 

the reader to understand the more complex data presented in chapter 6. However, 

further information will be provided where necessary to describe further intricacies to 

XPS analysis.   

4.5 Ionic Liquid Characterisation 

This section describes the techniques used to characterise ionic liquids. There is 

currently a lot of interest in ionic liquids for a broad range of applications20. One of the 

Figure 4.13: Screenshot of CasaXPS software demonstrating the 
components and constraints applied to a C 1s spectrum, including analysis 
report. 
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main areas under investigation is using ionic liquids in super capacitors21. The primary 

measurement technique for characterisation of ionic liquids is cyclic voltammetry, which 

will be described in the following section. 

4.5.1 Cyclic Voltammetry  

Cyclic voltammetry measures the current through a cell as a function of applied voltage, 

where a cell consists of two electrodes separated by an ionic liquid.  The voltage is 

applied to the cell in incremental steps of 0.5 mV, while the current passing through the 

cell is simultaneously measured. The voltage is cycled between positive and negative 

voltages to create a cyclic voltammogram, from which the electrochemical window can 

be found. This is the voltage range within which the cell can operate in without becoming 

damaged.  

 

 Before the cyclic voltammetry measurements could be made a suitable cell had 

to be built. The cell is held in place by Swagelok components, which restricted the lateral 

size of the cell, to a circle of 1.2 cm diameter. This constraint caused a slight change in 

the cell components described in section 4.2.3. To adhere to the size constraint the 

Figure 4.14: Schematic of ionic liquid cell structure, permalloy coated 
copper discs sandwiching filter paper soaked in ionic liquid, connected to 
the Solatron Analytical 1400-1470E 
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magnetic material was deposited onto 1.2 mm radius copper disks. However, it is not 

possible to deposit ITO in our research facilities. As a result the cell consisted of 

magnetic material/ionic liquid/ magnetic material. A 1.2 cm diameter disk of filter paper 

was saturated by the ionic liquid and sandwiched in between the two copper disks (figure 

4.14). The cell was also wrapped in polythene sheet to enclose the cell and prevent any 

shortages. 

With the cell made a voltage can then be applied in defined increments and the 

current through the cell sensed. The cyclic voltammetry measurements were made using 

a Solartron Analytical 1400-1470E, which is a multichannel potentiostat designed for DC 

characterisation of energy storage devices. Here it has been employed to characterise 

the ionic liquid cell. Voltage is then plotted against current and a voltammogram can be 

made, see figure 4.15 for an example. When the current values are virtually zero, this is 

defined as the electrochemical window. Current peaks can be seen at approximately -

2.5V and +2.5, which correspond to the reduction and oxidation of the electrode, 

respectively. Therefore it is important to operate the cell within these voltage ranges. 

	
Figure 4.15: Example of cyclic voltammogram for EMIMTFSII 
using a glassy carbon marcroelectrode 23 
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4.6 Summary 

This chapter provides the reader with a detailed understanding of the experimental 

techniques used throughout this research project. This includes sample preparation, 

magnetic characterisation, surface characterisation and electrochemical analysis. 

Further details are given about the sample dimensions and the ionic liquid cell used in 

the majority of this research project. Where necessary explanations on how to interpret 

and analyse the data have been given. After reading this section the reader should 

understand how the data has been obtained and how to interpret the data presented in 

the later results chapters 5, 6 & 7. 
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5. Voltage control of magnetic properties in 

Ni80Fe20 & Ni thin films 

5.1 Introduction 

This chapter describes an investigation of the variation of magnetic properties of Ni80Fe20 

(permalloy) and Ni upon application of a voltage to a ferromagnetic/ionic liquid interface. 

Permalloy was chosen due to its soft magnetic properties1, high magnetisation (860 

kA/m)2, ease of patterning3 and wide use in thin film technology4. The ionic liquid in this 

research is 1-Ethyl-3-methylimidazolium (EMIM+) bis(trifluoromethylsulfonyl)imide (TFSI-

), EMIMTFSI was selected due to its large electrochemical window (ECW)5 and its high 

air stability6. The applied voltage to the ferromagnet/EMITSFI was varied and the 

changes in hysteresis loop observed by magneto-optical Kerr effect (MOKE) 

magnetometry. Reversible changes of up to 80% were observed in the permalloy thin 

films and 90% changes in Ni films. Vibrating sample magnetometry (VSM) 

measurements demonstrated a variation in magnetic moment for permalloy films. The 

changes in magnetic properties were attributed to a thinning/thickening of the 

ferromagnetic films. 

5.2 Sample preparation and characterisation process 

Permalloy and Ni samples for MOKE magnetometry were prepared by thermal 

evaporation on Si wafers, 2 cm x 1 cm, at thicknesses ranging from 1 – 50 nm. The 

thicknesses of the films had been calibrated previously using an atomic force 

magnetometer (AFM) and a tooling factor calculated for a quartz crystal within the 

thermal evaporator.  
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5.3 MOKE magnetometry of ferromagnetic properties of 

Ni80Fe20 thin films 

The magnetic properties of the as-deposited films were characterised to obtain an 

understanding of the coercivity dependence on thickness. The literature survey (Chapter 

3) showed that thinner magnetic materials showed larger observed changes in magnetic 

properties7. However, reducing the thickness will eventually create a discontinuous film 

and might also challenge the sensitivity of magnetometry measurements.  

	 To investigate this, samples of permalloy thicknesses of 1 nm, 2 nm, 3 nm, 4 nm, 

5 nm and 7 nm were deposited onto Si substrates and then measured using longitudinal 

MOKE magnetometry (section 4.3.1). A 6 Hz AC magnetic field was applied and the 

hysteresis loops averaged over 500 cycles for the different sample thicknesses (Figure 

5.1). Below 3 nm no Kerr signal was detected and are therefore not shown in the figure. 

This may be due to complete oxidation of the film making it no longer ferromagnetic, the 

sensitivity of the MOKE magnetometer has been reached or the thinnest films may be 

superparamagnetic. MOKE magnetometer measurements from several locations on 

each sample were unchanged, thus ruling out the formation of non-continuous films i.e. 

island formation. The 3 nm hysteresis loop displays a poor signal-to-noise ratio, while 4 

nm and thicker show clear loops with much reduced noise.  
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From the data in figure 5.1 the values of the coercivity were extracted and are 

shown in figure 5.2. There is a clear trend in coercivity with film thickness, namely the 

thicker the film the larger the coercivity, this agrees well with previous research on 

permalloy8. Like in the entire MOKE data presented here the error in field arises from the 

Figure 5.1: Magnetic hysteresis loops with increasing Py film thickness of 3, 
4, 5 & 7nm. 

Figure 5.2: Coercivity as a function of thickness for permalloy films. 
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accuracy of the Hall probe. The MOKE data was also averaged over 500 loops, which 

reduces the effect of random measurement errors. In Figure 5.1 there is a noticeable 

offset in the hysteresis loops, this is due to a remanent magnetisation in the iron core of 

the magnet. Applying a demagnetising field to the electromagnet before each 

measurement later rectified this problem. This does not affect the data presented in 

figure 5.1 and 5.2, which demonstrate significant changes in coercivity with film 

thickness.   

	 	

	 Permalloy shows almost zero magnetocrystalline anisotropy9 and therefore 

switching properties are strongly governed by shape anisotropy. In thin films of permalloy 

the magnetic easy axis is in-plane, while the hard axis is out-of-plane. This property of 

permalloy films has been utilised in numerous proposed nanotechnology applications10. 

The anisotropy of 5 nm permalloy films was investigated by rotating the permalloy 

sample in 45-degree increments and measuring magnetic hysteresis loops. Figure 5.3 

demonstrates almost no change in the coercivity upon rotation from the long axis, which 

suggests that the film is isotropic. The small increases in coercivity at 90˚ and 270˚ have 

Figure 5.3: Coercivity with rotation away from the samples long axis for 
5nm permalloy films. 
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been attributed to a negligible anisotropy induced by small external magnetic fields in the 

growth process.  

These preliminary measurements show that film thicknesses of 5 nm or greater 

can be reliably produced and the magnetic properties measured consistently. The 

magnetic measurements show the permalloy films to be a soft magnetic material and 

display no preferred in-plane easy axis. These data agree well with the literature values 

and set a solid basis for the untreated films to draw a comparison. 

5.4 In situ MOKE magnetometry of voltage control of 

ferromagnetic properties of Ni80Fe20 films  

The magnetic properties of 5 nm permalloy films sufficiently characterised, the next step 

was characterising the magnetic films under an applied voltage. The ferromagnetic 

film/ionic liquid cell was set-up as described in section 4.2.3, with a 5 nm permalloy film. 

A slight excess of ionic liquid was used, which created enough surface tension in order to 

avoid the indium-tin oxide (ITO) coated glass from flipping over during measurements. 

Silver conducting paste was added to both electrodes to assist in a creating a good 

electrical contact; this reduced the resistance variation for different sample connections. 

Multiple laser spots were observed upon reflection from the experimental cell, however 

only one of these was discovered to be from the ferromagnetic film 

First of all positive voltages were applied, from 0 V to +4 V, where the positive 

voltage is applied to the permalloy film and the negative voltage to the ITO coated glass. 

Successive voltages were applied for approximately 5 minutes before each hysteresis 

loop was obtained (Figure 5.4). The coercivity decreased steadily with increasing applied 

voltage, although hysteresis loops remained similar in shape. Upon removal of the 

applied voltage the hysteresis loop remained unchanged, demonstrating non-volatile 

changes in coercivity. 
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Figure 5.5 shows the coercivity dependence on applied voltage directly. Over the 

voltage range investigated, the coercivity drops from approximately 320 A/m to less than 

160 A/m, a decrease of over 50%. Also shown for each voltage is the fractional Kerr 

signal, ΔK/Kave, which is proportional to magnetic moment and therefore allows 

identification of qualitative changes in relative magnetic moment between voltages.11 

Here ΔK is the difference in Kerr signal at the maximum positive and negative applied 

fields (i.e. Kmax- Kmin) and Kave is the average Kerr signal in each hysteresis loop. ΔK/Kave 

(taken from the non-normalised data) was observed to follow a similar decrease with 

applied voltage as seen with coercivity (Figure 5.5), implying a decrease in the film’s 

magnetic moment. The decrease in both coercivity and magnetic moment is consistent 

with a thickness decrease. The value of ΔK/Kave at 0 V is not shown because the MOKE 

magnetometer was realigned between measurements. 	

		

 

Figure 5.4: Magnetic hysteresis loops upon application of a positive voltage 
to a 5nm permalloy film. 
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To further investigate the voltage control of ferromagnetic properties time-

dependent measurements were carried out. First of all the cell was prepared as 

previously and no voltage applied to ensure there were no chemical reactions taking 

place on the film surface. As shown in figure 5.6 there is very little change in hysteresis 

upon exposure to the ionic liquid with no voltage applied. This identifies the voltage as 

the cause of the change in magnetic properties.  

	

	

	

	

 

 

Figure 5.5: Coercivity, Hc, and ΔK/Kave with increasing positive voltage 
applied to a 5nm permalloy film. 

Figure 5.6:  Magnetic hysteresis with time after exposure of 5nm permalloy 
film to ionic liquid at 0 V. 
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Time dependent measurements with a voltage applied were then investigated. 

Voltages of +1 V, +2 V, +3 V and +4 V were applied and hysteresis loops measured at 2-

minute intervals (Figure 5.7). The coercivity at +1 V decreases only slightly over a 40-

minute measurement, while +2 V shows an initial decrease before levelling off. At the 

higher positive voltages, +3 V and +4 V, there is a much more pronounced decrease in 

coercivity displaying an almost linear response with time. After applying +4 V for 15 

minutes a magnetic signal could no longer be detected by the MOKE magnetometer, 

suggesting the thin film was no longer magnetic. The sharp initial decrease at +3 V and 

+4 V is not fully understood and further work is required to understand this process. 

Fitting linearly to the +3 V and +4 V plots gives decreases in coercivity of 4 A/m/minute 

and 14 A/m/minute, respectively. This means that voltage and exposure time to applied 

potentials both control the films’ properties. 

	

 
Figure 5.7: Coercivity with respect to time for increasing voltages +1 V, 
+2V, +3 V, and +4 V applied to a 5nm permalloy film. 
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The ΔK/Kave values were calculated for the same data set (Figure 5.8). At all 

voltages the ΔK/Kave signal decreases, indicating a decrease in magnetisation and film 

thickness. At lower voltages, +1 V and +2 V, the decrease is small and the rate of 

decrease slower, while at higher voltages, +3 V and +4 V, the magnetisation decrease is 

larger and more rapid. The slight increase at 20 minutes for +1 V is attributed to MOKE 

magnetometer realignment.   

 

 

Using a fresh 5nm permalloy sample the experiment was repeated, but with 

voltage cycled from 0 V to +4 V to -4 V followed by a subsequent cycle of +3 V to -4 V. A 

multimeter was placed in series to measure current passing through the cell; this 

provided an overview of electrochemical processes and verified the electrical contact 

connection. The voltage was increased in 1 V steps and was maintained at the defined 

voltages for 5 minutes before MOKE measurement. Example hysteresis loops are shown 

in figure 6.9. From 0 V to +4 V (a → b) there is a similar drop in coercivity as shown 

above, accompanied by a slight increase in noise due to a reduction in Kerr signal. The 

coercivity continued to decrease upon reducing the voltage back to 0 V (b → c), this is 

Figure 5.8: ΔK/Kave with time for increasing positive voltage, +1 V, +2 V, +3 
V and +4V applied to a 5nm permalloy film. 
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due to the exposure time effect displayed earlier. Reversing the voltage polarity to -4 V 

remarkably increased the coercivity by 59% from the value at 0 V (c → d). 

	

Plotting the coercivity data from the experiment (Figure 5.10) further 

demonstrates the steady decrease in coercivity on application of a positive voltage (0 V 

→ 4 V). While reducing the positive voltage the coercivity continued to decrease as 

demonstrated in figure 5.9, however at a much slower rate that in the previous +4 V 

regime. Once the voltage reached -4 V the coercivity started to increase, upon leaving 

the voltage at -4 V for a further 4 minutes the coercivity continued to increase. This effect 

is very similar to the time exposure measurements in figure 5.7, however this time the 

coercivity is increasing.  Cycling the voltage back to 0 V the coercivity ceased to 

increase. 

Figure 5.9: Magnetic hysteresis loops of 5 nm permalloy film under a 
sequence of voltages 0 V → +4 V → 0 V → -4 V, (a → d). 
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	 The current plot on figure 5.10 displays large current peaks at voltage values of 

+4 V and -4 V, which are the voltages at which the largest changes in coercivity are 

observed.  The current peaks indicate the passage of charge, which could be via 

oxidation or reduction of the permalloy film. This gives a useful insight into the potential 

mechanisms involved in the observed changes in magnetic properties. However a more 

in depth analysis into the electrochemical nature of the cell will be required, along with 

surface characterisation.  

	 	

	

Figure 5.10: Coercivity of 5 nm permalloy film and current through cell for a 
sequence of voltages, 0 V → +4 V → -4 V → 0 V, with an extended 
exposure of 4 more minutes at -4V. 
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 After cycling the cell through 0 V → +4 V → -4 V → 0 V, the sample was further 

cycled through 0 V → +3 V → 0 V → -4 V. The immense changes observed on this 

secondary cycle are displayed in figure 5.11. The 0 V hysteresis loop shows low noise 

and clear coercivity, applying a positive voltage created a lot of noise which continued 

upon reduction to 0 V. For these positive voltages there was a large uncertainty in 

coercivity and the Kerr signal was much reduced. Upon reducing the voltage to -4 V 

there is a marked improvement of magnetic hysteresis loop quality, with a clear 

measurable coercivity and much less noise. This further demonstrates the control and 

reversibility of ferromagnetic properties displayed in the first cycle. 

	 	

	

Figure 5.11: 2nd cycle of 5nm permalloy ionic liquid cell from 0 V → +3 V → 
0 V → -4 V, after previous exposure to +4 V and -4 V. 



	 122	

	

The ΔK/Kave data was again extracted from non-normalised data to observe the 

relative changes in magnetisation of the (originally) 5 nm permalloy film (Figure 5.12). As 

previously, ΔK/Kave steadily dropped upon applying a positive voltage but reversing the 

polarity on the first cycle steadily increased the ΔK/Kave ratio and continued increasing 

with time. The second cycle again displayed a decrease upon application of a positive 

voltage with the negative voltage then restoring the ferromagnetic properties somewhat. 

To characterise the cell further, a fresh 5 nm permalloy cell was prepared and a 

negative voltage applied first, followed by a positive voltage. The results plotted in figure 

5.13, show that from 0 V to -3 V there was no distinct change in coercivity or hysteresis 

loop shape. At -4 V the hysteresis loop becomes much more square and the coercivity 

decreased by a significant amount. This result is a great contrast to earlier experiments 

where upon applying a negative voltage the coercivity increased and the hysteresis 

shape stayed relatively similar. The change in hysteresis loop shape implies a change in 

the switching mechanism, which in addition could vary the coercivity.  

Figure 5.12: ΔK/Kave of 5nm permalloy film upon cycling the voltage  0 V → 
+4 V → -4 V → +3 V → -4 V. 
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 The voltage applied to this sample was then reduced to 0 V and positive 

voltages applied (Figure 5.14). On returning the voltage back to 0 V the coercivity 

steadily increased. Applying a positive voltage the coercivity continued to increase and 

the hysteresis loop started to resemble the shape of the virgin state sample at 0 V. 

Increasing the voltage to +3 V removed the Kerr signal and no hysteresis was observed. 

The cause of these changes is difficult to understand from magnetic measurements 

alone but it is clear that the process involved upon applying a negative voltage is 

reversed upon applying a subsequent positive voltage.  

	

Figure 5.13: Magnetic hysteresis in 5 nm of permalloy thin film upon 
application of a negative voltage. 
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Extracting the Kerr signal from the raw data and calculating the fractional MOKE 

signal reveals data related to the relative magnetisation. The data for the fractional Kerr 

signal (Figure 5.15) showed an increase for negative voltages, a relative increase in 

magnetic moment, which agrees with the previous demonstration. The relative magnetic 

moment then decreased upon reducing the voltage and applying a positive voltage, this 

again agrees with the data shown previously. The coercivity data however displays the 

opposite trend to that observed previously. The inconsistencies in the coercivity trends 

suggest a slightly more complex process than originally anticipated.  

	

	

	

Figure 5.14: Magnetic hysteresis of 5 nm permalloy film upon decreasing 
negative voltages and switching the voltage polarity after previous 
exposure to -4 V. 
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The kinetics of this process were investigated by applying -4 V to a fresh 5 nm 

permalloy film and measuring hysteresis loops at regular intervals along with a measure 

of the current passing through the cell.  The coercivity dropped immediately upon 

application of -4 V but then remained approximately constant for over an hour (Figure 

5.16). Once the voltage was removed the coercivity returned to close to the original value 

indicating a volatile effect. This suggests a different process is behind the changes and 

could be related to the positive ionic liquid ions causing an alternative effect than the 

negative ions.  This result is in stark contrast to the time course measurements at +4 V 

where the coercivity quickly reduced and after 20 minutes there was no magnetic signal 

remaining (Figure 5.7 & 5.8). These results demonstrate the importance of the sequence 

of the applied voltages and the polarity and could open further opportunities for voltage 

control of magnetic properties. 

	

	

  

Figure 5.15: Fractional Kerr signal and coercivity for sequence of voltages 
applied to a 5nm permalloy film, 0 V → -4 V → +2V. 
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5.5 Vibrating sample magnetometry of Ni80Fe20 films 

Vibrating sample magnetometry (VSM) measurements were performed on 5 nm 

permalloy films previously exposed to a sequence of voltages. The VSM characterisation 

and sample preparation is described in detail in section 4.3.2. VSM is a key technique 

that provides a measurement of the magnetic moment and is widely used in magnetic 

characterisation of thin films. 

	 In these experiments each sample was left at voltages for 10 minutes before 

increasing the voltage or terminating the experiment. For all of these results the 

magnetisation was divided by the sample volume to give magnetisation per unit volume. 

Upon increasing the voltage to +3 V the magnetisation was decreased by approximately 

35% of the value at 0 V (Figure 5.17). The magnetisation value at 0 V is approximately 

25% lower than the value of data book values for permalloy.  

Figure 5.16: Coercivity of 5nm permalloy film upon application of -4 V for an 
increasing length of time, the final data point is after the voltage was 
removed and the sample had been washed and replaced. 
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Upon reversing the voltage to negative voltages the magnetisation continues to 

decrease until -4 V is reached, whereby the magnetisation increases by 120% of the 

value at -3 V. The continual substantial decreases in magnetic moment up to -3 V is in 

contrast with the MOKE data (Figure 5.12) which showed an unchanged magnetisation 

between 0 V and -3 V. The VSM and MOKE data do agree upon a strong increase in 

magnetic moment and magnetisation at -4 V. 

 

 

	

	  A potential cause for the changes in magnetisation is a thinning/thickening of the 

permalloy layer by oxidation driven redox reactions. In the calculation of the 

magnetisation of these films the thickness is assumed to be a constant 5 nm, however 

Figure 5.17: VSM generated hysteresis loops showing magnetic moment 
per unit area of permalloy film as a function of applied field after exposure 
to a sequence of voltages while part of a permalloy/EMIMTFSI/ITO cell; all 
cells were dismantled and all films washed in IPA prior to VSM 
characterisation. The voltage sequence passed from (a) 0 V to +3 V and 
subsequently to (b) -4 V; all negative voltages had prior exposure to +3 V 
for 5 minutes. 
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this may not be the case as permalloy is prone to oxidation upon exposure to the 

atmosphere. It is possible to estimate the permalloy thickness of the films under test by 

dividing the raw magnetisation data by the area of the permalloy and permalloy 

magnetisation of 830 kA/m.1 The results of this calculation are shown in figure 5.18. This 

shows the permalloy thickness decreasing with increasing positive voltage and a 

subsequent increase in permalloy thickness upon reversing the polarity to -4 V. The 

results show a decreased thickness even at no exposure, suggesting the films become 

oxidised upon removal form the evaporation chamber. These results agree with the 

trends demonstrated in the earlier MOKE measurements and clearly show a permalloy 

thinning/thickening via a voltage induced redox effect.  

 

 

Although great care was taken to ensure that the films were exposed for the 

same durations of time, it may be that there was some slight variation. As demonstrated 

in figures 5.7 & 5.8, exposure time has a strong effect on magnetic properties, 

particularly at larger voltage magnitudes.  

Figure 5.18: Calculated permalloy thickness as a function of voltage using 
VSM data 
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5.6 In situ MOKE magnetometry of voltage control of 

magnetic properties of Ni films 

This section describes the variation of magnetic properties of thin films of Ni upon 

application of a voltage to a Ni/ionic liquid interface. The experiments are similar to those 

discussed in the previous section with the Ni80Fe20 switched for a Ni film and were 

carried out to compare the changes in magnetic properties of the two materials.  

	 The voltage control of magnetic properties in Ni films has been demonstrated 

previously using magnetoelastic coupling between a ferromagnetic film and piezoelectric 

film12,13. However, little research has been conducted into the voltage control of magnetic 

properties of Ni via a redox reaction 	

The Ni thin films were grown using the same evaporation technique. Film 

thicknesses of 2 nm, 3 nm, 4 nm, 5 nm and 6 nm were grown and characterised 

magnetically using MOKE magnetometry.  

	 Figure 5.19-5.23 shows MOKE hysteresis loops for films of different thicknesses. 

There is a clear magnetic hysteresis at thicknesses of 6nm and 5nm (Figure 5.19 & 

5.20). However, below 5nm there is almost no magnetic signal detected by the MOKE 

magnetometer. It is possible that below 5nm there is no longer a continuous film and 

therefore a much reduced Kerr signal. Similar thickness limitations were demonstrated 

for permalloy films earlier chapter 5. The following data therefore focus on 5nm thick Ni 

films in an effort to increase surface effects and obtain larger changes in magnetic 

properties.  
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Figure 5.19: Magnetic hysteresis of 6 nm Ni film. 

Figure 5.20: Magnetic hysteresis of 5 nm Ni film. 

Figure 5.21: Magnetic hysteresis of 4 nm Ni film. 
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The ionic liquid cell was created using the same method described in section 

4.2.3. The voltage applied to the electrochemical cell increased in steps of 0.2 V up to 

+3.2 V, and left at each voltage for 2-3 minutes. The coercivity of the Ni film decreased 

with increasing applied voltage (Figure 5.24 & 5.25) and was reduced by 90% for an 

applied voltage of +3.2V from its initial value. Above potentials of +3.2 V the MOKE 

magnetometer could no longer detect a magnetic response from the film. 

Figure 5.22: Magnetic hysteresis of 3 nm Ni film. 

Figure 5.23: Magnetic hysteresis of 2 nm Ni film. 
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Using the raw Kerr voltage data it was possible to calculate the fractional Kerr 

signal, as in section 5.4 for permalloy (Figure 5.26). The fractional Kerr signal gives a 

relative measurement of magnetisation between samples. Ni has a lower magnetisation 

than permalloy and this is demonstrated by the lower fractional Kerr signal. The relative 

Figure 5.24: Magnetic hysteresis loops of 5nm Ni film within EMITSFI 
electrochemical cell as a function of applied voltage. 

Figure 5.25: Coercivity of 5nm Ni film within EMITSFI electrochemical cell 
as a function of applied voltage. 
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magnetisation of the Ni film started to decrease at +2 V until +3.2 V where there largest 

decrease took place. The low value of fractional Kerr signal at 0 V is attributed to a 

change in MOKE magnetometer alignment. The changes in fractional Kerr signal and 

coercivity show significant correlation and suggest the two changes are related.  

	

The experiment was repeated using fresh samples with the maximum positive 

voltage reduced to +2.4 V to maintain a reasonable coercivity in the Ni film, and the 

voltage subsequently reduced to 0 V (Figure 5.27). The results again showed a steady 

decrease in coercivity with increasing positive voltage, decreasing by 20% over the 

voltage range used. Upon reducing the voltage the coercivity continued to decrease until 

the voltage was lower than +2 V, at which point the coercivity remained approximately 

constant. 

	

 

Figure 5.26: Fractional Kerr signal as a function of voltage. 
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Using a fresh 5 nm thick Ni film in a new cell, the voltage was increased to +2 V and 

reversed to -2 V and then repeated, with the cell left at each voltage for approximately 5 

minutes. Increasing the voltage to +2 V again reduced the coercivity (Fig. 5.28) but here 

reduced by 57% from the initial value due to the longer exposure time used here, 

previously 2-3 minutes. Reversing the voltage polarity to -2 V subsequently increased the 

coercivity, which continued to increase at 0 V. This partially restored the coercivity by 

32% at 0 V. Once the voltage had reached +2 V the coercivity decreased again. 

Repeating the voltage cycle saw further reductions in coercivity, although far less 

significantly than in the initial cycle.  

	

	

	 	

	 	

Figure 5.27: Coercivity of 5 nm Ni as applied voltage is increased to +2.4 V 
and then returned to 0 V. 
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The time dependence of the electrochemical change in Ni was investigated by 

applying +2 V to the test cell and MOKE hysteresis loops obtained at 2-minute intervals 

for 20 minutes.  A sharp decrease in coercivity to 90 % of its original value occurred over 

the first 6 minutes. After which the hysteresis loops greatly deteriorated and gave 

unreliable coercivities (Fig. 5.29).  The low initial coercivity of this data is attributed to a 

variation in the sample shape.  

 

 

 

 

 

 

 

Figure 5.28: Magnetic coercivity of 5nm Ni films within EMITSFI 
electrochemical cell as a function of applied the voltage. 

Figure 5.29: Time-dependent hysteresis loops of 5nm Ni film held at +2 V 
within EMITSFI electrochemical cell. 



	 136	

Using 7 nm and 9 nm thick Ni films allowed the influence of initial film thickness 

on the magnetic response of films in the electrochemical cell to be investigated. The 7 

nm thick film (Fig. 5.30) showed a similar response to the 5 nm films (Fig. 5.25), with a 

gradual decrease in coercivity with increasing positive voltage until it dropped away 

sharply with no magnetic response observed for +4 V.  This is a higher voltage than that 

at which magnetic properties were removed in the 5 nm thick Ni (Fig. 5.25). The 

coercivity of the 9 nm thick film (Fig. 5.31) changed little up to applied voltages of +3 V 

but, again, no magnetic response was observed for applied voltages of +4 V. This 

response of the thicker film demonstrates a reduced sensitivity to the electrochemically-

induced changes in effective magnetic thickness up until a voltage when the entire film 

(or vast majority of it) is oxidised. 

 

	

	

		

Figure 5.30. Coercivity as a function of voltage for Ni cells with  a thickness 
of 7 nm. 
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5.7 Conclusion 

This chapter has demonstrated and explored the tuning of magnetic properties of 

permalloy and Ni films. Upon application of low voltages to a ferromagnetic/ionic liquid 

cell interface, large relative changes in coercivity and magnetisation of the ferromagnetic 

films were observed.  These changes could be partially reversed upon reversing the 

voltage polarity. It was also found that exposure time had a strong influence on the 

change in coercivity.  VSM measurements demonstrated a variation in magnetisation of 

permalloy films after voltage application, calculations also showed a decreased 

permalloy thickness that further decreased upon application of a positive voltage. 

Reversing the voltage polarity consequently increased the permalloy thickness. These 

results confirmed a non-volatile effect, an important property for potential applications.  

 The magnetic data also showed that the magnitude of the voltage increased the 

rate of decrease in magnetic properties. This is attributed to the voltage magnitude 

Figure 5.31. Coercivity as a function of voltage for Ni cells with  a thickness 
of 9 nm. 
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increasing the oxidation/reduction rate of the cell. Further, when the cell was first 

exposed to a negative voltage a sharp switching field was observed. This is thought to 

be caused by a reduction reaction causing oxygen impurities in the film to be removed 

and thus removing potential pinning sites. Future experiments will be required to fully 

characterise this phenomenon. The permalloy and Ni data demonstrate similar results 

which is to be expected due to the composition of permalloy.  Controlling magnetic 

properties of thin films allows scope for use in tuneable magnetic devices. This result 

provides a demonstration of this and hopes to provide an insight into the mechanisms 

behind this process.  
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6. X-ray photoelectron spectroscopy (XPS) & 

cyclic voltammetry of Ni80Fe20 & Ni thin films 

6.1 Introduction  

To understand the mechanisms behind the observed changes in magnetic properties 

reported in the previous chapter, X-ray photoelectron spectroscopy (XPS) and cyclic 

voltammetry measurements were carried out. XPS provides an elemental analysis for 

depth ranges of 5-10 nm. Other techniques such as scanning electron microscope 

(SEM) and energy-dispersive X-ray spectroscopy (EDX) were attempted but signals 

were impossible to distinguish over that of the silicon substrate.  

	 Prior to XPS analysis the 5 nm pemalloy samples were exposed to a variety of 

voltages and were washed in isopropanol to remove any remaining ionic liquid. The 

samples were then measured using XPS in three separate locations to remove the effect 

of random defects. XPS spectra were obtained from samples exposed to 0 V to +3 V, 

and from -1 V to -4 V after having previously been exposed to +3 V, all in the presence of 

the ionic liquid. The reader is referred to section 4.4 for instrument and measurement 

details. The data were analysed using CASAXPS software, the high-resolution peaks 

were deconvoluted with guidance from peak fitting parameters from the literature1–4. In 

this results chapter the fitting protocol and parameters will be explained in more detail for 

each high-resolution spectra data set. In this chapter only the key XPS spectra are 

presented, while all XPS spectra are shown in the appendix. When a figure is referred to 

that is located in the appendix the notation used will be Figure A1.1 for example, which 

will refer to appendix section one figure 1. 
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Cyclic voltammetry measurements characterised the ferromagnetic ionic liquid 

cell and provided key information such as the electrochemical window of the cell and 

redox potentials for both permalloy and Ni ionic liquid cells.  

6.2 Survey spectra 

The survey spectra displayed in this section were fit using the Element Library in the 

CasaXPS software. In the first example, Figure 6.1 shows a 0 – 1400 eV survey 

spectrum for a permalloy film at 0 V with the peaks identified. The spectrum shows clear 

Ni peaks, with the lower binding energy peaks corresponding to Ni 3s and Ni 3p, and 

higher binding energy peaks corresponding to Ni 2s and Ni 2p, where Db corresponds to 

an energy doublet. There is also an Auger peak, Ni LMM, which further confirms the 

presence of Ni. The spectrum shows that Fe peaks are also present, demonstrated by 

the Fe 2s and Fe 2p peaks and again by the Fe LMM Auger peak. The Fe peaks are not 

as intense as the Ni peaks due to the atomic ratio of Ni to Fe in permalloy (80:20). 

Indeed, calculation of the sample stoichiometry gave a Ni:Fe ratio close to 80:20. 

		 	

	
Figure 6.1: XPS survey spectrum of 0 V sample with peaks identified by the 
CasaXPS element library and Fe & Ni LMM and O KLL represent Auger 
peaks. 
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Figure 6.1 shows high intensity peaks for O and C; these peaks are common in 

XPS analysis and correspond to adventitious carbon contamination from exposure to the 

atmosphere5. The adventitious material is made up of carbon bonded to oxygen and is 

reported to have a thickness of 0.6 ± 0.2nm6, which is a substantial proportion of the 

samples being analysed (12 %). XPS is extremely surface sensitive and therefore will 

show strong signal intensity for the adventitious carbon.	

	 Another set of peaks in the spectra are Si peaks identified at low binding energies 

and generated from the Si substrate underneath the permalloy film. Finally, it is possible 

to see some secondary peaks, most noticeably after the C 1s and O 1s peak; these are 

known as loss peaks and are not to be confused with elemental data. The peaks 

displayed at the very low binding energies correspond to the same elements already 

mentioned and have not been identified on the figure for clarity. 

Upon increasing the positive voltage the survey spectra show the clear 

appearance of fluorine, sulphur and nitrogen peaks, indicated by F 1s, S 2s, S 2p, N 1s 

and a N Auger peaks at a higher binding energy (Figures A1.1-4 & Figure 6.2). The 

appearance of these elements comes from the negative ion of the EMIMTFSI ionic liquid 

that contains fluorine, sulphur and nitrogen. This demonstrates that the ionic liquid 

cannot be completely removed from the surface by washing with isopropanol for a 15-

minute period. The increase in relative intensity of F, S and N at +3 V suggests that 

these elements are penetrating further into the film and occupy a higher percentage of 

the film resulting in an increase in peak intensity. The increased penetration could be 

explained due to the larger electrostatic field generated at the interface. From the survey 

spectrum it is difficult to see whether the ionic liquid is adsorbed onto the surface or 

alternatively that it is mixing with the permalloy film. The O 1s and C 1s peaks showed 

minimal change with increasing positive voltage. At +3 V (Figure 6.2) the C peak 
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appeared to increase in relative intensity compared to the O peak; this could be due to 

the ionic liquid presence. 

The Ni LMM, Ni 2p doublet and Fe 2p doublet peaks showed a decreasing 

intensity for increasing positive voltage. The largest reduction in relative intensity 

compared to the 0 V spectrum was at +3 V, where the most marked changes in magnetic 

properties were also observed (e.g. Figure 5.4). 

 

 

 

The following negative voltage samples have all previously been exposed to +3 V 

and should therefore be compared in relation to Figure 6.2. Upon application of a 

negative voltage the elements from the negative ions in the ionic liquid (N, F, S) 

appeared to show a small decrease in intensity, this is thought to be due to the reversal 

of the electric field at the interface causing the negative ions to move to the positive 

Figure 6.2:  XPS Survey spectrum of +3 V sample, which displays the 
additional peaks of F, N & S. 
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indium-tin oxide (ITO) electrode (Figures A1.5-8) & 6.3). At -3 V and -4 V In appeared in 

the spectrum, which has been deposited from the ITO electrode (Figure 6.3). 

At low negative voltages of -1 V and -2 V (Figures A1-.5 & 1.6) the O 1s and C 1s 

peaks showed a ratio close to 2:1, in contrast to the 1:1 ratio displayed at +3 V (Figure 

6.2). At larger negative voltages of -3 V and -4 V the O 1s and C 1s peaks return closer 

to a 1:1 ratio (Figure A1.7 & 6.3). It is unclear from the survey spectra what could be the 

cause for these changes; it is unlikely that the adventitious material would change by 

such a significant amount from sample to sample. The high-resolution spectra will help in 

explaining this result.  

The Ni and Fe peaks showed little change upon switching the voltage polarity, 

apart from -3 V and -4 V, where In has been deposited on the surface and thus reduced 

the Ni and Fe signal. 

 

 Figure 6.3:  XPS Survey spectrum of -4 V sample, which displays the 
additional peaks of In from the Indium-Tin Oxide coated glass. 
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The survey spectra give an approximate idea of the atomic percentage of 

elements present at the surface of the film. The atomic percentage is calculated by 

dividing the peak area of a region by the relative sensitivity factor (RSF), which is then 

compared to other peaks in the spectrum. The RSF is specific to transitions within the 

electronic structure and has been adapted when investigating regions concerning 

doublets or singlet peaks. The atomic percentage was calculated in three different places 

on the sample and the results averaged for each voltage. 

 

The variation in atomic percentage was plotted against voltage and can be see in 

figure 6.4 for carbon and oxygen. The atomic percentage of C increases with positive 

voltage, while the atomic percentage of O decreased. On applying a negative voltage the 

C and O atomic percentages returned close the values at 0 V, while further increasing 

the voltage magnitude to -3 V and -4 V created large variation in atomic percentage. 

These changes could be due to variations in adventitious carbon species or a chemical 

change happening at the surface. It appears that the C atomic percentage is dependent 

on the O atomic percentage, with an increase in C linked with a decrease in O. The 

Figure 6.4: Atomic percentage at the surface of 5 nm permalloy film with 
applied voltage. 
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errors bars presented on this graph were calculated from the standard deviation 

generated by the CasaXPS software. 

  

 The data in figure 6.5 shows the variation in atomic percentage for the other 

elements present at the film surface, including Ni, Fe, N, F, Si, S and In. On applying +1 

V there was a sharp decrease atomic percentage of Ni and a sharp increase in Si, this 

may indicate a thinning of the permalloy film. The Ni then showed an increase in atomic 

percentage at the surface on application of a negative voltage, which then plummeted 

after -3 V and -4 V with the presence of In on the film. It is important to mention that it is 

likely that these films are inhomogeneous with the formation of oxides and adventitious 

carbon; this has a large effect on the RSF, which can lead to inaccurate atomic 

percentage values. In addition, the significant overlap of peaks around the Ni 2p energy 

range make it difficult to identify a suitable background, which can also lead to errors in 

atomic percentage. The difficulty in using a suitable background will be further explored 

in the Ni 2p energy range section of this chapter. The Fe atomic percentage mimics the 

Figure 6.5: Atomic percentage at the surface of 5 nm permalloy film with 
applied voltage, for the elements Ni, Fe, Si, N, F, S & In. 
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behaviour of the Ni data, this agrees well with the atomic ratio of the permalloy (80:20). 

The remaining elements show little change throughout voltage exposure. 

The atomic percentage values displayed in the survey scans are approximate 

due to the changes in RSF from the inhomogeneity of films analysed. Subsequent high-

resolution narrow XPS scans present a more accurate representation of the films and are 

shown in the following sections. The high-resolution narrow scan spectra allow a more 

thorough analysis of the film surface, providing bond chemistry and oxidation chemistry.  

6.3 High-resolution spectra fitting of O 1s, Ni 2p and Fe 

2p energy range 

Analysis of the O 1s, Ni 2p and Fe 2p energy range spectra provides a strong insight into 

the oxidation at the film surface; this can help to explain the observed changes in 

magnetic properties. The fitting process of the spectra for each of these three elements 

is combined in the following sub sections to give the reader a greater insight into the 

complexities of the fitting process and an explanation for how the conclusions were 

reached. 

 The 0 V spectra presented in this section were fit using the preliminary 

description provided in section 4.4.1, including the initial calibration of the carbon 1s 

peak applied to the rest of the spectra and the setting up of a quantification region 

including background. Following this general initial step, an element specific fit was 

made for each high-resolution energy spectra and this then propagated for all voltage 

values. Where the fit is more complex, for example Ni spectra, greater detail will be given 

of the fitting process. 

6.3.1 Fitting analysis of O 1s high-resolution spectra 

The first spectra to be analysed is the O 1s spectra at 0 V. An initial assessment of the O 
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1s spectra clearly shows two peaks at approximately 529.5 eV and at 531.5 eV. Using 

the CasaXPS element library the large peak at 531.5 eV was identified as a hydroxide or 

lattice oxide peak, where lattice oxides are metals with periodic oxygen impurities. A 

limitation of the CasaXPS element library is the lack of data for fitting oxides peaks; 

therefore a literature search was carried out for XPS analysis of Nickel-Iron films. 

Biesinger et al.2 used XPS to analyse high-purity powder and metal samples of Ni, NiO, 

NiFe2O4, Ni(OH)2 and Fe. Using the research paper as a guideline, it was possible to 

identify the peak at 529.5 eV as a lattice oxide and an initial fit was attempted. However, 

the fit did not match the spectra because there remained a feature unaccounted for 

around 532.8 eV, which is linked to water and other organic species. With all the peaks 

identified it is then necessary to apply constraints to the fit, such as line shape peak 

position and FWHM. The line shape used was GL (30) (Gaussian and Lorenztian (70% 

and 30%)); it can be assumed that this line shape was used for all spectra unless 

specified otherwise. The fitting parameters used throughout this chapter for O 1s peaks 

can be seen in Table 6.1. The “Fit Components” function of CasaXPS can also be used 

to improve the fit using a least squares fitting approach, this reduces the residual to close 

to unity for each fit, while remaining within the applied constraints. 

The constraints described in table 6.1 allow for variation to account for the 

different oxide materials present and a less restrictive fitting process. The O 1s data in 

figure 6.6a for the 0 V sample shows the three main peaks, attributed to lattice oxides, 

hydroxides/lattice defects and water/organic species. Literature from similar systems 

suggest the lattice oxides could be NiO, FeO, Fe2O3, NiFe2O4 or Ni2O3, the hydroxide 

material could be Ni(OH)2, Fe(OH)2, Fe(OH)3, Ni3O2(OH)4 or Fe2O3.xH2O1,2,4. 
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Lattice oxide Hydroxide, hydrated or 
defective oxide 

Water or organic 
oxygen 

Peak Position 
(eV) 

FWHM Peak Position (eV) FWHM Peak Position 
(eV) 

FWHM 

529.6 - 529.4 0.8 - 

1.3 

531.1 - 531.8 1.5 - 2.3 533.5 - 532.9 1.2 - 

2.0 
 

Table 1: O 1s fitting parameters for XPS spectra, including peak position range and 
FWHM for lattice oxides, hydroxide, hydrated or defective oxide and water or organic 
oxygen. 

	

6.3.2 Fitting analysis of Ni 2p high-resolution spectra 

The information learnt from the O 1s spectra can now be utilised in the fitting 

process of the metallic spectra, for example metallic oxides and hydroxides can be 

expected. When analysing the Ni 2p energy range, only the Ni 2p3/2 feature was 

inspected to reduce the complexity of the deconvolution (figure 6.6b); the relative 

sensitivity factor was altered to reflect this. However, when selecting a quantification 

region the whole Ni 2p range was considered, this allowed the whole 2p3/2 spectra to be 

analysed. In this case a Shirley background was used, including an offset at the start of 

the spectra, initially set to 6 x 103 counts per second2. The Shirley background is where 

the background signal is proportional to the total peak area above the background in the 

lower binding peak energy range. 

First of all the prominent peak at 852.3 eV was identified as Ni metal by the 

CasaXPS element library. Following consultation of the XPS analysis of standard Ni 

metal samples, plasmon loss and satellite peaks were identified at approximately 855.9 

eV and 858.3 eV respectively and the identified constraints applied. The constraints 

applied here include peak position, FWHM, line shape (L. Sh) and percentage area. For 

Ni metal the line shape was chosen as LA(1.1,2.2,10) in line with research on standard 
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metal samples. LA(1.1,2.2,10) describes an asymmetric line in the form, LA (α,β,m), 

where α and β describe the spread of the tail either side of the Lorentzian component, 

while m describes the width of the Gaussian used to convolute the Lorentzian curve1. 

Plasmon peaks occur due to a specific loss of energy from an interaction between 

emitted photoelectrons and conduction band electrons, while satellite peaks occur due to 

the emission of photoelectrons from an excited state within the material system. 

	The initial fit of the spectrum clearly showed unidentified peaks at approximately 

856 eV and 861 eV. The O 1s spectra clearly identified a lattice oxide on the sample 

surface. After searching the literature for oxidation of permalloy films NiO and NiFe2O4 

were identified as typical metallic oxides found on permalloy films4. These lattice oxides 

also have binding energies close to those identified earlier. The fitting parameters for 

these lattice oxides were then added to the Ni 2p spectrum, along with the appropriate 

constraints from standard high purity samples as identified by Biesinger et al1. Applying 

these components and constraints greatly improved the fit to the spectra, as 

demonstrated by a marked reduction in the residual. This suggests that during growth a 

NiO layer is created above the permalloy layer due to oxygen in the air. This leaves a Fe 

rich layer underneath the NiO, which generates the NiFe2O4 at the expense of the 

permalloy. This would reduce the permalloy film thickness and therefore reduce the 

expected magnetisation, showing further evidence for the thinning effect observed in 

chapter 5. 

However, there were still areas in the spectra that were left unaccounted for 

where the residual was much larger than unity. Again, from the O 1s spectrum, which the 

main peak was identified as hydroxide and defect oxides, which could refer to the defect 

lattice oxides already identified or also Ni(OH)2. This nickel hydroxide could be attributed 

to contributions from the surrounding water in the air4. Once these components along 

with their constraints had been applied to the Ni 2p spectrum, the fit closely matched the 
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data as demonstrated by a much-reduced residual that approached unity. All of the fitting 

parameters used for the Ni 2p spectrum can be seen below in table 2. These fitting 

parameters were then propagated to all the Ni 2p spectra. There are some variations in 

FWHM between Biesinger et al.2 and the parameters here due to the difference in pass 

energy.
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Compound Peak 1 

(eV) 

Percentage of 

total area (%) 

Peak 1 

FWHM (eV) 

∆ Peak 2 – 

Peak 1 (eV) 

Percentage of 

total area (%) 

Peak 2 

FWHM (eV) 

∆ Peak 3 – 

Peak 1 

(eV) 

Percentage 

of total 

area (%) 

Peak 3 

FWHM 

(eV) 

Ni Metal 852.25 81.2 1.03 3.65 6.3 2.0 

 

6.03 12.5 3.48 

NiFe2O4 854.90 17.3 1.85 1.52 38.2 3.5 6.93 38.5 5.0 

NiO 853.8 

 

14.3 0.8 1.71 44.2 3.3 7.15 34.0 3.3 

Ni(OH)2 854.4 7.4 1.0 

 

 

0.77 45.3 2.38 2.79 3 2.1 

	

Compound ∆ Peak 4 – 

Peak 1 (eV) 

Percentage of 

total area (%) 

Peak 4 

FWHM (eV) 

∆ Peak 5 – 

Peak 1 (eV) 

Percentage of 

total area (%) 

Peak 5 

FWHM (eV) 

NiFe2O4 10.22 2.8 3.5 12.49 3.2 3.1 

NiO 10.25 3.6 2.9 12.63 3.9 3.0 

Ni(OH)2 6.58 39.2 5.0 

 

 

11.54 3.7 3.5 

Table 2: Ni 2p3/2 fitting parameters for XPS spectra for Ni metal, NiFe2O4, NiO and Ni(OH)2, where percentage of total area is related to the 

specified compound and ∆Peak changes are the difference in subsequent peak binding energies in eV.
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6.3.3 Fitting analysis of Fe 2p high-resolution spectra 

Finally, the fitting analysis of the Fe 2p spectra can be investigated. Once again only 

the Fe 2p3/2 spectra was analysed to reduce the complexity in the peak 

deconvolution. Similarly to the Ni 2p spectra, a Shirley background type was used 

and a quantification region defined. Initially, the CasaXPS library identifies the Fe 2p 

peak at 706.6 eV, which is so small due to the ratio of Fe to Ni in permally (20:80). 

The line shape used for this metal peak was (LA(1.2,4.8,3), as identified from a high-

purity sample analysed by Biesinger et al.1. Utilising the knowledge from the previous 

peak fitting of O 1s and Ni 2p spectra, the NiFe2O4 peak components can be added 

to the Fe 2p spectra. Once these two components were identified in the spectra, the 

residual fit was close to unity. The fitting parameters used for fitting the Fe 2p spectra 

can be seen in Table 3. Once again these fitting parameters were applied to all of the 

Fe 2p spectra and there is variation in FWHM due to the difference in pass energy 

used. 
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Compound Peak 1 

(eV) 

Percentage of 

total area (%) 

Peak 1 

FWHM (eV) 

∆ Peak 2 – 

Peak 1 (eV) 

Percentage of 

total area (%) 

Peak 2 

FWHM (eV) 

∆ Peak 3 – 

Peak 1 

(eV) 

Percentage 

of total 

area (%) 

Peak 3 

FWHM 

(eV) 

Fe Metal 706.6 100 1.28 - - - 

 

- - - 

NiFe2O4 709.8 34.1 2.5 

 

1.3 33.2 2.08 2.7 22.3 1.84 

 

Compound ∆ Peak 4 – 

Peak 1 (eV) 

Percentage of 

total area (%) 

Peak 4 

FWHM (eV) 

NiFe2O4 4.3 10.4 2.28 

 

Table 3: Fe 2p3/2 fitting parameters for XPS spectra for Fe metal and NiFe2O4, where percentage of total area is related to the specified 
compound and ∆Peak changes are the difference in subsequent peak binding energies in eV. 
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6.4 XPS analysis of O 1s, Ni 2p and Fe 2p spectra 

Using the fitting parameters described in the previous section the O 1s, Ni 2p and Fe 2p 

spectra could then be deconvoluted and the sample surface described. The C 1s data 

can be found in the appendix, along with all of the XPS data.  

 The initial spectra at 0 V show a large amount of hydroxide/defect lattice oxide 

peaks from the O 1s spectrum. The hydroxide peaks are most likely to be due to 

adventitious carbon, while lattice oxides are due to the NiFe2O4, further identified by the 

Ni 2p and Fe2p spectra.  

The O 1s +1 V spectrum in figure 6.7 shows distinct differences. Firstly, the 

water/organic species shoulder peak is greatly reduced and the hydroxide/defect lattice 

oxide peak has increased in area. Secondly, the hydroxide/defect lattice oxide peak 

binding energy has shifted by +0.5 eV, which is significant in this spectrum.  

The reduction of the water/organic species peak is attributed to the electrolysis of 

the water, which separates the oxygen from hydrogen. The electrolysis of water usually 

happens at +1.2 V, however it has recently been shown that NiO films can act as a 

catalyst in speeding up the electrolytic process7. This produces hydrogen and oxygen at 

the sample surface, which contributes to an increase in hydroxide species. The binding 

energy shift indicates a change in the hydroxide species; the binding energy increase 

indicates the photoelectron is more tightly bound to the nucleus due to the addition of an 

electron. This could be in the form of (OH) groups. Clearly there is an increase in the 

hydroxide species and possibly a change in the hydroxide species. 
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Figure 6.6: XPS spectrum for (a) O 1s, (b) Ni 2p and (c) Fe 2p at 0V with 
the components identified in the top left of the figures. 

(a)	

(b)	

(c)	
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Further increasing the voltage to +3 V demonstrated very little change in the O 1s 

spectra (Figure A3.4). For the Ni 2p spectra however, there was a large decrease in the 

Ni peak, while the oxide and hydroxide grew in comparison (Figure 6.8a). The peak 

deconvolution of the secondary peak at 856.0 eV showed an increasing NiFe2O4 peak, 

with only small variation in the NiO and Ni(OH)2. Upon increasing the voltage to +3 V the 

Fe peak decreases substantially (Figure 6.8b). There is a much larger peak at 711 eV, 

which corresponds to NiFe2O4 to agree with the Ni spectra. As the Fe peak decreased 

with increasing voltage the oxide peak increased in size.  

These results suggest that the permalloy layer is becoming more oxidised with 

increasing voltage to form NiFe2O4. This suggests that the rate of growth of the NiFe2O4 

is governed by the applied voltage magnitude. Thus thinning the permalloy layer and 

decreasing coercivity and magnetisation.  

Figure 6.7: XPS spectrum for O 1s at +1 V with arrow to indicate +0.5 eV 
peak shift compare to the 0 V spectrum. 
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The voltage subsequently switched to -1 V and -2 V demonstrated minimal 

change in the O 1s spectra (Figure A3.5 & 3.6). The Ni 2p spectra showed a slight 

increase in Ni metal peak at -1 V (Figure 6.9). This could be a sign that the reverse 

process is taking place and the permalloy layer is starting to increase and thus the oxide 

layer is decreasing. At -2 V the spectra remains almost unchanged from -1 V. The Fe 2p 

spectra show minimal change from the +3 V spectra at -1 V and -2 V (Figure A5.5 & 5.6).	

	

Figure 6.8: XPS spectra at 3 V for (a) Ni 2p energy range and (b) Fe 2p 
energy range with components identified in the top left corner. 

(a)	

(b)	
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Reducing the voltage further to -3 V and -4 V coincides with the deposition of In 

as shown in the survey spectra (Figure 6.3). In the O 1s spectra at -3 V the metallic 

oxide peak reduces substantially in size (Figure 6.10). At -3 V the In layer covers the 

surface of the permalloy film, increasing the distance required for the photoelectrons 

from the metallic oxide to escape. The unchanged hydroxide peak indicates that it is 

closer to the surface than the metallic oxide. This suggests the layered structure of the 

thin film is Si/Ni80Fe20/Metallic Oxide/Hydroxide (/In at -3V and -4V). This result is 

supported by Fitzsimmons et al.4, who showed the growth of nickel and iron oxides and 

hydroxides at the expense of the metallic permalloy film. 

Figure 6.9: XPS spectra at -1 V for Ni 2p energy range previously exposed 
to +3 V. 
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The Ni 2p and Fe 2p spectra became very noisy at -3 V and -4 V due to the 

appearance of the In on the sample surface (Figure 6.11a & b). Unfortunately this makes 

fitting the spectra even more difficult and limits the information obtainable from the 

spectra. There is an observed increase in the oxide and hydroxide peak however this 

may be because the Ni is now further from the sample surface so is no longer detected.  

	

	 	

	

	

	

	

	

	

	

Figure 6.10: XPS spectra at -3 V for O 1s energy range previously exposed 
to +3 V displaying a much reduced lattice oxide peak. 
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In figure 6.12 the area percentage for the different peaks as a function of applied 

voltage for the O 1s spectra. This figure further demonstrates the decrease in 

water/organic species coinciding with an increase in hydroxide/lattice defect oxides at +1 

V and above. The lattice oxide remains uniform until -3V and -4V, whereby the 

hydroxide/lattice defect oxide peak further increases, this is due to the In deposited on 

the surface. The error bars for this plot were calculated using a Monte Carlo approach 

Figure 6.11: XPS spectra at -4 V for (a) Ni 2p energy range and (b) Fe 2p 
energy range previously exposed to +3 V. 

(a)	

(b)	
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available within the CasaXPS software, which works by an iterative process of fitting the 

peak model data to synthetic data with noise. Therefore, the error bars presented here 

are related to the robustness of the peak model fit to the spectra. 	

	

	

	

	

	

Plotting the peak area percentage as a function of voltage provides more 

quantitative analysis of the Ni 2p spectra (Figure 6.13). This data shows that there is a 

large decrease in Ni peak and a large increase in the NiFe2O4 peak. This demonstrates 

that the Ni containing permalloy layer is thinning due to a Ni-Fe oxide. The variation in 

metal and oxide presence is attributed to the voltage change. A thinner permalloy layer 

would reduce the coercivity and magnetic moment as described earlier in the chapter. 

Upon reversing the voltage polarity there is a large decrease in NiFe2O4, which could be 

a reversal of the effect seen for the positive voltage. The NiO and Ni(OH)2 remain 

relatively constant throughout the voltage cycle. The -3 V and -4 V data was not included 

Figure 6.12: Percentage peak area of the O 1s for the lattice oxide, 
hydroxide/defect lattice oxides and water/organic species as a function of 
applied voltage with error bars calculated using a Monte Carlo approach 
from the CasaXPS software. 
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in this plot due to concerns of the accuracy of the fit. Again the error bars were calculated 

using the Monte Carlo approach within the CasaXPS software. 

	

The data in figure 6.14 displays the percentage peak area for the Fe 2p energy 

range as a function of voltage. The data shows a clear correlation with a decrease in Fe 

to an increase in NiFe2O4. This conclusion agrees with the data shown in the Ni section. 

The -3 V and -4 V data have been left out because of the poor quality of the spectra. It is 

possible that at these voltages the Fe peak would increase and hence the permalloy 

thickness. Thus increasing the previously diminished magnetic properties. Again error 

bars were calculated using the Monte Carlo approach within the CasaXPS software. 

	

	

Figure 6.13: Percentage peak area of the Ni 2p energy range for Ni, NiO, 
NiFe2O4 and Ni(OH)2 as a function of applied voltage with error bars 
calculated using a Monte Carlo approach from the CasaXPS software. 
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6.5 Cyclic voltammetry of permalloy ionic liquid cell 

Cyclic voltammetry measurements were carried out to investigate the electrochemical 

properties of the ionic liquid/permalloy cell. Due to experimental limitations the cell was 

composed of two copper disks coated in permalloy with the ionic liquid sandwiched in 

between. This differs from the previous cell as there is no ITO electrode.  

The cyclic voltammogram shows that the cell is stable after cycling 5 times 

(Figure 6.15), which is important for potential applications. The first key points to notice 

are the peak and trough at ± 0.3V, which is indicating a minor oxidation (reduction) for 

the positive (negative) voltage. This result agrees well with the XPS data displayed in the 

previous section. Further at voltages of ± 2.5 V, the current density peaks are much 

higher indicating a much faster rate of oxidation/reduction.  This also agrees well with the 

XPS and magnetic data, which displayed much-increased rates of oxidation and 

decrease of magnetic properties at higher voltage magnitudes. 

Figure 6.14: Percentage peak area of the Fe 2p energy range for Fe and 
NiFe2O4 as a function of applied voltage with error bars calculated using a 
Monte Carlo approach from the CasaXPS software. 
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Cyclic voltammetry measurements were also carried out on the Ni/ionic liquid cell. 

The cell electrodes were both Ni coated copper disks, with no ITO present and 

sandwiched either side of apiece of filter paper soaked in the EMITSFI ionic liquid to form 

the electrochemical cell. 

 Figure 6.16 shows the current through the cell as a function of voltage for four 

voltammetry cycles. The small peaks at ± 0.3 V are indicative of minor oxidation 

(reduction) for the positive (negative) voltage. These peaks are also present in permalloy 

measurements (Figure 6.15), which may be due to Ni oxidation. For the Ni films, strong 

current density peaks at ± 2.5 V indicate a fast rate of oxidation/reduction.  These values 

correlate with the sharp drops in magnetic properties observed for 5 nm Ni samples and 

indicate oxidation/reduction is the cause of the changes in magnetic properties (Figures 

5.20- 5.25). The similarity in the four cycles shows that the effects are repeatable.  

Figure 6.15: Cyclic voltammogram for permalloy/ionic liquid/permalloy cell 
over 5 cycles. 
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6.6 Conclusion 

This chapter demonstrates the changes in surface chemistry of permalloy films and 

describes the electrochemical nature of the ferromagnetic ionic liquid cells upon 

application of a voltages. XPS showed the likely presence of a NiO layer above the 

permalloy film, which introduced an Fe rich species underneath that oxidised readily. 

This created a NiFe2O4 layer between the NiO and permalloy layer. The NiFe2O4 layer 

grew at the expense of the permalloy layer with increasing voltage, thus thinning the 

permalloy and causing the observed reduction of coercivity and magnetisation described 

in chapter 5. 

	XPS failed to show complete reversal of the oxidation due to the appearance of 

In on the film surface which blocked the XPS signal from the Ni and Fe regions. 

However, cyclic voltammetry revealed chemical reduction in the films at voltages below –

2.5V. This suggests the subsequent thickening of the permalloy film and thus the 

resurgence of the magnetic properties.  

Figure 6.16: Cyclic voltammetry data for Ni/EMITSFI/Ni cell for four voltage 
cycles. 
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7. Ferromagnetic resonance spectroscopy of 

permalloy (Ni80Fe20) films 

7.1 Introduction 

This chapter explores further the effects of voltage control of magnetic properties in thin 

films of permalloy (Ni80Fe20) using ferromagnetic resonance (FMR) spectroscopy. This 

work follows on from Chapters 5 & 6 and uses the same ionic liquid (EMITSFI)/permalloy 

cell described therein.  

	 FMR occurs when all the magnetic moments precess with the same phase and 

amplitude over the whole volume of a material, an in-depth description of FMR theory 

and FMR spectroscopy is given in sections 2.5.2 and 4.3.3. FMR spectroscopy allows 

calculations to be made for magnetisation saturation (Ms)1, surface anisotropy (Ks)2 and 

Gilbert damping (α)3. Measuring these provides greater understanding of the variation in 

coercivity and magnetisation observed in earlier chapters. The first section of this 

chapter describes ex situ FMR spectroscopy measurements, while the second part 

describes in situ FMR spectroscopy measurements.  

	 In situ and ex situ measurements demonstrated decreases in magnetisation in 5 

nm thick permalloy films for increasing voltage magnitude, which subsequently increased 

upon reversal of voltage polarity. Upon measuring thick (10 nm - 50 nm) permalloy films 

the reverse effect was observed, i.e. increasing magnetisation for increasing voltage. 

Calculating MS for permalloy films gave a value 23% lower than that expected for 

permalloy films and calculations suggested a large surface anisotropy in the films. This 

suggests that the films are inhomogeneous and may contain regions that are not 

permalloy. This agrees well with the X-ray photoelectron spectroscopy (XPS) data in 
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chapter 6. 

 The results here demonstrate the voltage control of high frequency magnetic 

properties of permalloy films. This is of great interest in the field of high frequency 

tuneable magnetic devices. 

7.2 Ex situ ferromagnetic spectroscopy of Ni80Fe20 films 

in the fundamental mode 

First of all the samples were prepared for measurement by FMR spectroscopy. This 

required exposure of the permalloy films to the ionic liquid and voltage in an 

electrochemical cell, in the same method described in Chapter 6 for X-ray photoelectron 

spectroscopy (XPS). In these FMR spectroscopy measurements a fixed frequency was 

passed through a microwave stripline to create an excitation field, an in-plane DC 

magnetic field was swept and the microwave absorption detected using a lock-in 

amplifier. A detailed description of the FMR spectrometer apparatus is given in section 

4.3.3. 

 In the ex situ experiments, previously exposed 5 nm permalloy samples were 

placed faced down on a microwave stripline to maximise the FMR signal obtained by the 

detector. FMR measurements were carried out on each sample at fixed frequencies of 8-

15 GHz, while the magnetic field was swept. Figure 7.1 shows the shift in resonant 

magnetic field as a function of frequency for films previously exposed to various voltages 

within the electrochemical cell. The reader is reminded that the negative voltages had 

been previously exposed to +3 V, also in this experiment the 0 V sample had not seen 

the electrochemical cell. 
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These data show a steady increase in resonant field shift with increasing positive 

voltage, with a 14 kA/m shift in resonant field at +3 V. For samples that were 

subsequently exposed to -1 V and -2 V, the resonant field shift reduces closer to the 

value at 0 V. However, at -3 V and -4 V the resonant field shift increases again, reaching 

an overall maximum at -4 V. 

	 	

 

Figure 7.1: Shift in resonant FMR field with respect to 0 V, for samples 
previously exposed to a voltage within the electrochemical cell as a function 
of frequency. 

Figure 7.2: Plot of F2/H vs magnetic field for 5 nm permalloy films 
previously exposed to a positive voltage and fitted to the Kittel equation. 
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Fitting these data with the Kittel equation for thin films magnetised in plane (4-7)(Figure 

7.2) and calculating the gradient gives the gyromagnetic ratio. The gyromagnetic ratios 

measured here ranged from 2.33-2.45, which is approximately 10% higher than the 

report values of 2.104. This difference from other reported values could be due to the low 

frequency range over which the measurement was made, which can induce significant 

errors4. Alternatively, the difference could be due to the quality of the film, which was 

shown to containing oxides in the previous chapter on XPS. The gyromagnetic ration can 

then be used to divide the y-intercept to give the effective magnetisation (Figure 7.3). 

This technique was used throughout this section to calculate magnetisation. 

 

A positive shift in resonant magnetic field results from a decrease in 

magnetisation, and a negative field shift an increase in magnetisation. Samples that 

were exposed to +3 V showed a decrease of approximately 25% in magnetisation from a 

value of 410 kA/m. This magnetisation value is significantly lower than bulk values of 

approximately 860 kA/m; however agrees well with values for ultrathin films5. This 

suggests that the films are thinner than 5 nm and therefore Meff is reduced due to the 

Figure 7.3: Magnetisation of 5 nm permalloy films from FMR measurement 
as a function of previously applied voltage to electrochemical cell. 
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larger effect of the surface anisotropy (4-8) or there is a decrease in MS. Reversing the 

voltage to -2 V subsequently increased the magnetisation by 12% of the value at +3 V. 

Further decreasing the voltage to -3 V and -4 V caused the magnetisation to decrease. 

At ultrathin thickness (<10 nm) there is a strong thickness dependence on 

magnetisation5, therefore the changes in magnetisation are attributed a 

thinning/thickening of the permalloy film increasing the effect of surface anisotropy and 

thus reducing magnetisation. This agrees with the MOKE, VSM and XPS data presented 

in sections Chapters 5 & 6. 

  

 

Plotting the linewidth against resonant frequency (Figure 7.4) and fitting to 

equation (4-9) it is possible to calculate the Gilbert damping, α, of the films by dividing 

the gradient by the gyromagnetic ratio (Figure 7.5), the same technique was used for 

future calculations. The Gilbert damping increased for increasing positive voltage and 

continued to increase after the voltage polarity had been switched. Similar to 

magnetisation, α is known to increase for decreasing film thickness3, which further 

Figure 7.4: FMR linewidth as a function of frequency for calculation of 
Gilbert damping constant for 5 nm permalloy previously exposed to a 
sequence of voltages in electrochemical cell. 
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suggests a voltage thinning effect of the ferromagnetic film. However, this could indicate 

deterioration in the quality of the film, leading to increased grain boundary contributions 

to damping.  

 

7.3 In situ ferromagnetic spectroscopy of Ni80Fe20 films 

in the fundamental mode 

This section describes in situ FMR spectroscopy measurements of 5 nm, 10 nm and 50 

nm permalloy films. For these measurements the permalloy film was placed on the 

stripline and the cell arranged as described in Section 4.2.3. Similar to the ex situ 

measurements the excitation frequency was fixed and an in-plane DC magnetic field was 

swept, while a lock-in amplifier measured microwave absorption. However, in these 

measurements the sample was placed face-up i.e. stripline in contact with the underside 

of the Si substrate. This greatly reduced the signal compared to the ex situ 

measurements, however the signal generated was sufficient to obtain a clear FMR trace.  

Figure 7.5: Gilbert damping for 5 nm permalloy films previously 
exposed to a sequence of voltages in electrochemical cell, where 
negative voltages had previously been exposed to +3 V. 
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A 5 nm permalloy film in this arrangement was exposed to voltages of 0 V, +1 V, 

+2 V and +3 V and field sweeps taken at a frequencies of 4-12 GHz, Figure 7.6 shows 

data from the 8 GHz spectra. This gave values of the resonant field, which shifted by 

approximately +4 kA/m at +2 V when compared to 0 V (Figure 7.7), where +3 V showed 

a near zero FMR response suggesting the permalloy was fully oxidised. Fitting this data 

to the Kittel equation generated values for the magnetisation (Figure 7.8).  Here the 

values of the magnetisation are higher than the previous section, which may be due to 

using fresher samples that were therefore less oxidised. The samples magnetisation 

remained relatively unchanged at +1 V but decreased by approximately 30% from the 

value at 0 V once +2 V was applied. FMR measurements at +3 V showed a rapid 

decrease in signal and made it impossible to calculate a reliable value for the 

magnetisation. This was due to the long duration of FMR sweeps (20 minutes) for each 

frequency and voltage. As described in Section 5.4, voltage exposure time has a strong 

effect on magnetic properties.  

 

Figure 7.6: Raw in situ FMR spectra at 8 GHz for 5 nm permalloy in 
electrochemical cell for a sequence of voltages. 
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Plotting the linewidth against frequency and fitting to equation (4-9) again gave 

the Gilbert damping constant. Figure 7.8 shows an increasing Gilbert damping with 

increasing positive voltage, in agreement with the general trend seen in the ex situ 

measurements (Figure 7.3) and further supporting a voltage induced thinning of the 

permalloy film.	 

 

 

 

	 	

Figure 7.8: Magnetisation, Meff and Gilbert damping constant as a function 
of applied voltage to a 5 nm permalloy film in an ionic liquid cell. 

Figure 7.7: Resonant field shift with respect to 0 V sample as a function of 
frequency for 5 nm permalloy in electrochemical cell for a sequence of 
voltages 
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The measurement was repeated on a fresh 5 nm sample of permalloy with the 

maximum voltage magnitude capped at 2 V and field sweeps taken only at 8 GHz. This 

reduced the overall sample exposure time and allowed the negative voltage dependence 

on magnetisation to be explored. While this single frequency approach reduces the time, 

it unfortunately also removes the ability to calculate the magnetisation. As demonstrated 

in figures 7.1 & 7.7 it is possible to determine whether the magnetisation is increasing or 

decreasing depending on the direction of shift in resonant magnetic field. Figure 7.9 

shows the raw data for the key voltage values and a clear shift in the resonant spectra is 

observed. Applying a Lorenztian fit to symmetricise the data adds further weight to this 

argument in figure 7.10, which shows a positive field shift for a positive voltage i.e. 

decrease in magnetisation, upon reversing to -2 V a negative field shift was observed 

(Figure 7.11). This suggests reversible control of magnetisation, agreeing with the MOKE 

and VSM data described in Chapter 5. 

 

 

 

 

Figure 7.9: Raw in situ FMR spectra at 8 GHz for 5 nm permalloy in 
electrochemical cell for a sequence of voltages 0 V > +2 V > -2 V > 0V. 
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On a fresh 5 nm permalloy film the experiment was repeated but this time with a 

negative voltage applied first before switching the voltage polarity. The measurement 

Figure 7.11: Shift in resonant field with respect to 0 V, as a function of 
voltage applied in situ to a 5 nm permalloy film within the electrochemical 
cell. 

Figure 7.10: Processed (symmetricised and fit to a Lorentzian curve) in situ 
FMR spectra at 8 GHz for 5 nm permalloy in electrochemical cell for a 
sequence of voltages 0 V > +2 V > -2 V > 0V. 
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frequency was again kept at a constant 8 GHz while the magnetic field was swept for 

each voltage value. Figure 7.12 shows the raw FMR data, where a change in signal 

intensity and field shift was observed. Once again the data was symmetricised and fit to 

a Lorentzian curve, the processed data can be seen in Figure 7.13. 

 

 

 

 

Figure 7.12: Raw in situ FMR spectra at 8 GHz for 5 nm permalloy in 
electrochemical cell for a sequence of voltages 0 V > -2 V > +2 V > 0V. 

Figure 7.13: Processed (symmetricised and fit to a Lorentzian curve) in situ 
FMR spectra at 8 GHz for 5 nm permalloy in electrochemical cell for a 
sequence of voltages 0 V > -2 V > +2 V > 0V. 
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These data show a negative shift in resonant field when a negative voltage was 

applied (Figure 7.14). The resonant field shift subsequently increases from the value at  -

2 V. These data suggest that applying a negative voltage to the permalloy cell increased 

the film’s magnetisation. This could be attributed to a negative voltage reducing oxidised 

material at the surface and thus increase interactions between magnetic moments. 

 

 

 

 

 

 

 

The absorption by the film of the microwave excitations could be monitored over 

this period (Figure 7.15) and revealed changes in the absorption following a change in 

applied voltage. These abrupt changes in absorption suggest that initial changes take 

place quickly. These are likely to be surface changes and followed by the chemical 

changes at deeper levels that are responsible for the changes in magnetic behaviour 

seen over minutes of applied voltage described in Section 5.4. 

Figure 7.14: Shift in resonant field of a 5 nm permalloy film in an 
electrochemical cell with applied voltage with respect to 0 V sample.  



	 180	

	

 

 

 

 

 

 

 

 

 

To observe how thicker samples behaved under voltage exposure, 10 nm and 50 

nm thick permalloy films were investigated. The 10 nm thick films were measured at 

multiple frequencies to enable the calculation of the magnetisation. Figure 7.16 shows 

the raw FMR data at 10 GHz, in these measurements there was significant drifting the 

absorption, this has been accounted for and removed from the spectra. However, in 

some cases the signal drift was more complicated and therefore there are differences for 

the baseline signal. At +4 V the FMR signal is significantly weakened due to severe 

oxidation of the permalloy film. The processed FMR traces showed a negative shift in 

resonant field of approximately -2 kA/m for a positive voltage up to +3 V (Figure 7.17 & 

7.18). This is the opposite of the effect observed on the thinner, 5 nm permalloy samples 

(Figure 7.7). At +4 V the field shifts in the positive direction, suggesting a different 

interaction taking place or an oxidation similar to that in the 5 nm films. Calculating the 

Figure 7.15: Change in microwave absorption as a function of time with 
voltages applied to 5 nm permalloy in electrochemical cell, with arrows 
indicating when voltage was applied. 
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magnetisation for the 10 nm samples shows the magnetisation steadily increasing for 

increasing positive voltage, a 17% increase from the value at 0 V to approximately 680 

kA/m (Figure 7.19). This increase in magnetisation could be due to an increase in 

ferromagnetic film thickness or the appearance of an Fe rich layer, which was suggested 

by XPS in chapter 6.2. 

	

	

	

Figure 7.17: Processed (symmetricised and fit to a Lorentzian curve) in situ 
FMR spectra at 10 GHz for 10 nm permalloy in electrochemical cell for a 
sequence of voltages 0 V > +1 V > +2 V > +3 V > +4 V. 

Figure 7.16: Raw in situ FMR spectra at 10 GHz for 10 nm permalloy in 
electrochemical cell for a sequence of voltages 0 V > +1 V > +2 V >  +3 V > 
+4 V. 
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Calculated values of the Gilbert damping of the 10 nm films (Figure 7.19) shows a 

minor decrease at +2 V followed by a recovery at +3 V. Kobayashi et al6. have shown a 

similar thickness dependence of Gilbert damping in permalloy films, that attributed the 

changes at thinner films to lattice mismatch to the sample substrate. 

 

Figure 7.18: Shift in resonant field with respect to 0 V sample as a function 
of frequency, for 10 nm permalloy film in electrochemical cell for a 
sequence of voltages 0 V > +1 V > +2 V > +3 V > +4 V. 

Figure 7.19: Magnetisation and Gilbert damping 10 nm film of permalloy in 
electrochemical cell for the sequence of voltages 0 V > +1 V > +2 V > +3 V 
> +4 V. 
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FMR measurements of the 50 nm thick permalloy films resulted in clear shifts in 

FMR field but also interesting changes in the absorption reading caused by signal mixing 

(Figure 7.20). Processing the data by symmetrising and fitting to a Lorentzian, it was 

possible to see a more accurate measure of the resonant field a in reduction in resonant 

fields with increasing positive voltages (Figure 7.21). This is accompanied by an increase 

in magnetisation (Figure 7.22), as with the 10 nm films. Also interesting to note is that the 

maximum resonant field shift and fractional changes in magnetisation were proportional 

to film thickness. This suggests the changes are a function of film thickness and may 

result from surface effects. 

 

 

Figure 7.20: Raw in situ FMR spectra at 9 GHz for 50 nm permalloy in 
electrochemical cell for a sequence of voltages 0 V > +1 V > +2 V >  +3 V. 
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Using the data from the FMR spectra the magnetisation was calculated and is 

plotted against voltage (Figure 7.22). The magnetisation is shown to increase with 

increasing positive voltage, similar to the 10 nm sample. Plotting the magnitude of the 

percentage change in magnetisation against the inverse of the thickness (Figure 7.23) 

shows a linear response indicating the electrochemical effects are only effective at the 

surface.	

 

 

Figure 7.21: Resonant field shift for a range of frequencies for 50 nm 
permalloy film in the voltage sequence 0 V > +1 V > +2 V >  +3 V 

Figure 7.22: Magnetisation and Gilbert damping of 50 nm permalloy film 
in electrochemical cell under the voltage sequence 0 V > +1 V > +2 V >  
+3 V 
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Gilbert damping calculated from the fundamental FMR mode is shown to increase 

for a positive voltage for the 50 nm permalloy with a sharp drop at +3 V (Figure 7.22). 

This is contrary to the 10 nm data, and which along with the XPS data could suggest an 

oxidation-induced increase in damping.   

 

 

7.4 In situ ferromagnetic spectroscopy of Ni80Fe20 films 

for high order modes 

Section 2.5.2 described how higher order spin waves can be observed at thicker 

film thicknesses. Modes corresponding to these could be observed from the 50 nm films 

at resonances greater than 9 GHz (Figure 7.24 & Figure 7.25), these are termed 

perpendicular standing spin wave modes. The higher order standing spin waves are 

more sensitive to surface effects than the normal ferromagnetic mode and have much 

lower resonant magnetic fields than bulk FMR. Figure 7.26 demonstrates the field shift in 

the first order standing spin wave with applied voltage, higher order modes could not be 

observed. The field shift is much larger than the fundamental mode; this is attributed to 

Figure 7.23: Magnitude of fractional change as a function of the inverse 
thickness of permalloy after exposure to a voltage in electrochemical cell 
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the surface sensitivity of the first order mode. The large scatter of values at +3 V are 

attributed to a long exposure time damaging the film. 

  

 

 

 

 

 

 

 

Figure 7.24: Raw in situ FMR spectra of the 1st order standing spin wave at 
11 GHz for 50 nm permalloy in electrochemical cell for a sequence of 
voltages 0 V > +1 V > +2 V >  +3 V. 

Figure 7.25: Processed (symmetricised and fit to a Lorentzian curve) in situ 
FMR spectra of the 1st order standing spin wave at 11 GHz for 50 nm 
permalloy in electrochemical cell for a sequence of voltages 0 V > +1 V > 
+2 V >  +3 V. 
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Using the Kittel equation for first order standing spin waves magnetised in plane 

(2-20) provides another route to calculating the magnetisation of the permalloy film. This 

was attempted using an exchange stiffness constant = 1.3x10-11 Jm-1, mode number n 

=1 and film thickness d = 50 x 10-9 m. However the result did not fit the Kittel equation. 

By varying the film thickness in (2-21) the data was refit and the magnetisation 

calculated (Figure 7.27). Comparing the magnetisations to those calculated for the 

fundamental mode (Figure 7.27) suggest a permalloy thickness between 43-44 nm at 0 

V. This is due to an oxidation of the film after removal of the film from the evaporation 

chamber, a thinner than expected film was also demonstrated using VSM for 5 nm films 

(Section 5.5). The large change in magnetisation for small changes in thickness make it 

unreliable for calculating thickness changes at increased voltages, however an increase 

in magnetisation suggests an increase in film thickness.  

Figure 7.26: First order standing spin wave resonant field shift with 
increasing positive voltage for 50 nm permalloy film within electrochemical 
cell. 
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Using the 0 V data form the FMR spectra for the 5 nm, 10 nm and 50 nm it is 

possible to calculate the Ms and surface anisotropy of the films (7.28), from the gradient 

and y intercept using equation (4-8).  Calculation showed that MS = 702.8 ± 28.2 kA/m 

and KS = 0.45  ± 0.0675 mJ/m2. The magnetisation value here is much lower than that of 

permalloy, but agrees This suggests that the films are not Ni80Fe20 and may be richer in 

Ni, thus creating a reduced magnetisation in the films. The surface anisotropy is 

substantial and has a profound effect on the magnetic properties of the films. It is 

possible that the applied voltage is varying this term and thus generating the changes in 

Mef observed throughout the FMR data.  

Figure 7.27: Kittel fits for first order SSWM for permalloy film in 
experimental cell, with varying film thicknesses and magnetisations 
calculated. 
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The separate surface and bulk contributions from the surface and bulk to Gilbert 

damping can also be extracted from 0 V data (Figure 7.29) by using equation (4-10). 

Where these values are αS = 0.0237 ± 0.0009and αB = 0.0108 ± 0.0012. This indicates 

again that surface has a large influence on the magnetic dynamics of thin films of 

permalloy. Unfortunately, it was not possible to obtain a measure of these values with 

voltage variation.  

 

 

 

 

Figure 7.28:  Effective magnetisation as function of the inverse of 
film thickness for calculation of saturation magnetisation. 
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7.5 Conclusion 

This chapter has demonstrated the effect of electrochemical voltage on FMR of 

permalloy films. Upon application of low voltages to a 5 nm permalloy film inside an 

electrochemical cell large decreases in magnetisation were demonstrated, these 

changes were then reversed by switching the voltage polarity applied to the film.  

 Investigating thicker permalloy films of 10 nm and 50 nm demonstrated an 

opposite change in magnetic properties with an applied voltage, i.e. an increase in 

magnetisation for increasing positive voltage. The changes in magnetisation also 

showed a thickness dependence of resonant field shift, suggesting that the surface of the 

film may play an important role in the magnetic properties. These increases in 

magnetisation are attributed to the production of an Fe rich layer in the film that is not 

possible in thinner films. The 50 nm thick films also demonstrated a decrease in 

expected thickness to values close to 44 nm. 

Figure 7.29: Gilbert damping constant vs. inverse of thickness for surface 
gilbert damping and bulk gilbert damping. 
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 The large control over the ferromagnetic resonance field and Gilbert damping 

factors show huge promise for low power tuneable high frequency magnetic devices.  
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8. Conclusion 

This thesis investigates the voltage control of ferromagnetic properties in thin films of 

permalloy (Ni80Fe20) and Ni. In this research an electrochemical cell was constructed that 

consisted of a thermally evaporated ferromagnetic film and a commercially available 

indium-tin oxide (ITO) coated glass slide, these acted as the two electrodes of the cell. 

These two electrodes were separated by an ionic liquid, 1-Ethyl-3-methylimidazolium 

bis(trifluoromethylsulfonyl)imide (EMITSFI). Applying low voltages (< |4| V) to the cell 

generates extremely high-electric fields at the ferromagnet/ionic liquid interface via an 

electric double layer effect.  

 Carrying out magneto-optical Kerr effect (MOKE) magnetometry and 

ferromagnetic resonance (FMR) spectroscopy measurements while applying a voltage 

demonstrated controllability of coercivity and magnetisation as a function of voltage 

magnitude, voltage polarity and exposure time. Interestingly FMR spectroscopy of thicker 

films of permalloy (10 nm – 50 nm) demonstrated the converse magnetisation effect i.e. 

an increase in magnetisation for increasing voltage. Vibrating sample magnetometry 

(VSM) of exposed 5 nm permalloy samples demonstrated a decrease in magnetisation 

with increasing voltage exposure. These magnetic variations were all partially reversible 

upon switching the voltage polarity and the changes were non-volatile.  

 X-ray photoelectron spectroscopy (XPS) measurements of 5 nm permalloy films 

post voltage exposure displayed a voltage dependent oxidation of the films. An 

increasing voltage showed an increased oxidation signal that indicated the growth of 

various Ni & Fe oxides. Further, cyclic voltammetry measurements provided 

electrochemical information about the experimental cell, such as redox potentials and 

electrochemical window.  
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 Combining these results together suggests a voltage induced thinning/thickening 

effect of the ferromagnetic film, where the 5 nm permalloy film becomes fully oxidised. In 

the thicker films it may be possible that an iron rich layer is produced giving rise to the 

larger magnetisation observed in FMR measurements. 

 This low power control of ferromagnetic properties shows great potential for 

applications in magnetic random access memory (MRAM) devices1, magnetic sensors2 

and high frequency tuneable devices3,4. Further research is required to fully characterise 

these cells for a variety of different magnetic films and thicknesses in order to optimise 

the process for real life applications. It may be possible to develop prototypical devices to 

further the field.  
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Appendix 
A1. Survey Spectra 

	

	

	

	

	

	

	

	

	

	

	

	

	

	

Figure A1.1: XPS survey spectra at 0 V 

Figure A1.2: XPS survey spectra at +1 V 
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Figure A1.3: XPS survey spectra at +2 
V 

Figure A1.4: XPS survey spectra at +3 V 
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Figure A1.5: XPS survey spectra at -1 V after previous exposure to +3 V 

Figure A1.6: XPS survey spectra at -2 V after previous exposure to +3 V 
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Figure A1.8: XPS survey spectra at -3 V after previous exposure to +3 V 

Figure A1.7: XPS survey spectra at -4 V after previous exposure to +3 
V 
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A2. C 1s energy range spectra 

The carbon 1s energy range spectra (Figure A2.1-2.8) showed stable carbon peaks, 

indicating that there is little change in the composition of C after voltage exposure. 

Carbon, therefore, was likely to only have had little or no effect on the change in 

magnetic properties observed in chapter 5. Figure A2.9 further demonstrates this by 

showing the relatively constant contribution of the different carbon bonds to the XPS 

peak. 

	

Figure A2.1: Carbon 1s high-resolution spectra at 0 V 

Figure A2.2: Carbon 1s high-resolution spectra at +1 V 
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Figure A2.3: Carbon 1s high-resolution spectra at +2 V 

Figure A2.4: Carbon 1s high-resolution spectra at +3 V 

Figure A2.5: Carbon 1s high-resolution spectra at -1 V after previous 
exposure to +3 V 
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Figure A2.6: Carbon 1s high-resolution spectra at -2 V after previous 
exposure to +3 V 

Figure A2.7: Carbon 1s high-resolution spectra at -3 V after 
previous exposure to +3 V 

Figure A2.8: Carbon 1s high-resolution spectra at -4 V after previous 
exposure to +3 V 
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A3. O 1s energy range spectra 

	

Figure A2.9: Percentage area for different carbon bonds after exposure to 
voltage sequence, 0 V → +3 V → -4V  

Figure A3.1: Oxygen 1s high-resolution spectra at 0 V 
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Figure A3.2: Oxygen 1s high-resolution spectra at +1 V 

Figure A3.3: Oxygen 1s high-resolution spectra at +2 V 

Figure A3.4: Oxygen 1s high-resolution spectra at +3 V 
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Figure A3.5: Oxygen 1s high-resolution spectra at -1 V, after previous 
exposure to +3 V 

Figure A3.6: Oxygen 1s high-resolution spectra at -2 V, after previous 
exposure to +3 V 

 

Figure A3.7: Oxygen 1s high-resolution spectra at -3 V, after previous 
exposure to +3 V 
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A4. Ni 2p high-resolution spectra 

	

	

	

	

	

	

Figure A3.8: Oxygen 1s high-resolution spectra at -4 V, after previous 
exposure to +3 V 

Figure A4.1: Nickel 2p high-resolution spectra at 0 V 
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Figure A4.2: Nickel 2p high-resolution spectra at +1 V 

Figure A4.3: Nickel 2p high-resolution spectra at +2 V 

Figure A4.4: Nickel 2p high-resolution spectra at +3 V 
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Figure A4.5: Nickel 2p high-resolution spectra at -1 V, after previous 
exposure to +3 V 

Figure A4.6: Nickel 2p high-resolution spectra at -2 V, after 
previous exposure to +3 V 

Figure A4.7: Nickel 2p high-resolution spectra at -3 V, after 
previous exposure to +3 V 
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A5. Fe 2p high-resolution spectra 

	

	

Figure A4.8: Nickel 2p high-resolution spectra at -4 V, after previous 
exposure to +3 V 

Figure A5.1: Iron 2p high-resolution spectra at 0 V 
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Figure A5.2: Iron 2p high-resolution spectra at +1 V 

Figure A5.3: Iron 2p high-resolution spectra at +2 V 

Figure A5.4: Iron 2p high-resolution spectra at +3 V 
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Figure A5.5: Iron 2p high-resolution spectra at -1 V after previous 
exposure to +3 V 

Figure A5.6: Iron 2p high-resolution spectra at -2 V after 
previous exposure to +3 V 
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Figure A5.7: Iron 2p high-resolution spectra at -3 V after 
previous exposure to +3 V 

Figure A5.8: Iron 2p high-resolution spectra at -3 V after previous 
exposure to +3 V 


