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Abstract

The current decades have witnessed the explosive increase of traffic-data demand. It is predicted that indoor wireless communications will be one of the fastest growing markets, since the vast majority (over 80%) of data demand occurs in indoors. Facing such a huge data demand, the dense deployment of small cells (SCs) in indoor environments is boosted, which brings breakthroughs of throughput for in-building communications. However, the densification of indoor small-cell (SC) networks also poses new challenges, such as complex propagating environments, severe blockage effects and short link distances, which significantly influence the evaluation of network performance. This thesis mainly investigates the performance analysis of indoor dense SC networks.

Firstly, the probability of Line-of-Sight (LOS) propagation is crucial to model the real signal propagation channels and to evaluate the performance of cellular networks. However, existing LOS probability models are oversimplified to provide the exact LOS probability in indoor scenarios. By considering the realistic layout of building structures, this thesis proposes a novel and analytical LOS probability model for downlink radio propagations in typical indoor scenarios, which have rectangular rooms and corridors. Through the proposed model, the LOS probability can be calculated directly without the measurement and simulation.

Next, in terms of the impact of LOS and Non-Line-of-Sight (NLOS) transmissions, the traditional works do not distinguish them, which is not practical for dense cellular networks. Thus, a tractable path loss model considering both LOS and NLOS propagations is proposed for the performance analysis of indoor dense SC networks. Based on the theory of stochastic geometry, the performance metrics, such as coverage probability, spectral efficiency (SE)
and area spectral efficiency (ASE), are analytically derived. The analytical results provide insights into the design of indoor dense SC networks in the future.

Thirdly, regarding the severe effects of blockages in indoor environments, the traditional approach that simply considers it as a log-normal shadowing is too simple. Therefore, a wall blockage model is developed to characterize the impact of blockages based on the stochastic geometry. Furthermore, the mathematical expression of coverage probability for the case of impenetrable blockages is derived, which employs a path loss model incorporating both the blockage-based and distance-based path loss.
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Chapter 1

Introduction

Overview

In recent decades, the data traffic is experiencing the explosive growth, most of which is generated by mobile smart devices in indoor environments. In order to satisfy this huge data demand occurring indoors, some researches have been carried out on the development of indoor dense small-cell (SC) networks. Nevertheless, facing the evolution of indoor network densification, new challenges are also unavoidable for researchers and network operators. This motivates the thesis to investigate indoor wireless communications in dense cellular networks.

In this chapter, the background and motivation of this thesis will be introduced firstly. Then, the research objectives will be presented. Finally, the organization of this thesis will be illustrated.

1.1 Background and Motivation

1.1.1 Requirements of Indoor Wireless Communications

In the last decades, with the rapid development of mobile smart devices, such as mobile phones, tablets, and portable laptops, the amount of required data traffic has emerged an
explosive growth. Fig. 1.1 and Fig. 1.2 indicate that the mobile devices and data traffic will continue to grow at a surprising speed, respectively [1]. Actually, a majority (80%) of voice services and multimedia services occur indoors, since the people usually spend most of the time on the home life and working in the office. It is certain that the capacity demand of indoor communications will keep the horrendous increasing trend, since more advanced applications are desired to be implemented. For example, in the future smart city, people will study and work at home through the virtual reality and augmented reality techniques; besides, people at home can control the autonomous vehicle remotely so as to realize the safe and efficient driving. These instances necessarily require the more advanced indoor communication networks in support of the vast data traffic.

As is known to all, stimulated by the above application demands, the wireless communication networks have experienced the rapid evolutions, from 3G to 4G LTE, and further to 5G era. Herein, the indoor wireless communication is predicted to be one of markets with the fastest growth [1]. Therefore, providing better coverage and higher capacity for indoor environments is an urgent issue, especially facing the increasing subscribers’ data demand. However, there exists a question that whether 5G can satisfy the data transmission demand in the next decades? We guess no one can give the doubtless answers. So the academia and
industry should pay more attention to the critical technologies to realize the higher capacity of indoor communication networks than the current expectations.

1.1.2 Dense Small-Cell Networks

In order to satisfy such an immense data demand, network operators and academic researchers represent the concept of dense SC network [2], of which the structure is shown in Fig. 1.3. The network densification is a key mechanism for the traffic-demand evolution, which can be realized by deploying the increased number of small cells (SCs). With the closer distance between base stations (BSs) and users, the propagation loss on channels will be smaller. Thus the coverage probability and throughput can be improved. In addition, the employment of dense SCs can boost the frequency reuse ratio greatly, which leads to the huge capacity gain for communication networks and improves the spectrum efficiency (SE) with lower power and lower cost.

However, although dense SC deployment could bring network performance improvement, some technical challenges are also brought in, such as inter-cell interference, in-device interference, unplanned deployment, and performance analysis difficulties. Therein, cell deployment planning is one of the fundamental problems we are considering for indoor SC
networks. It aims to deploy the network access nodes in optimal densities and locations to provide guaranteed quality of network services. Fortunately, up to now, there are some emerged technologies to solve the above difficulties. For the severe interference problem, massive multiple-input multiple-output (MIMO) and millimeter wave (mmWave) can alleviate the inter-cell interference, because of the beamforming of multi-antennas and the short transmission distance of mmWave. In addition, for the performance analysis of dense SC networks, Stochastic Geometry is a mathematically tractable tool, which can reveal the relationship between the dense cell networks and the major performance-impacting parameters. In summary, the dense SC network has been widely accepted by academia and industry for improving the network coverage and capacity.

1.1.3 Motivation

As presented above, inspired by the concept of dense SC deployment, the architecture of in-building SC network is investigated recently and in the future. It is a good compromise
of the conventional approach, in which the indoor communication service is provided by outdoor macrocells.

Nevertheless, there still exists some challenges brought by the differences between outdoor and indoor dense SC networks, which are inevitable and worthy of attention by academia and industries. By considering the unique features of indoor propagations, such as shorter links and more complex obstacles, some of the main challenges are summarized as follows.

**Challenges**

- The accurate propagation model for indoor communications is a necessity. The indoor environments are very complicated because of the dense and various obstacles, such as wall blockages, furnitures and moving human bodies. In order to capture the effects of these influential factors, exact Line-of-Sight (LOS) models are required for network performance evaluation.

- Existing path loss models are too simplified to accurately analyse the performance of indoor dense small networks, which do not differentiate LOS and Non-Line-of-Sight (NLOS) propagation. With the increase of SC density and the transition from macrocells to indoor SCs, some NLOS transmissions are transformed into LOS transmissions caused by the shorter link distance. It implies that the indoor propagation has a higher LOS probability compared with the outdoor transmission given the same BS numbers [3–5]. The network performance is certainly influenced by the transformation.

- The effects of obstacles on signal propagations become dominant. Indoor scenarios usually have more complex and dense obstacles, such as wall blockages and moving human bodies. The wall blockages significantly attenuate the signal strength, especially for higher frequencies. Thus, the performance of indoor networks is largely characterized by blockages.

### 1.2 Contributions of the Thesis

This main research contributions of this thesis are summarised as follows:
• To propose an analytical and accurate LOS probability model by considering the realistic building structures for downlink radio propagations in indoor scenarios. The main content is corresponded to Chapter 4.

• To develop a tractable approach to evaluate the network performance metrics, such as coverage probability, spectral efficiency (SE) and area spectral efficiency (ASE) of indoor communications, which is comprised of a practical path loss model by considering the LOS and NLOS transmissions based on the proposed LOS probability model in Chapter 4. The main content is corresponded to Chapter 5.

• To develop a mathematical model of interior wall blockages based on the stochastic geometry, which is employed to analyse the coverage probability of indoor wireless communications by incorporating both the blockage-based and distance-based path loss. The main content is corresponded to Chapter 6.

1.3 Structure of the Thesis

The structure of this thesis will be presented in this section, which are introduced as follows:

Chapter 2: State of the Art and Research Challenges

This chapter firstly presents the development and related research works of indoor wireless communications, from the traditional network architecture to the indoor dense SC network. Then, the stochastic geometry analysis for dense network performance and its related works are presented.

Chapter 3: Fundamentals of Stochastic Geometry

This chapter focuses on the introduction of stochastic geometry fundamentals, including the properties and key mathematical techniques. This lays the foundation for its application in dense cellular networks.

Chapter 4: Exact Line-of-Sight (LOS) Probability for Channel Modelling in Typical Indoor Environments
1.3 Structure of the Thesis

The model of LOS probability is essential for channel modelling and network performance evaluation. The existing LOS models are too simplified to exactly capture the characterizations of indoor propagations. This chapter proposes an exact and analytical LOS probability model for downlink radio propagations in typical indoor environments, by considering the realistic building layout.

Main contributions

- The proposed model is developed by considering realistic building structure, which is more practical for channel modelling.
- The proposed model analytically constructs the mapping from a building’s layout (structure) to the LOS probability distribution. With this model, we can directly obtain the LOS probability of propagation links inside a given building without simulations or measurements.
- The proposed method is tractable and can be generalized to indoor scenarios with similar properties.

Chapter 5: Performance Analysis for Indoor Dense Small-Cell Networks with LOS and NLOS Transmissions

In order to meet the huge demand of indoor data traffic, indoor cellular networks are becoming denser. The network densification introduces problems for network performance analysis. Traditionally, the performance evaluation of indoor networks is usually based on simplified path loss models, which fails to distinguish the LOS and NLOS transmission. This drawback is obviously for the indoor dense network. The reason is that some transmissions are transformed into LOS cases with the increase of BS density and the shorter distance between users and BSs. This chapter presents a practical path loss model, and builds a mathematical framework to analyse the effect of the path loss model on the indoor dense network performance. The analytical results of performance metrics are derived. This work provides a certain guidance for the design of indoor dense SC networks.

Main contributions
• A practical path loss model is proposed for indoor dense cellular networks, by considering the LOS and NLOS propagations. The effects of different path loss models are analytically investigated.

• Performance metrics, i.e., the coverage probability, SE and ASE, are derived for both a general path loss model and a special linear path loss model.

Chapter 6: Analysis of Indoor Wireless Communications by a Blockage Model

The effects of blockages on signals become dominant for in-building wireless communications, since obstacles are more dense and complex and the link distances are shorter. The traditional pathloss model deals with it as a log-normal fading along with the reflection, scattering and diffraction, which cannot accurately reflect the blockage effects. This chapter aims to investigate the indoor blockage effects. Then a complex path loss model is built by combining both the blockage-based and distance-based path loss. Finally, a mathematical framework is obtained to evaluate the performance of indoor networks.

Main contributions

• The indoor blockages are built as a model by abstracting the walls as a random process, which makes it possible to analytically investigate the effects of indoor wall blockages.

• The path loss model is developed by incorporating both the blockage-based and distance-based path loss for indoor dense networks.

• The analytical result of coverage probability is obtained for analysing the performance of indoor dense networks, by using the sophisticated path loss model.

Chapter 7: Conclusions and Future work

This chapter summarises the works of this thesis and presents the future work.
Chapter 2

State of the Art and Research Challenges

Overview

In this chapter, the topics related to indoor wireless communications are reviewed. Specifically, state of the art in indoor dense SC networks is presented. Then the application of stochastic geometry analysis in cellular networks is illustrated.

2.1 Reviews of Indoor Wireless Communications

With the exponentially increasing demand of mobile data in indoor scenarios, the dense deployment of indoor SC networks has been widely accepted and practised by academia and industries. The traditional architecture for providing indoor communications by outdoor macrocells is gradually replaced. However, challenges are being brought in the meantime, because of the increased density of indoor SCs. By considering the unique features of indoor environments, the challenges can be mainly concluded as follows.

Firstly, by considering the complex and dense obstacles in indoor environments, an exact LOS probability model is needed to accurately distinguish between LOS and NLOS propagations. It is crucial to model the real signal propagation channels and evaluate the performance of networks.
Next, with the network becoming denser, the transition from NLOS transmissions to LOS transmissions occurs because of the shorter distances between transmitters and users. The effects of LOS and NLOS propagations are significant for the accurate performance evaluation of indoor dense cellular networks. Therefore, how to tractably analyse the network performance with the practical indoor path loss model is desired to be solved.

Thirdly, in indoor environments, the effects of interior wall blockages on signal propagations become dominant, since the interior wall blockages are densely located and the link length is shorter compared to outdoor environments. It is meaningful to analytically investigate the influence of wall blockages on the network performance.

2.1.1 LOS Probability Model

The LOS or NLOS propagation is a characteristic of signals, which implies that the signals propagate in direct or indirect paths. This characteristic is essentially to describe propagation channels and build a path loss model for wireless communications [6].

Particularly, in indoor environments, the LOS (or NLOS) probability is seriously influenced by the complex obstacles including stationary obstacles (e.g. building structure, furniture) and moving obstacles (e.g. moving human bodies) [7] [8]. Traditionally, the available works [6–10] incorporated obstacle effects into a log-normal shadowing fading, which is independent of the distance-dependant path loss. However, the LOS and NLOS transmissions are not distinguished.

Recently, some works presented that the signal strength is attenuated significantly by NLOS channels, especially in mmWave networks [11]. Although the signal to noise ratio (SNR) can be improved by using the MIMO system, it is still hard to overcome the attenuation caused by NLOS channels [12]. Moreover, the attenuation translates to the inaccurate evaluation of system performance, e.g. coverage probability [11, 13].

For the accuracy of performance evaluation, previous works seek to develop LOS distribution models. Traditionally, the Fresnel clearance is an important and meaningful method for distinguishing between the LOS and NLOS propagation. The LOS is defined by that the obstacle(s) is clear of the 60% of the first Fresnel zone [14]. However, in indoor environments,
due to the complex and ultra-dense obstacles and users, it is very hard to obtain an analytical LOS and NLOS probability model through the Fresnel clearance method.

In terms of the standards of the 3rd Generation Partnership Project (3GPP) [15], the LOS probability was expressed as a function of the link distance by the measurement. On this basis, the work [16] improved LOS models in 3GPP to apply them to the three-dimensional (3D) channels. Authors in [17] improved the LOS models proposed in 3GPP to best fit specific scenarios.

In work [18], the authors proposed an analytical framework to derive the LOS probability model, by assuming random blockages as a random process based on the stochastic geometry theory. However, it is developed in outdoor scenarios.

To conclude, the LOS probability is modelled by the measurement or by random shape theory. However, the former cannot capture the specific characterizations of environments and is not efficient. The latter sacrifices the information of the realistic building layout, although the random shape theory provides a tractable approach. In reality, blockages in a given indoor environment are fixed when the building layout is given. Therefore, an analytical and accurate LOS model is needed by considering the realistic building layout.

2.1.2 Effects of LOS and NLOS Propagations

As described in [19], the path loss model distinguishing the LOS and NLOS path is more practical in the in-building dense SC networks. Therefore, a tractable method of the performance analysis for indoor dense networks with LOS and NLOS transmissions is needed to be addressed, which evaluates the dense network performance more accurately and conveniently.

For the conventional performance analysis of cellular networks, most prior works considered the standard power-law path loss models [20–22] which do not distinguish LOS and NLOS transmissions. They modeled BSs as a homogeneous (Poisson point process) PPP, and employed the standard path loss models and the Rayleigh fading as the channel model. Moreover, the works [20] with the nearest association and [21] with the strongest association showed that the coverage probability and SE are independent of the BS density, when the BS density is large enough. It also showed the ASE increases linearly with the BS density.
However, such conclusions were drawn under the considerable simplifications in the channel model. It would be of interest to explore whether these conclusions still hold in the more practical propagation environments.

A few valuable works were carried out to solve this problem [19, 23, 24]. In [23], the authors considered the effects of the multi-slope path loss model on the dense networks. Herein, the path loss exponents are different for various distance ranges. In [24], a piece-wise path loss model and two LOS probability functions were considered. However, its results are less tractable than those of [23], due to the more complicated exponential LOS probability functions used in [24]. Similarly, the authors of [19] also used the piece-wise path loss model, but they obtained the more tractable results since the linear LOS propagation function was introduced. Unlike previous works, [26–28] considered the more realistic parameters in the dense network performance analysis. In [26], the authors assumed the Rician fading for the LOS transmission and the Rayleigh fading for the NLOS transmission. In [27, 28], the authors considered the influence of BS antenna heights and the BS idle mode on the dense network performance. Except for the downlink, the uplink performance with power control under LOS and NLOS transmissions was also analysed in [25].

In the above new works, they all studied the piece-wise path loss model considering LOS and NLOS propagations, and derived the tractable methods for analysing the coverage probability and ASE with the BS density. The results of them showed that the coverage probability increases firstly then decreases for the BS density being denser than a value of threshold. In addition, the ASE does not increases linearly with the BS density.

However, the above studies focus on the outdoor SC network There are still few researches for the indoor dense SC network with LOS and NLOS propagations. The authors in [29] presented that the increase of the throughput is not linearly with the BS density, which considered a path loss model with the impact of blockages as an exponential function of the distance. Nevertheless, it’s based on the scaling law rather than the tractable method.

Therefore, a tractable approach for analysing the indoor dense network performance, considering LOS and NLOS propagations, is urgent to be put forward.
2.1 Reviews of Indoor Wireless Communications

2.1.3 Effects of Blockages

In indoor SC networks, the performance is characterized in large part by obstacles, such as walls. The effects caused by wall blockages make the performance analysis difficult, particularly for high-frequency cellular networks. This section will introduce related works to describe the blockage impact.

Traditionally, the approach that involves the effects of blockages on signal transmission is the ray tracing [30, 31]. This method was employed to investigate the characterizations of indoor scenarios [32–34]. The ray tracing requires the specific environmental information to generate results, while it cannot provide a general result such as ensemble average for scenarios with similar characteristics. The computational complexity of the ray tracing also makes it inefficient.

Recently, an analytical approach from the random shape theory was investigated to establish a statistic model that represents the wall blockages’ statistics without the need of terrain data. The random shape theory models the blockages as randomly distributed by the segment line process in a wireless cellular network [35]. In [18], the authors provided a more general model by assuming that buildings are presented as a random project process in urban scenarios. The buildings were abstracted as rectangles with random orientations and sizes, whose centres form a PPP. The mathematical technique makes it possible to analyse the impact of blockages in general networks.

Owing to the tractability and efficiency of the random blockage model, some research works extended the application of the random shape theory to analyse indoor blockages. The authors in [36, 37] established the indoor wall blockage model with the horizontal or vertical orientations, and random locations. The work [37] compared different blockage generating methods, including random shaper theory and semi-deterministic methods. However, these two works only applied the proposed model to networks with a specific arrangement of transmitters, which is not suitable for general networks.

The works [38, 39] presented a general mathematical approach by modelling wall blockages as a Poisson line process. In the method, a building was modelled as a grid consisting of multiple rectangular rooms, which are randomly distributed in space. However, for analytical
simplicity, the distance-based path loss was ignored in this work. This may result in an inaccurate estimation of the network performance, despite the work’s general application of analysing indoor networks.

In summary, there are two main methods to investigate blockages in indoor environments. The ray tracing method requires the site-specific information, which is time and cost consuming. The stochastic geometry theory presents a tractable approach to model wall blockages as random processes, which has been utilized to efficiently analyse blockage effects on urban scenarios.

2.2 Review of Stochastic Geometry in Dense Cellular Networks

With the development of dense cellular network, the stochastic geometry analysis in wireless networks has been one of the most important mathematical method to model and analyse the performance of cellular networks. Related works mainly focus on how the stochastic geometry evaluates and predicts the performance of wireless networks, including coverage probability, SE and etc.

This section will simply introduce the fundamental thought of the application of stochastic geometry in wireless networks. Then, the related works in this research field will be illustrated and discussed.

2.2.1 Overview of Stochastic Geometry Analysis

Stochastic geometry provides a tractable and rigorous mathematical framework, which has been successfully to model a variety of cellular networks and analyse their performance [40–44]. The analysis based on stochastic geometry not only can capture the spatial randomness of wireless networks, but also can incorporate some uncertain sources, such as shadowing and fading.
Now we first present a broad view of the thought of stochastic geometry analysis. In reality, cellular networks are already known and deployed for a given scenario. However, the stochastic geometry is not used to investigate a specific cellular network with a certain geographical layout. Instead, it provides a general mathematical model, which gives us a view of the average of all cellular networks [45]. Through the work [20], transmitters at different locations form random layouts over a very big space. Therefore, the analytical method by stochastic geometry is on the basis of the probabilistic spatial distribution of transmitters, instead of a deterministic network implementation. Stochastic geometry models the cellular networks by a stochastic point process (mostly by PPP), which models transmitter locations as points in the Euclidean space [46]. Thus, transmitters are abstracted to random spatial patterns formed by points.

The main focus of stochastic geometry analysis is the average performance over all network implementations, which provides statistically characteristics of cellular networks. Such metrics mainly include the coverage probability (outage probability), ergodic capacity, ASE, system error probability and etc. [45]. Stochastic geometry builds a bridge between expressions of the aforementioned metrics and the parameters of cellular networks. The analytical results are helpful to provide insights into the operation and design of cellular networks.

As described above, the analytical expressions of performance metrics can be obtained by stochastic geometry. One key problem is how the cellular networks are analysed by the approach. Now, the analysis procedure based on the thought of stochastic geometry is concluded as the followed by taking PPP as an example.

A. System modelling

The first step is to choose the system model for the research object, such as scenario, path loss model, transmitting power, user position(s). This is the basis for analysing a wireless network.
B. Abstracting networks

The next step is to abstract elements of cellular networks (transmitters and/or users) by employing a point process, mostly PPP. Locations of transmitters are realized by each point of PPP in a finite space, which reflects some important characterizations of transmitters [45]. Without loss of generality, the performance analysis is executed for a typical user, of which the position can be an arbitrary reference point. Usually, the typical user is assumed at the origin for simplicity. The obtained results are location-independent since the PPP is stationary.

Then, by choosing a connectivity policy, the interference $I$ at typical user can be calculated as the aggregate of signals from interfering transmitters, which have been equivalently abstracted as random points of PPP. Thus, the interference function involves random and uncertain signal sources because of the randomness of transmitters. The following step will provide the mathematical tools for handling the randomness of interference, and further evaluate performance metrics statistically.

C. Analysing network performance

By following the network abstraction, the interested performance metrics can be analytically presented. Then mathematical techniques from stochastic geometry are utilized to assess the network performance. Two of most important techniques are the probability generating functional (PGFL) and Campbell’s theorem, which handle the randomness by integrating functions over the point space.

The utilization of these two main techniques requires the function with a certain expression. For the PGFL, an expectation of a random product is mandatory. For Campbell’s theorem, an expectation of a random sum is needed.

In conclusion, The procedure of stochastic geometry analysis can be summarised as in Fig. 2.1. The technical details will be introduced in next chapter.
2.2 Review of Stochastic Geometry in Dense Cellular Networks

Stochastic geometry has been widely utilized by academia since it successfully provides a mathematical framework for modelling and analysing wireless networks. The research works mainly focus on evaluating and predicting key metrics of network performance by stochastic geometry theory.

Due to the strength of capturing the randomness by stochastic geometry, it was mostly used to the ad hoc networks. The attempts of modelling cellular networks by stochastic geometry began from the late 90’s [47, 48]. While it was not successfully until the works published [20, 49, 50], which revealed the irrationality of hexagonal grid model, and the randomness of realistic cellular networks. The work [20] firstly derived simple analytical expressions of performance metrics experienced by users. The PPP network model was validated by comparing with the hexagonal grid model and actual networks. Furthermore, the simulation results also showed that the PPP network model provides the tight lower bound for network performance, while the traditional hexagonal grid model provides the upper bound. Due to the tractability of PPP network, it launched a new research field of modelling and analysing cellular networks. In [49], the authors further proofed the rationality of PPP network model by the comparison of realistic transmitter layouts in different locations, and again confirmed the tight lower bound provided by PPP network. The work [50] presented the convergence results of PPP networks with respect to the environments with variant shadowing.

By the employment of PPP for cellular networks, some extraordinary results have been achieved. The downlink system of cellular networks was characterized in the following

Fig. 2.1 Performance analysis of cellular networks by PPP

2.2.2 Related Works
works. At first, single-layer cases were investigated in [20, 50, 51], which were considered as the most basic and simplistic cellular network for analysing. Then, the researchers of works [52–55] extended the tractable approach to downlink multi-tier cases, which introduced the interference from different tiers and exposed the effects of the number of tiers and BSs on the network performance. Different from the prior references on the assumption of the single-antenna BS, the authors of [56–60] investigated MIMO technology in cellular networks, which explored the influence of antenna numbers and beamforming schemes on the network performance, further expanded to the cellular networks analysis with massive MIMO [61, 62]. Similarly, as one of most critical technique of 5G era, the mmWave in cellular networks was also analysed by Stochastic geometry in [63–65], which took the propagation characteristics of the mmWave and the blockage model into account. Meantime, due to the densification of networks, some researchers came up with the corresponding analytical interference management methods and BS cooperation schemes [66–70]. In order to enhance the coverage probability, some works considered the relaying nodes in the cellular networks [71–74], which not only modeled the BSs and mobile users as PPP processes, but also assumed relay nodes as PPP processes. Additionally, the cognitive radio used in cellular networks was studied by means of stochastic geometry, so as to take a full advantage of spectrum resources [75–79]. Since the future 5G communication networks would contain a large number of small BSs, the energy efficiency (EE) is a critical performance metrics, which was as well investigated in works [80–84]. Moreover, as an effective way to enhance the network EE, nodes with energy harvesting function were also modeled by PPP to analyse the network energy utilization [85–87]. In summary, by making use of these analytical methods and thoughts, it will contribute to modelling the downlink performance of indoor dense networks and giving deep insights into the design.

By the way, stochastic geometry has also been broadly employed for the performance analysis of the uplink performance of cellular networks such as [88–90] and device-to-device communications [91–93]. These works will not be elaborated since this thesis does not focus on them.
Chapter 3

Fundamentals of Stochastic Geometry

Overview
The performance of cellular networks is tightly related to the positions of users and service nodes. However, the positions are usually uncertain. Hence, they can be modelled as the random process of points on a two-dimensional (2D) or 3D space. In the field of mathematics, the mathematical framework of this random model and its analytical approach are defined as stochastic geometry, especially the random point process. The modelling and analysis of wireless cellular networks is a direct application of stochastic geometry. Thus, this chapter will introduce some preliminary background knowledge of stochastic geometry according to the work [43].

3.1 Basic Concepts of Stochastic Geometry
This section will illustrate the basic concepts of stochastic geometry, which can be used to deal with the random spatial pattern. Generally, as the basic object of stochastic geometry, point process theory is of great importance. The point processes can be used to model the distributions of transceivers in a wireless network where positions of them are with uncertainty. Thus, the transmitters or receivers can be described by the characterizations of points in the point process.
3.1.1 Properties of Point Process

This section introduces important properties of the point process, which are presented as follows:

*Translated point process*: If we define \( \Phi = \{x_1, x_2, \ldots\} \) as a point process, then \( \Phi \triangleq \{x_1 + x, x_2 + x, \ldots\} \) is considered as the point process by translating \( x \in \mathbb{R}^d \).

*Stationarity*: Given a point process on \( \mathbb{R}^d \), if its distribution is translation-invariant, then this point process is stationary, i.e., \( \Phi \overset{d}= \Phi_x \).

*Isotropy*: Given a point process on \( \mathbb{R}^d \), if its distribution is rotationally invariant in regard of the original point \( o \), then this point process is named isotropy, i.e., \( \Phi \overset{d}= r\Phi_o \), where \( r \) is an arbitrary rotation about \( o \).

*Motion-invariance*: Given a point process, if it is stationary and isotropic, then it is defined motion-invariant.

*Thinning of point process*: Generally, thinning is the removing certain points from a point process according to a rule. If the removal operation is independent for all points, in other words, the removal point is independent for other points, then the thinning is named independent thinning. Otherwise, the thinning is called dependent thinning.

3.1.2 Distances

In this section, we will introduce several basic but important distances of point process, and characteristic functions of distances.

Firstly, we introduce a definition of the nearest-neighbour operator. If a point set \( \phi \) is with two points at least, the nearest-neighbour operator is presented as

\[
NN_\phi(x) \triangleq \arg\min_{y \in \phi \setminus \{x\}} \{||y - x||\}, \quad x \in \phi.
\]  (3.1)

If there are several nearest neighbours, the operator randomly chooses one of them. This operator can also be applied to an arbitrary location \( u \in \mathbb{R}^d \). In this case, the nearest-neighbour operator is a more appropriate appellation. Moreover, the expression \( ||u - B||, B \in \mathbb{R}^d \) is the
notation of the minimum distance from the point \( x \) to the set \( B \):

\[
\| u - B \| \triangleq \min \{ \| u - y \| \}, \quad u \in \mathbb{R}^d, B \in \mathbb{R}^d, y \in B.
\] (3.2)

**Definition 3.1.1. (Contact distance)** Given a point process \( \Phi \), its contact distance at position \( u \) is defined as \( \| u - \Phi \| \).

**Definition 3.1.2. (Contact distribution function)** The function of the contact distribution \( F^u \) is the CDF of contact distance \( \| u - \Phi \| \), which is presented as:

\[
F^u(r) \triangleq \mathbb{P}(\| u - \Phi \| \leq r) = \mathbb{P}(N(b(u, r)) > 0).
\] (3.3)

If a point process \( \Phi \) is stationary, then the function \( F^u \) does not depend on the location \( u \), and can be denoted as \( F \). This function is widely used in cellular networks, e.g., the function of the nearest distance from the typical user to the designated (nearest) transmitter.

**Definition 3.1.3. (Nearest-neighbour distance)** The distance between a point of the point process to its nearest neighbour is called nearest-neighbour distance, as presented:

\[
\| x - NN_{\Phi}(x) \| = \| x - \Phi \setminus \{ x \} \|, x \in \Phi.
\] (3.4)

**Definition 3.1.4. (Nearest-neighbour distance distribution function)** The function describes the distribution of the nearest-neighbour distance, as presented:

\[
G^x(r) = \mathbb{P}(\| x - NN_{\Phi}(x) \| \leq r).
\] (3.5)

Similarly, if the point process \( \Phi \) is stationary, \( G^x \) does not depend on \( x \) and is denoted by \( G \). For the PPP, the contact distribution function is identical on the nearest-neighbour distance distribution, we just write as:

\[
F^u(r) \triangleq G^u_{\Phi \cup \{ u \}}(r),
\] (3.6)
where $G^u_{\Phi \cup \{u\}}(r)$ is the nearest-neighbour distance distribution at location $u$ of the point process $\Phi \cup \{u\}$. This follows that all points of a PPP are independent. Additionally, if the PPP is uniform, the two distance distribution functions are independent of the location $x$.

### 3.2 Moment Measures

For numerical random variables, there are statistical properties existing, such as the mean, variance and high-order statistics. Similarly, the point process theory also provides useful analogues, which are called moment measures. This section will give an illustration.

#### 3.2.1 The First-Order Moment Measure

The first-order moment of a point process is its intensity measure, presented as

$$\Lambda(B) = \mathbb{E}[\Phi(B)],$$

which is corresponded to the mean of a random variable. If the stationary point process $\Phi$ is given, and then the property: $\Lambda(B) = \Lambda(B + \nu)$, for $\nu \in \mathbb{R}^d$, which indicates the intensity measure is translation-invariant.

#### 3.2.2 The Second Moment Measures

In point processes, the simple examples of second moments are variance and covariance, which are presented respectively as:

$$\text{var} \Phi(B) = \mathbb{E}(\Phi(B)^2) - (\mathbb{E}\Phi(B))^2$$

$$\text{cov} (\Phi(A), \Phi(B)) = \mathbb{E}(\Phi(A)\Phi(B)) - \mathbb{E}\Phi(A)\mathbb{E}\Phi(B)$$

Then there are two measures derived from the following definitions.
3.2 Moment Measures

**Definition 3.2.1.** (Second moment measure) Given a point process $\Phi$ on $\mathbb{R}^d$, then $\Phi^{(2)} \triangleq \Phi \times \Phi$ can be called a point process on the space $\mathbb{R}^d \times \mathbb{R}^d$, which is consisted of all ordered pairs of points $x, x' \in \Phi$. The notation $\mu^{(2)}$ is the intensity measure for the point process $\Phi \times \Phi$. Then

$$\mu^{(2)}(A \times B) \triangleq \mathbb{E}(\Phi(A)\Phi(B)),$$

which is also called the second moment measure.

Hence, we can obtain the variance and covariance respectively:

$$\text{var} (\Phi(A)) = \mu^{(2)}(A^2) - (\Lambda(A))^2$$

$$\text{cov} (\Phi(A),\Phi(B)) = \mu^{(2)}(A \times B) - \Lambda(A)\Lambda(B)$$

Employ the Campbell theorem on then point process $\Phi \times \Phi$, we can obtain that

$$\mathbb{E}\left( \sum_{x \in \Phi} \sum_{y \in \Phi} f(x,y) \right) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x,y)\mu^{(2)}(dx,dy)$$

Straightforwardly, the second moment measure can be generalised to the higher-order moment measure, where the $n$th- order moment measure is presented as

$$\mu^{(n)}(B_1 \times B_2 \times \ldots B_n) = E (\Phi(B_1)\Phi(B_2)\ldots\Phi(B_n))$$

**Definition 3.2.2.** (Second moment factorial measure) Let a point process $\Phi \ast \Phi \triangleq \{(x,x') \in \Phi \times \Phi : x \neq x'\}$, its intensity measure is called second moment factorial measure:

$$\alpha^{(2)}(A \times B) \triangleq \mathbb{E}(\Phi(A)\Phi(B)) - E (\Phi(A \cap B))$$

Assume the set $A$ and set $B$ are disjoint, then we can get $\mu^{(2)}(A \times B)$. In generality, it is written as

$$\mu^{(2)}(A \times B) = \alpha^{(2)}(A \times B) + \Lambda(A \cap B)$$
From equation (3.16), we can observe that the difference between $\alpha^{(2)}(A \times B)$ and $\mu^{(2)}(A \times B)$ is the expectation of $A \cap B$.

### 3.2.3 Second Moment Density

**Definition 3.2.3.** (Second moment density) Given a compact set $C = A \times B$ in $\mathbb{R} \times \mathbb{R}^d$, if we have

$$\alpha^{(2)}(C) = \alpha^{(2)}(A \times B) = \int_A \int_B \rho^{(2)}(x,y) \, dxdy = \int_C \rho^{(2)}(x,y) \, dydx,$$

then it is said the point process $\Phi$ has second moment density $\rho^{(2)}$.

Written as the form of differentiation

$$\alpha^{(2)}(dx, dy) = \rho^{(2)}(x,y) \, dx \, dy$$

In simplicity, $\rho^{(2)}(x,y)$ denotes the disjoint probability that there are two points of $\Phi$ located at $x$ and $y$ in the infinitesimal volumes $dx$ and $dy$, namely

$$\mathbb{P}(\Phi(dx) > 0, \Phi(dy) > 0) \sim \mathbb{E}(\Phi(dx)\Phi(dy)) = \rho^{(2)}(x,y) \, dy \, dx$$

The second moment density can be extended to higher-order moment density, then the $n$th moment density is presented as

$$\alpha^{(n)}(B_1 \times B_2 \times \cdots \times B_n) = \int_{B_1} \int_{B_2} \cdots \int_{B_n} \rho^{(n)}(x_1,x_2,\ldots,x_n) \, dx_1 \, dx_2 \cdots dx_n$$

### 3.3 Sums and Products Based on Point Processes

The operations of sums and products of a point process are important and widely applied on wireless cellular networks. For instance, we formulate the transmitters as a point process. Then the interference at a receiver is the sum of signals from all interfering transmitters,
which are at random locations. The coverage at a receiver is considered as the product of the point process.

In this section, in order to introduce the sums and products of point processes, we will first present important definitions of random fields. Based on the definitions, the useful theorems are obtained.

A. Shot-noise random fields

The shot-noise random field is a random variable of geometrical structure. It is obtained from the superposition of random impulses that are generated by the points of a point process. These impulses are only determined by the difference \( y - x \), where \( y \) implies the location of the measure random field, and \( x \) is \( x \in \Phi \). Assume the function \( g(y) \) denotes the contribution of the origin point to the random field, then the function \( g(y - x) \) is considered as the contribution from the point \( x \).

**Definition 3.3.1.** (Shot noise) If a point process \( \Phi \) is given, its shot-noise random field is presented as

\[
\zeta(y) \triangleq \sum_{x \in \Phi} g(y - x), \quad y \in \mathbb{R}^d
\]  

(3.21)

where \( g : \mathbb{R}^d \to \mathbb{R} \). If the point process \( \Phi \) is PPP, the random field is defined as Poisson shot noise.

In wireless networks, one of important applications is the interference field. The point process \( \Phi \) models the distribution of transmitters, and the function \( g \) denotes the path loss model.

B. The mean of the sum of shot-noise random fields

Given a point process \( \Phi = \{x_i\} = \{x_1, x_2, \ldots \} \in \mathbb{R}^d \), and the function \( f : \mathbb{R}^d \to \mathbb{R} \) is measurable. The sum of \( f(x) \) over \( \Phi \) can be presented as

\[
\sum_{x \in \Phi} f(x) = \int_{\mathbb{R}^d} f(x) \Phi(dx) = \int_{\mathbb{R}^d} f(x) p(x) dx
\]

(3.22)
where
\[ p(x) = \sum_{y \in \Phi} \delta(x - y), \quad (3.23) \]
where \( \delta \) is the Dirac delta function. As described above, the sum over \( \Phi \) is a shot-noise random field.

\[
\mathbb{E} \left( \sum_{x \in \Phi} f(x) \right) = \int_{\mathbb{N}} \int_{x \in \Phi} f(x) p(d\varphi) = \int_{\mathbb{N}} \int_{\mathbb{R}^d} f(x) \varphi(dx)p(d\varphi). \quad (3.24)
\]

**Theorem 3.1. (Campbell’s theorem for sums)** Given a point process \( \Phi \in \mathbb{R}^d \), and \( f : \mathbb{R}^d \to \mathbb{R} \) defined as a measurable function. The calculation of its random sum is

\[ S = \sum_{x \in \Phi} f(x), \quad (3.25) \]
which is still a random variable, of which the mean

\[ \mathbb{E}(S) = \int_{\mathbb{R}^d} f(x) \Lambda(dx). \quad (3.26) \]

*If \( \Phi \) has an intensity function, then*

\[ \mathbb{E}(S) = \int_{\mathbb{R}^d} f(x) \lambda(x) dx. \quad (3.27) \]

**Proof.** Assume \( f \) is a step function, present as \( f = \sum_{k=1}^{K} c_k 1_{B_k} \), where \( B_k \subset \mathbb{R}^d \) and \( c_k \in \mathbb{R} \). \( 1_{B_k} \) is the indicator function of the set \( B_k \). The function \( 1_{B_k}(x) \) is defined as 1 for \( x \in B_k \), otherwise it is 0. Then the sum of \( f(x) \) is written as

\[ S = \sum_{x \in \Phi} f(x) = \sum_{x \in \Phi} \sum_{k=1}^{K} c_k 1_{B_k}(x) = \sum_{k=1}^{K} c_k \Phi(B_k) \quad (3.28) \]

Hence, its mean is

\[ \mathbb{E}(S) = \mathbb{E} \left( \sum_{k=1}^{K} c_k \Phi(B_k) \right) = \sum_{k=1}^{K} c_k \mathbb{E}(\Phi(B_k)) = \sum_{k=1}^{K} c_k \Lambda(B_k) = \int_{\mathbb{R}^d} f(x) \Lambda(dx). \quad (3.29) \]
Corollary 3.1. (Campbell’s theorem for sums over stationary point process) If a stationary point process \( \Phi \subset \mathbb{R}^d \) is set with an intensity \( \lambda \), then the sum, denoted by \( S = \sum_{x \in \Phi} f(x) \) is a variable with random distribution. Its parameter of mean is

\[
\mathbb{E}(S) = \lambda \int_{\mathbb{R}^d} f(x) \, dx.
\]

\( (3.30) \)

C. The probability of generating functional

Followed by the above, we will give the definition of products, namely the probability of generating functional. Given a non-negative integer random variable \( X \), the generating function \( G_X \) of \( X \) is provided by

\[
G_X(t) \triangleq \mathbb{E}(t^X) = \inf_{n=0}^{\infty} t^n \mathbb{P}(X = n) \quad t \in [0, 1].
\]

\( (3.31) \)

Though differentiating \( G_X \), we can obtain

\[
G'_X(1) = \left. \frac{dG_X(t)}{dt} \right|_{t=1} \quad \text{and} \quad G''_X(1) = \left. \frac{d^2G_X(t)}{dt^2} \right|_{t=1}
\]

\( (3.32) \)

Therefore, the variance and mean of \( X \) are calculated as

\[
\mathbb{E}(X) = G'(1) \quad \text{and} \quad \text{var}(X) = G''_X(1) + G'_X(1) - (1 - G'_X(1)).
\]

\( (3.33) \)

Definition 3.3.2. (Probability generating functional of a point process) Let a measurable function \( v : \mathbb{R}^d \to [0, 1] \), such that the function \( 1 - v \) is bounded. The PGFL is given as

\[
G[v] \triangleq \mathbb{E} \left( \prod_{x \in \Phi} v(x) \right) = \int_N \prod_{x \in \Phi} v(x) P(d\phi)
\]

\( (3.34) \)

Due to

\[
G[v] = \mathbb{E} \left[ \exp \left( \sum_{x \in \Phi} \log v(x) \right) \right],
\]

\( (3.35) \)
the PGFL is alternatively written as the below according to equation (3.22)

\[
G[v] \triangleq \mathbb{E} \left[ \exp \left( \int_{\mathbb{R}^d} \log v(x) \Phi(dx) \right) \right]. \tag{3.36}
\]

### 3.4 Poisson Point Process

This section introduces the Poisson point process (PPP), a basic and very important point process, which has been widely utilized for analysing wireless cellular networks.

#### A. One-dimensional poisson point process

**Definition 3.4.1.** (One-dimensional Poisson process) The point process with the uniform intensity is named one-dimensional Poisson point process, which satisfies the following conditions

- for an arbitrary bounded interval \([c, d)\), \(N([c, d))\) is a Poisson distribution with mean \(\lambda(d - c)\), and

\[
\mathbb{P}(N([c, d)) = k) = e^{-\lambda(d-c)} \frac{(\lambda(d-c))^k}{k!}; \tag{3.37}
\]

- if the intervals \([c_1, d_1), [c_2, d_2), \ldots, (c_m, d_m]\) are disjoint, then \(N(c_1, d_1), N(c_2, d_2), \ldots, N(c_m, d_m)\) are independent random variables.

In terms of the point process in Definition 3.4.1, the intensity \(\lambda\) is independent of the location, hence the point process is also named homogeneous (or uniform). The inhomogeneous PPP can be defined that its intensity depends on the location, presented as \(\lambda(t) \geq 0\), for \(t \in \Phi\). Accordingly, the expected number of points in an arbitrary interval \([c, d)\) is calculated as

\[
\mathbb{E}N([c, d)) = \int_c^d \lambda(t)dt, \tag{3.38}
\]

where the number \(N([c, d))\) in the disjoint bounded intervals is also independent random variables.
3.4 Poisson Point Process

B. General poisson point process

Now we give a general definition of PPP on $\mathbb{R}^d$.

**Definition 3.4.2.** (General Poisson point process) For a PPP defined on $\mathbb{R}^d$, it is assumed to be with the intensity measure $\Lambda$. Then it satisfies the following conditions:

- given an arbitrary compact set $C \cap \mathbb{R}^d$, the number operator of points is a Poisson distribution with expected value $\Lambda(C)$. If $\Lambda$ is denoted by a density $\lambda$, then the distribution of points’ number $N(C)$ is presented as

$$
\mathbb{P}(N(C) = k) = \exp \left( - \int_C \lambda(x)dx \right) \frac{(\int_C \lambda(x)dx)^k}{k!};
$$

- given disjoint compact sets $C_1, C_2, \ldots, C_m$, then $N(C_1), N(C_2), \ldots, N(C_m)$ are independent.

**Remark 1.** The intensity measure variable, denoted by $\Lambda$, is defined on $\mathbb{R}^d$. Then the number of all points is finite, i.e. $\int_{\mathbb{R}^d} dx = \Lambda(\mathbb{R}^d)$ is a finite value.

In terms of the homogeneous PPP, it is a special case with $\Lambda(C) = \lambda |C|$, which is widely employed to model transmitters in wireless networks.

C. The moment-generating function of sums over poisson processes

**Theorem 3.2.** (Campbell’s theorem for Poisson point process) Assuming a uniform PPP, denoted as $\Phi$ with parameter $\lambda$ on $\mathbb{R}^d$, and the measurable function $g : \mathbb{R}^d \to \mathbb{R}$. The sum of $g(x)$ is presented as:

$$
S = \sum_{x \in \Phi} g(x),
$$

which is absolutely convergent under the condition $\int_{\mathbb{R}^d} \min(|g(x)|, 1)dx < \infty$.

If this condition is satisfied, the moment-generating function is written as

$$
\mathbb{E}(e^{tS}) = \exp(\lambda \int_{\mathbb{R}^d} (e^{tg(x)} - 1)dx)
$$
D. The probability generating and Laplace functionals over poisson processes

**Theorem 3.3.** (Probability generating functional for the Poisson point process) Given a PPP \( \Phi \), it is assumed with the measure \( \Lambda \) and the measurable function \( v \in V \). Then the PGFL is

\[
G[v] \triangleq \mathbb{E} \left( \prod_{x \in \Phi} v(x) \right) = \exp \left( - \int_{\mathbb{R}^d} [1 - v(x)] \Lambda(\text{d}x) \right).
\] (3.42)

### 3.4.1 Interference Characterization of PPP Networks

Define a function of path loss \( \ell : \mathbb{R}^d \to \mathbb{R} \), all transmitters with unit power are modelled as a point process \( \Phi \). For the receiver at position \( r \), the interference power is presented as

\[
I(r) = \sum_{x \in \Phi} \ell(r - x), \quad r \in \mathbb{R}^d
\] (3.43)

where the channel fading is ignored. According to equation (3.21), the interference \( I(r) \) is a shot-noise random field.

By taking the channel fading into account, the received power is obtained by the path loss multiplying attenuation coefficient \( h_x \), hence the interference is

\[
I = \sum_{x \in \Phi} \ell(x)h_x,
\] (3.44)

where coefficients are assumed independently.

For presenting the statistical characterization of interference, the Laplace transform of interference is operated according to the PGFL of PPP, which is shown as

\[
\mathcal{L}(s) = \mathbb{E} \left( e^{-sI} \right) = \mathbb{E} \left( \prod_{x \in \Phi} e^{-s\ell(x)} \right)
= \exp \left( - \int_{0}^{\infty} \mathbb{E}_h \left[ 1 - e^{-s\ell(x)} \right] c_d \lambda dr^{d-1} \text{d}r \right)
= \exp \left( -c_d \lambda \mathbb{E}_h (h^\delta) \Gamma(1 - \delta) s^\delta \right)
\] (3.45)
where \(d\), \((d = 1, 2, \ldots)\) is the number of dimension, and \(\delta = \frac{d}{\alpha}\). If the channel fading is Rayleigh distribution, then the variable \(h\) is exponentially distributed. We can obtain \(\mathbb{E}[h^\delta] = \Gamma(1 + \delta)\). Therefore, the interference characterization is finally presented as

\[
\mathcal{L}(s) = \exp \left( -c_d \lambda \Gamma(1 + \delta) \Gamma(1 - \delta) s^\delta \right) \\
\overset{(a)}{=} \exp \left( -c_d \lambda \frac{\pi \delta}{\sin(\pi \delta)} s^\delta \right) \\
\overset{(a)}{=} \exp \left( -\frac{c_d \lambda}{\text{sinc}\delta} s^\delta \right)
\]

(3.46)

where step (a) follows the fact that \(\Gamma(1 + \delta)\Gamma(1 - \delta) = \frac{\pi \delta}{\sin(\pi \delta)}\), and step (b) follows the fact that \(\text{sinc}\delta = \frac{\sin(\pi \delta)}{\pi \delta}\).

### 3.4.2 Summary

This chapter introduces the basic concepts of stochastic geometry, including the definition and characterization of point processes, and applications in interference analysis of wireless networks. In Chapter 5 and 6, the detailed description that how the stochastic geometry provides the mathematical framework for the analysis of cellular network performance will be presented.
Chapter 4

Exact Line-of-Sight Probability for Channel Modelling in Typical Indoor Environments

Overview
Previous works indicate that the probability of LOS propagation is crucial to model the real signal propagation channels and to evaluate the coverage of SCs. However, existing LOS probability models, such as the exponential model and 3GPP models, are over simplified to provide the exact LOS probability typical indoor scenarios. In this chapter, by taking the realistic layout of building structures into account, an analytical LOS probability model is proposed for downlink radio propagations in typical indoor scenarios, which have rectangular rooms and corridors. The proposed tractable model is validated through Monte Carlo simulations. Numerical results show that the proposed model estimates the network performance accurately and efficiently.

4.1 Introduction
The mobile traffic demand is increasing exponentially with the growing number of mobile devices. The vast majority (80%) of mobile data demand occurs indoors [3]. The ultra-
dense deployment of indoor SC networks has been widely recognized by industry and investigated by academia as a promising solution for increasing spectrum efficiency. In indoor environments, the wireless signals are blocked by building structures [8]. Conventionally, the blockage effect is modeled as a log-normal attenuation of the received signal strength [8–10]. However, LOS links and NLOS links are not distinguished therein, and thus the evaluation might not be accurate enough.

In a NLOS link, the blockage attenuates the wireless signals significantly. Measurement shows that the blockage in the NLOS scenario significantly reduces the bit error rate performance of MIMO systems [12]. Furthermore, the attenuation caused by the blockages has a crucial influence on the estimation of system performance, e.g. coverage probability [8].

Therefore, to efficiently evaluate the performance of indoor wireless networks, an accurate LOS probability model is required. Previous works model the LOS probability as a function with a variable of link length [15–18, 94]. In the 3GPP standards, the LOS probability was modelled as exponential functions against the distance [15]. In [17], the authors further investigated the models proposed in 3GPP by comparing them with the measurement, and determined the best fit LOS model. The authors in [16] improved the original LOS probability model in 3GPP to make it applicable to the 3D channels. The paper [94] employed a LOS probability model obtained through minimizing the error between measurement results and the analytical LOS function to develop a probabilistic omnidirectional path loss model. In [18], an analytical mathematical LOS probability model was derived for randomly located blockages based on the stochastic geometry.

In the moment, the LOS probability is modelled either as an exponential function [15] or a random function [18]. However, in reality the blockages in an indoor environment are fixed when the layout of the building is given. It is predictable that the LOS probability in a building with a fixed layout is neither a simple fixed exponential function nor randomly distributed function. On one hand, the exponential LOS probability function reduces the accuracy of network performance evaluation. On the other hand, the random LOS model sacrifices information of the building layout. A possible pathway to obtain an exact LOS probability function is to randomly generate propagation links in indoor environments and
statistically count the number of LOS ones. However, although the LOS probability can be calculated by the possible pathway, the network evaluation and optimization is still intractable without an analytical LOS probability function.

Therefore, this chapter presents a novel analytical approach to calculate the LOS probability in typical buildings, which consist of multiple rectangular cavities (rooms and corridors). Firstly, we derive the LOS probability function while the BS is assumed to be located in a rectangular cavity. Secondly, a model for computing the LOS probability function under an arbitrary given building layout with multiple rectangular rooms and corridors is proposed. Finally, taking the WINNER II A1 scenario as an example [95], the LOS probability function is computed in a closed form for indoor SC coverage rate evaluation.

Note that for simplicity, the effects of reflection, diffraction and scattering are ignored. Because it is difficult to obtain a tractable model in a complex indoor environment to predict the signal propagation condition while considering propagation phenomena, such as reflection and diffraction. Additionally, the effects of furniture and moving human bodies are also ignored. This chapter will mainly focus on analysing the LOS probability caused by stationary obstacles, e.g., wall blockages as the first milestone. The further physical propagation phenomenon and other obstacles will be considered in our future work.

The remainder of this chapter is summarized as follows: The details of proposed model scheme are described in Section 4.2. The Section 4.3 presents the application of the proposed LOS model by considering the WINNER II A1 scenario. The Section 4.4 provides the validation of proposed model. In Section 4.5, we conclude this chapter and present future works.

### 4.2 Scheme of the Proposed LOS Probability Model

In this work, we consider the downlink cellular network in typical indoor environments with the BS randomly deployed. Generally, the building structure of typical indoor environments consists of rectangular cavities. Therefore, the derivation of LOS probability is developed in rectangular cavities, and is divided into two steps. In the first step, the LOS probability
Fig. 4.1 Modelling of a random link that the BS is located in a rectangular cavity (room/corridor) $C_i, (i = 1, 2, ...) \text{ with a size of } M_i(m) \times L_i(m) \times H_i(m)$. (a) The link in a 3D building; (b) The projection of the link on 2D ground plane

is derived when the BS is randomly located in single rectangular cavity. In the second step, based on the calculated result in single cavity, the LOS probability is derived in the complex building environment. The descriptions of both steps are presented as follows.

4.2.1 Step I: Single Rectangular Cavity Scenario

In this subsection, we will derive the LOS probability for all associated user equipments (UEs) when the BS is located in single rectangular cavity. To present the derivation clearly, we firstly construct a 3D building grid in infinite 3D space. It consists of a collection of planes perpendicular to x, y and z coordinates, as shown in Fig. 4.1(a), which divides the space into many rectangular cavities. This is a generalization of regular buildings consisted of rectangular cavities. For simplicity, we consider a single floor of a building in this work.

Secondly, we assume a link with a given length $d'$, whose ends are respectively the BS and UE, is randomly generated. Both of the link’s direction and middle point position are randomly distributed. The transmitter BSs are located on the ground plane (corresponded to the virtual ground plane), and all UEs are at the same height of $h$. The BS end of the link...
is randomly located in a rectangular cavity, which is presented as $C_i, (i = 1, 2, ...)$ with size $M_i(m) \times L_i(m) \times H_i(m)$, as shown in Fig. 4.1. Without loss of generality, we assume $M_i \geq L_i$. If the UE end is also located within $C_i$, the link is an LOS link and vice versa. Therefore, for cavity $C_i$, the LOS probability is equal to the probability that the UE is located within it.

Parameters related to the random link $d'$ are also illustrated in Fig. 4.1. The projection of the link $d'$ on ground plane is denoted by $d$, which is randomly located because of the random generation of link $d'$. Without loss of generality, the research object $d'$ can be transferred to its projection $d$ for simplicity in this context. The angle of $d$ is expressed as $\theta$. The variables $x$ and $y$ are the distances from the middle point of $d$ to the nearest short border and the nearest long border of the rectangular cavity, respectively. Since the values of $x$, $y$ and $\theta$ are independent, and and the their distributions are

$$
\begin{align*}
    x &\sim U \left(0, \frac{L_i}{2}\right), \\
    y &\sim U \left(0, \frac{M_i}{2}\right), \\
    \theta &\sim U \left(0, \frac{\pi}{2}\right),
\end{align*}
$$

where $U$ denotes the uniform distribution [96, 97]. Hence, the joint probability density function $f(x, y, \theta)$:

$$
    f(x, y, \theta) = \begin{cases} 
    \frac{8}{L_i M_i \pi}, & (x, y, \theta) \in A, \\
    0, & \text{else},
\end{cases}
$$

where $A = \left\{ \left(0 \leq x < \frac{L_i}{2}\right) \cap \left(0 \leq y < \frac{M_i}{2}\right) \cap \left(0 \leq \theta < \frac{\pi}{2}\right) \right\}$.

Observing from the projection of the propagation link on ground plane in Fig. 4.1(b), we can obtain the necessary and sufficient condition of LOS link as the following result:

$$
    \left(x > \frac{d \cos \theta}{2}\right) \cap \left(y > \frac{d \sin \theta}{2}\right),
$$

where $d = \sqrt{d'^2 - h^2}$. Therefore, the LOS probability $P_{i,LOS}(d)$ of the cavity $C_i$ can be obtained as in Theorem 4.1.
Theorem 4.1. The LOS probability $P_{i,\text{LOS}}(d)$ in i-th single cavity scenario can be formulated as in equation (4.5):

$$
P_{i,\text{LOS}}(d) =
\begin{cases}
P_{1,\text{LOS}}(d), & \text{when } 0 \leq d < L_i \\
P_{2,\text{LOS}}(d), & \text{when } L_i < d \leq M_i \\
P_{3,\text{LOS}}(d), & \text{when } M_i < d \leq \sqrt{L_i^2 + M_i^2} \\
P_{4,\text{LOS}}(d), & \text{when } d > \sqrt{L_i^2 + M_i^2}
\end{cases}
$$

(4.4)

where $P_{i,\text{LOS}}(d)$ is divided into four pieces when link length $d$ is in different integral range. Each piece is represented as $P_{ik,\text{LOS}}(d), k = 1, 2, 3, 4$ respectively. $P_{ik,\text{LOS}}(d)$ is the $k$-th piece probability function that a BS and a UE separated by a distance $d$ has a LOS link. They are calculated as

$$
P_{1,\text{LOS}}(d) = \left[ d^2 - 2d(L_i + M_i) + L_iM_i\pi \right] \frac{1}{L_i M_i \pi},
$$

$$
P_{2,\text{LOS}}(d) = \left[ -L_i^2 + 2dM_i(\sqrt{1 - \frac{L_i^2}{d^2}} - 1) + 2L_i M_i \arcsin \frac{L_i}{d} \right] \frac{1}{L_i M_i \pi},
$$

$$
P_{3,\text{LOS}}(d) = \left[ d^2 + L_i^2 + M_i^2 - 2d(M_i\sqrt{1 - \frac{L_i^2}{d^2}} + L_i\sqrt{1 - \frac{M_i^2}{d^2}}) + 2L_i M_i(\arccos \frac{L_i}{d} + \arccos \frac{M_i}{d} - 2\pi) \right] \frac{1}{L_i M_i \pi},
$$

$$
P_{4,\text{LOS}}(d) = 0,
$$

(4.5)

Proof. As can be seen from Fig. 4.1(b), the LOS probability is the probability that the propagation link cannot cross any borders of the cavity. When the link length $d$ is in different range, the value range of the angle $\theta$ also changes considering the variables $x$ and $y$ are always conditioned by equation (4.3). Therefore, the $k$-th piece probability function can be formulated as:

$$
P_{ik,\text{LOS}}(d) = \int_{\frac{\pi}{2}}^{\frac{L_i}{d}} \int_{\frac{\pi}{2}}^{\frac{M_i}{d}} \int_{\Theta_k} f(x, y, \theta) \, dx \, dy \, d\theta,
$$

(4.6)

where $\Theta_k$ denotes the integral limit of $\theta$ corresponding to the $k$-th piece in Theorem 4.1. Here $\Theta_1 \in (0, \frac{\pi}{2}), \Theta_2 \in (\arccos \frac{L_i}{d}, \frac{\pi}{2}), \Theta_3 \in (\arccos \frac{L_i}{d}, \frac{\pi}{2} - \arccos \frac{M_i}{d})$ and $\Theta_4 \in \emptyset$, respectively. \qed
Theorem 4.1 can be generalised as the LOS probability model of any single rectangular cavity scenario. This will be verified in Section 4.3. On this basis, the LOS probability model in complex building scenario will be obtained, shown as in Corollary 4.1.

4.2.2 Step II: Buildings with Multiple Rectangular Cavities

Generally, a complex scenario is consisted of many rectangular cavities. We assume the entire scenario (denoted by $C$) is divided by walls into $N$ rectangular cavities with each cavity area of $S_i, i = 1, 2, 3...N$. Through Theorem 4.1, the LOS probability function in single cavity $C_i$ has been obtained. Therefore, the LOS probability $P_{i,LOS}$ in the complex scenario $C$ is presented in Corollary 4.1.

**Corollary 4.1.** The LOS probability model in a complex building scenario consisted of rectangular cavities is formulated as

$$P_{LOS}(d) = \sum_{i=1}^{N} \frac{S_i}{\sum_{i=1}^{N} S_i} P_{i,LOS}(d),$$  \hspace{1cm} (4.7)

where $P_{i,LOS}(d)$ denotes the LOS probability function of the $i$-th rectangular cavity, which can be obtained by Theorem 4.1.

**Proof.** Since the BS is randomly deployed in the assumed scenario $C$, the probability that the BS is located within the $i$-th rectangular cavity can be presented as: $p_i = \frac{S_i}{\sum_{i=1}^{N} S_i}$. Therefore, for the given building structure $C$, the LOS probability is

$$P_{LOS}(d) = \sum_{i=1}^{N} P_{LOS}[P_{i,LOS}(d) | C] = \sum_{i=1}^{N} p_i P_{i,LOS}(d),$$  \hspace{1cm} (4.8)

where $d = \sqrt{d'^2 - h^2}$. Note that the variable $h$ is the height of UEs, which are assumed at the same height in this chapter.

Thus the mapping from LOS probability to link distance is constructed by Corollary 4.1. In other words, the LOS probability can be directly calculated without any simulation and measurement, only if the layout of the scenario is given. This model is analytically tractable and generally suitable to arbitrary indoor scenarios consisting of rectangular cavities. In
addition, it is frequency-independent for radio propagation. Its validation will be presented in Section 4.3.

### 4.3 The Application of Proposed LOS Probability Model

This section will illustrate the application of proposed LOS probability function in WINNER II A1 scenario, which is a building model of typical indoor office cases. The WINNER II A1 scenario is utilized as the benchmark of complex building scenario. It consists of 40 identical rectangular rooms and 2 corridors, of which the layout is as shown in Fig. 4.2. The scenario size is 100m × 50m × 3m, of which each room size is 10m × 10m × 3m, and the each corridor size is 100m × 5m × 3m. The UE is assumed to be located inside the building with a height $h$ being 1.25m.

Now we firstly provide the LOS probability function of WINNER II A1 scenario according to the proposed method. For the ease of illustration, we number all the rooms from 1 to 40, and the corridors from 41 to 42, respectively. The area of entire scenario is $S$. Due to the identical size of rooms, the area of each room is denoted by $S_R$, and the LOS probability is $P_{\text{LOS}}^R(d)$. Similarly to the rooms, the area of each corridor is denoted by $S_C$, and the LOS probability function is $P_{\text{LOS}}^C(d)$. 

![Fig. 4.2 WINNER II A1 model](image)

- Rooms: 10×10×3m
- Corridors: 100×5×3m
According to Theorem 4.1 and Corollary 4.1, the LOS probability model $P_{\text{LOS}}$ of WINTER II A1 scenario can be presented as:

$$P_{\text{LOS}}(d) = \sum_{i=1}^{N_1+N_2} p_i P_{\text{1,LOS}}(d) = \sum_{i=1}^{N_1} \frac{S_R}{S} P_{\text{1,LOS}}^R(d) + \sum_{i=1}^{N_2} \frac{S_C}{S} P_{\text{1,LOS}}^C(d)$$

$$= \begin{cases} 
\frac{N_1 S_R}{S} P_{\text{1,LOS}}^R(d) + \frac{N_2 S_C}{S} P_{\text{1,LOS}}^C(d) &= f_1(d), \quad d \in (0,d_1] \\
\frac{N_1 S_R}{S} P_{\text{2,LOS}}^R(d) + \frac{N_2 S_C}{S} P_{\text{2,LOS}}^C(d) &= f_2(d), \quad d \in (d_1,d_2] \\
\frac{N_1 S_R}{S} P_{\text{3,LOS}}^R(d) + \frac{N_2 S_C}{S} P_{\text{3,LOS}}^C(d) &= f_3(d), \quad d \in (d_2,d_3] \\
\frac{N_1 S_R}{S} P_{\text{4,LOS}}^R(d) + \frac{N_2 S_C}{S} P_{\text{4,LOS}}^C(d) &= f_4(d), \quad d \in (d_3,d_4] \\
\frac{N_1 S_R}{S} P_{\text{5,LOS}}^R(d) + \frac{N_2 S_C}{S} P_{\text{5,LOS}}^C(d) &= f_5(d), \quad d \in (d_4,d_5] \\
\frac{N_1 S_R}{S} P_{\text{6,LOS}}^R(d) + \frac{N_2 S_C}{S} P_{\text{6,LOS}}^C(d) &= f_6(d), \quad d \in (d_5,\infty] 
\end{cases}$$

(4.9)

where the right-hand side functions of equation (4.3) are shown as:

$$f_1(d) = \frac{4}{5D^2 \pi} \left[ d^2 - 4dD + D^2 \pi \right] + \frac{1}{5LM \pi} \left[ d^2 - 2d(L+M) + LM \pi \right]$$

$$f_2(d) = \frac{4}{5D^2 \pi} \left[ d^2 - 4dD + D^2 \right] + \frac{1}{5LM \pi} \left[ -L^2 + 2dM(\sqrt{1 - \frac{L^2}{d^2}} - 1) - 2LM \arcsin \left( \frac{L}{d} \right) \right]$$

$$f_3(d) = \frac{4}{5D^2 \pi} \left[ -D^2 + 2dD(\sqrt{1 - \frac{D^2}{d^2}} - 1) + 2D^2 \arcsin \left( \frac{D}{d} \right) \right]$$

$$f_4(d) = \frac{1}{5LM \pi} \left[ -L^2 + 2dM(\sqrt{1 - \frac{L^2}{d^2}} - 1) + 2LM \arcsin \left( \frac{L}{d} \right) \right]$$

$$f_5(d) = \frac{1}{5LM \pi} \left[ d^2 + L^2 + M^2 - 2d(M\sqrt{1 - \frac{L^2}{d^2}} + L\sqrt{1 - \frac{M^2}{d^2}}) \right]$$

$$f_6(d) = 0$$

where the parameter $D$ denotes the room length. The parameters $M$ and $L$ denote the length and width of corridor, respectively. The LOS probability occurring in a corridor is denoted by $P_{\text{LOS}}^C(d)$, which is segmented into four pieces, as shown $P_{\text{1,LOS}}^C(d)$, $P_{\text{2,LOS}}^C(d)$, $P_{\text{3,LOS}}^C(d)$, and $P_{\text{4,LOS}}^C(d)$. The LOS probability $P_{\text{LOS}}^R(d)$ occurring in a corridor is similar to the presentation of LOS probability in a corridor. The difference is that $P_{\text{LOS}}^C(d)$ is divided...
into three pieces, since the room length is equal to the width. For each piece of equation 
(4.3), the lengths are given by \( d_1 = M, \ d_2 = D, \ d_3 = D\sqrt{2}, \ d_4 = L, \) and \( d_5 = \sqrt{L^2 + M^2}. \)

Now, the mapping from the LOS probability distribution to the layout of this scenario is 
constructed. Furthermore, \( P_{\text{LOS}} \) can be generalized as the LOS probability model for indoor 
office building cases, since WINNER II A1 is a typical indoor office scenario.

### 4.4 Performance Evaluation

This section will validate the proposed model in single rectangular cavity scenario and com-
plex building scenario, respectively. Firstly, this model will be verified in single rectangular 
cavity scenario with various cavity sizes by comparing them with Monte Carlo simulations. 
Then, in complex building scenario, the WINNER II A1 scenario will be employed as an 
example, which is a general building model of indoor office building cases [95], to validate 
the proposed model by the comparison with existing LOS probability models and Monte 
Carlo simulation.

#### 4.4.1 Single Rectangular Cavity Scenario

Fig. 4.3 illustrates the verification of the proposed model by comparing it with Monte Carlo 
simulation in terms of different cavity sizes. It is obvious that the proposed model matches 
the simulations results closely. Moreover, the LOS probability decreases significantly with 
the distance increasing, and declines slowly with the areas of cavities growing. It can be 
seen that the LOS probability is not only influenced by the link length, but also by the cavity 
size. This matches our intuition that a longer link has a higher likelihood of experiencing 
blockages.

#### 4.4.2 Complex Building

This section illustrates the application of proposed LOS probability function in complex 
building scenario, and provides the analysis of coverage performance.
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Fig. 4.3 The comparison of proposed model and Monte Carlo simulation in single rectangular cavity. The sizes are 10m × 10m, 20m × 15m, 40m × 30m, and 50m × 50m separately. The BS and UE are randomly generated within the scenario.

Meanwhile, existing models, such as the exponential LOS probability distribution and the LOS probability in WINNER II A1 scenario [95] (We name them exponential model and WINNER II A1 model, respectively), are used for comparison. The exponential model supposes that the LOS probability decreases exponentially with attenuation coefficients as the distance increases [15]. The attenuation coefficients can be obtained from the best fit for the Monte Carlo simulation by linear least square regression. WINNER II A1 model is specifically designed to describe the LOS probability of this scenario, which is obtained by measurement data. Its expression of LOS probability is presented in [95].

In Fig. 4.4, the comparison of proposed model, exponential model, WINNER II A1 model and Monte Carlo simulation is illustrated. It is shown that our proposed LOS model very closely fits the Monte Carlo simulation, thus the proposed LOS model is validated. According to the proposed model, it is further observed that the trend of LOS probability decreases rapidly at the link distance of around 10 meters, and then moderately decreases.
after that until at around 100 meters. It is because that, in WINNER II A1 scenario, the LOS transmission occurs in both the rooms and corridors when the link length is less than about 10 meters. Otherwise, it only occurs in corridors when the link length is larger than about 10 meters. Additionally, although the exponential model has a higher accuracy than the traditional WINNER II A1 model, it still has a remarkable error compared to the simulation. The deviation is getting worse with the link distance increasing, which will significantly influence the estimation of the performance of edge UEs in SC networks. Our model will improve the accuracy of network performance evaluation (e.g. coverage), especially for the networks sensitive to LOS and NLOS propagations.

In Fig. 4.5, we present a comparison of coverage probabilities calculated by the aforementioned three LOS models and Monte Carlo simulation, considering BSs are PPP distributed with density $\lambda$ in WINNER II A1 scenario. It is assumed that the BS with the strongest signal power at UE is the designated server. Signals from other BSs are considered as interferences given the UE located at the central point of building. The coverage probability is expressed
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![Graph showing coverage probability vs. SIR Threshold (dB)]

**Fig. 4.5** The comparison of coverage probabilities obtained through proposed model, Monte Carlo model, Exponential model and WINNER II A1 model, respectively.

<table>
<thead>
<tr>
<th>Simulation samples</th>
<th>$10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation area</td>
<td>$S = 100 \times 50m^2$</td>
</tr>
<tr>
<td>BS density</td>
<td>$\lambda = 0.001m^{-2}$</td>
</tr>
<tr>
<td>Pathloss model</td>
<td>$PL(d) = 38.46 + 20\log d + 0.7d$, [15]</td>
</tr>
<tr>
<td>Transmitter power</td>
<td>$P_t = 0dB$</td>
</tr>
</tbody>
</table>

Table 4.1 Simulation parameters

as: $P_c(T) = P_c\{\text{SIR} > T\}$, where T is the signal to interference ratio (SIR) threshold. The simulation parameters are summarised in Table 4.1.

Simulation results show that the proposed model agrees to Monte Carlo simulation well, while the exponential and WINNER II A1 models underestimate the coverage probability. In other words, for achieving the same coverage probability, less BSs will be deployed actually. This result will be meaningful to direct the system design of SC networks in indoor environments. Additionally, it only takes several minutes to evaluate the coverage using the
analytical expression, which is much more efficiently than the Monte Carlo simulation (about several hours).

4.5 Conclusions

In this chapter, a novel LOS probability model for radio propagation in typical indoor scenarios has been developed, which analytically constructs the mapping from a building’s layout (structure) to the LOS probability distribution. With this model, we can directly obtain the LOS probability of transmission links inside a given building without simulations or measurements. The proposed model also improves the accuracy of obtaining LOS probability because it reduces the randomness of building structure. Numerical results show that traditional LOS probability models underestimate the performance of PPP network.

Further topics for improving the proposed model include the effects of furniture and moving obstacles (e.g. human bodies) on LOS probability distribution, extension to indoor scenarios with rectangular and non-rectangular (other shapes) cavities, and developing the application on cellular network optimization. Regarding of the propagation phenomena, such as reflection, diffraction and scattering, they will also be taken into consideration for more accurately channel modeling.
Chapter 5

Performance Analysis for Indoor Dense
Small-Cell Networks with LOS and
NLOS Transmissions

Overview
With the rapid development of 5G wireless communication system, the deployment of indoor SCs will become denser, so as to satisfy the higher throughput demand for indoor hotspots. Previous works about the performance analysis for the indoor SC networks are based on the simplified path loss models, which do not distinguish LOS and NLOS transmissions. However, with the network becoming denser, more NLOS transmissions are transformed into LOS transmissions because of the shorter distance between users and BSs. It’s certain to make the impact on the indoor network performance. Therefore, this chapter will introduce a practical path loss model including LOS and NLOS propagations, and propose a mathematically tractable approach to analyse their effects on the performance of indoor SC networks. The analytical achievements about three performance metrics, including the coverage probability, SE and ASE, are derived for both a general path loss model and a special linear path loss model. Moreover, analytical achievements are verified by Monte Carlo simulations. The numerical results reveal the effects of BS density and LOS probability
functions on the aforementioned metrics, which has a certain guidance for designing the indoor dense SC networks.

5.1 Introduction

In recent years, the cellular networks in 5G have attracted much attention due to the capability of the higher throughput, the lower latency, and the higher reliability under higher connectivity density and mobility [101]. Herein, for the indoor hotspots, the higher throughput requirement is urgent to be satisfied. Since the applications with the high demand of data transmission rate are still growing, such as ultra high resolution live videos and virtual reality. In this context, the dense SC network, such as picocell and femtocell, has been accepted as an effective solution to improve the throughput for the indoor communication networks [102, 103].

In terms of the performance analysis of SC networks, traditional approaches were based on the simplistic path loss models that fail to differentiate and analyse LOS and NLOS propagations [20–22]. This results in inaccurate analysis of SC networks. The work [20] showed that, when the BS density is large enough, performance metrics of coverage probability and the SE are not sensitive to the BS density, while the ASE is proportional to the BS density. However, these conclusions do no always hold when the path loss model is comprised of the LOS and NLOS transmissions [19, 23–25]. In [23], the authors explored the effects of the multi-slope path loss model, using different path loss exponents according to various distance ranges, on the dense SC networks. In [19, 24, 25], the authors investigated the piece-wise expressions of path loss incorporating both LOS and NLOS transmissions. On this basis, the performance metrics, i.e. the coverage probability and the ASE were derived as functions of the BS density. Moreover, numerical results presented that the coverage probability increases firstly then decreases for the BS density denser than a value of threshold. In addition, different from the conclusion of previous works, the ASE is non-linear with the BS density.

As the aforementioned description, all the works focus on the outdoor SC network. However, there are very limited researches for analysing the indoor dense SC network in
terms of distinguishing LOS from NLOS transmissions. The work [29] presented that the increase of the throughput is non-linear with the BS density, which considered a path loss model with the impact of blockages as an exponential function of distance. Nevertheless, it’s based on the scaling law rather than the tractable method.

Motivated by the above fact, this chapter will mainly target to propose a tractable approach to analyse the performance of indoor dense SC networks with differentiating LOS and NLOS propagations. The LOS probability model proposed in Chapter 4 will be adopted, since the LOS model accurately describes the indoor signal propagations. Moreover, the analytical achievements of three performance metrics will be derived.

The remainder of this chapter is organized as follows. The system model is introduced in Section 5.2. The analytical results of performance metrics are derived in Section 5.3. The analytical results are validated in Section 5.4. In the end, this chapter is concluded in Section 5.5.

### 5.2 System Model

This chapter also focuses on the downlink propagations of indoor SC network. The positions of BSs and users are modelled by two independent 2D homogeneous PPPs $\Phi_B$ with density $\lambda_B$ and $\Phi_U$ with density $\lambda_U$ respectively. Moreover, assume $\lambda_U$ is much larger than $\lambda_B$ such that each BS can serve at least one associated users in its coverage and be activated. Each BS transmits with the identical power $P_t$.

### A. Path loss model

In order to practically describe the LOS and NLOS transmissions, the piece-wise path loss model considering the practical LOS and NLOS transmissions, is adopted with respect to the
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link distance $r$ between the typical user and the target BS, which is presented as

$$
\omega(r) = \begin{cases} 
\omega_1(r), & \text{with probability } Pr_{L1}(r), \quad \text{when } 0 \leq r \leq d_1 \\
\omega_{NL1}(r), & \text{with probability } Pr_{NL1}(r), \\
\omega_2(r), & \text{with probability } Pr_{L2}(r), \quad \text{when } d_1 < r \leq d_2 \\
\omega_{NL2}(r), & \text{with probability } Pr_{NL2}(r), \\
\vdots & \\
\omega_N(r), & \text{with probability } Pr_{LN}(r), \quad \text{when } r > d_{N-1}
\end{cases}
$$

(5.1)

where the function of path loss $\omega(r)$ is divided into $N$ pieces, represented by $\omega_n(r)$, $n \in \{1, 2, 3, \cdots, N\}$. In addition, the variables $\omega_{L1}(r)$ and $\omega_{NL1}(r)$ denote the $n$-th piece path loss function for the LOS and NLOS propagation, respectively. Similarly, the variables $Pr_{L1}(r)$ and $Pr_{NL1}(r)$ represent the $n$-th segment of the LOS and NLOS probability function, respectively.

Note that, for each piece $n$, $Pr_{L1}(r) + Pr_{NL1}(r) = 1$.

Moreover, for each piece $\omega_n(r)$, it is modeled as

$$
\omega_n(r) = \begin{cases} 
\omega_{L}(r) = K_{Ln} r^{-\alpha_{Ln}}, & \text{for LOS transmission} \\
\omega_{NL}(r) = K_{NLn} r^{-\alpha_{NLn}}, & \text{for NLOS transmission}
\end{cases}
$$

(5.2)

where the path loss exponents are denoted by $\alpha_{Ln}$ and $\alpha_{NLn}$ for the LOS and NLOS path, separately. The variables $K_{Ln}$ and $K_{NLn}$ are the reference path loss at a unit distance (1m), for the LOS and NLOS path, respectively. In general, the value of $\alpha_{Ln}$ is smaller than that of $\alpha_{NLn}$, since the negative effects of the obstacles (e.g. buildings, walls and corridors) will cause a higher attenuation of NLOS transmissions compared with the LOS cases. In reality, the above four important path loss parameters are constants, attained by the complicated and actual channel environments measuring.

As shown in (5.1), $Pr_{L1}(r)$ is the $n$-th piece LOS probability function, which monotonically decreases with distance $r$. Therefore, it can be also modeled as a piece-wise function, which
is given by

\[
\Pr_L(r) = \begin{cases} 
\Pr_L^1(r), & \text{when } 0 \leq r \leq d_1 \\
\Pr_L^2(r), & \text{when } d_1 < r \leq d_2 \\
\vdots & \vdots \\
\Pr_L^N(r), & \text{when } r > d_{N-1}
\end{cases}
\] (5.3)

Combining (5.1), (5.2) and (5.3), the proposed path loss model can be obtained completely. It is line with the proposed path loss model by the 3GPP standards [104]. Furthermore, the path loss model with single slope (i.e., \( \omega(r) = Kr^{-\alpha} \)), widely used in the current communication networks, can be easily derived with the following parameters: \( N = 1, K_1^{L} = K_1^{NL} = K, \alpha_1^{L} = \alpha_1^{NL} = \alpha, \Pr_L^1(r) = 1, \Pr_L^{NL}(r) = 0 \). Remarkably, our developed path loss model will be more complex to derive the analytical results than the simplistic ones. But its results are more practical and accurate, especially in the denser SC networks, since the transition of transmissions from the NLOS to LOS seems to experience more likelihood with the link distance being closer.

Finally, in this chapter, the user association strategy (UAS) is determined as the smallest path loss. This is more practical than the nearest distance UAS. Assume both the LOS and NLOS transmission experience the Rayleigh fading, which is a variable of the exponential distribution with a unit mean, \( h \sim \exp(1) \).

### B. Line-of-Sight probability function

As stated in chapter 4, the existing LOS probability functions for indoor wireless communications are already complicated, such as exponential functions or random functions against the distance \( r \). Note that if we consider the layout of the building, the LOS probability function is going to be more accurate but more sophisticated than the former two functions. Therefore, in order to derive the tractable expression of the performance for indoor dense SC network, it’s expected to use some elementary functions (e.g., linear functions) to approximate the sophisticated LOS probability function with minor errors. For tractability, a two-piece
approximation function is adopted [19], which is given by

$$
Pr_{L}(r) = \begin{cases} 
1 - \frac{r}{L_1}, & 0 < r \leq L_1 \\
0, & r > L_1 
\end{cases}
$$

(5.4)

Herein, $L_1$ is an important parameter which can be explained as the LOS possibility of a given transmission environment. In other word, the larger $L_1$ is, the less obstacles the propagating environment contains, and then the higher the LOS probability is at a provided link distance. Moreover, $L_1$ can be adjusted to match the complicated LOS probability function, which will be shown at Section 5.4.

Moreover, for verifying the the approximation method’s generality and practicability in this study, the LOS probability model proposed in Chapter 4 is adopted for the performance analysis in indoor dense SC networks regarding of LOS and NLOS transmission. It is given by

$$
Pr_{L}(r) = \begin{align*}
&\frac{4}{5D^2\pi} \left[ r^2 - 4rD + D^2 \right] + \frac{1}{5LM\pi} \left[ r^2 - 2r(L+M) + LM\pi \right], \\
&0 < r \leq d_1 \\
&\frac{4}{5D^2\pi} \left[ -L^2 + 2rM\left( \sqrt{1 - \frac{L^2}{r^2}} - 1 \right) + 2LM \arcsin \frac{L}{r} \right] \\
&+ \left[ r^2 - 4rD + D^2 \right] + \frac{1}{5LM\pi}, \\
&d_1 < r \leq d_2 \\
&\frac{4}{5D^2\pi} \left[ -D^2 + 2rD\left( \sqrt{1 - \frac{D^2}{r^2}} - 1 \right) + 2D^2 \arcsin \frac{D}{r} \right] \\
&+ \frac{1}{5LM\pi} \left[ -L^2 + 2rM\left( \sqrt{1 - \frac{L^2}{r^2}} - 1 \right) + 2LM \arcsin \frac{L}{r} \right], \\
&d_2 < r \leq d_3 \\
&\frac{1}{5LM\pi} \left[ -L^2 + 2rM\left( \sqrt{1 - \frac{L^2}{r^2}} - 1 \right) + 2LM \arcsin \frac{L}{r} \right], \\
&d_3 < r \leq d_4 \\
&\frac{1}{5LM\pi} \left[ r^2 + L^2 + M^2 - 2r(M\sqrt{1 - \frac{L^2}{r^2}} + L\sqrt{1 - \frac{M^2}{r^2}}) \\
+ 2LM(\arccos \frac{L}{r} + \arccos \frac{M}{r} - 2\pi) \right] \frac{1}{LM\pi}, \\
&d_4 < r \leq d_5 \\
&0, \\
&r > d_5
\end{align*}
$$

(5.5)

where the parameters from $d_1$ to $d_5$ are link distances, and the parameters $D, L,$ and $M$ present the layout of the building. The details can be referred to Chapter 4.
C. Performance metrics

The main purpose of the indoor dense SC network is to improve the coverage probability for the downlink, and enhance the SE and the ASE for the overall network. Therefore, the following three performance metrics are of great importance.

1) The coverage probability, which is defined as the probability that the received signal to interference plus noise ratio (SINR) is larger than the threshold $T$:

$$p_c(\lambda_B, T) = \mathbb{P}[\text{SINR} > T]$$

(5.6)

The elaborate expression of SINR will be given in the next section.

2) The SE in bps/Hz, which is represented as

$$\varepsilon_{SE}(\lambda_B, T_0) = \int_{T_0}^{\infty} \log_2(1 + T) f_i(\lambda_B, T) dT$$

(5.7)

where $T_0$ is the minimum SINR to make sure the indoor dense SC network working, and $f_i(\lambda_B, T)$ denotes the probability density function (PDF) of the received SINR with regard to the defined threshold $T$ and the BS density $\lambda_B$. Moreover, $f_i(\lambda_B, T)$ can be calculated by

$$f_i(\lambda_B, T) = \frac{\partial (1 - p_c(\lambda_B, T))}{\partial T}$$

(5.8)

3) The ASE in bps/Hz/km$^2$, which is shown as

$$\varepsilon_{ASE}(\lambda_B, T_0) = \frac{\lambda_B \cdot S \cdot B \cdot \varepsilon_{SE}}{S \cdot B} = \lambda_B \cdot \varepsilon_{SE}$$

(5.9)

where $S$ is the area size, and $B$ is the system bandwidth. Obviously, $\varepsilon_{ASE}$ is more influenced by the denser SC network than $\varepsilon_{SE}$. 
5.3 Performance Analysis

On the basis of the theory from stochastic geometry, this section derives the analytical and tractable expressions of the above three performance metrics in the system model of Section 5.2. Firstly, a general but abstract LOS probability function (5.3) is considered, such that the corresponding results are also universal and portable. Then, we investigate a two-piece linear LOS probability function (5.4) as a special case in our study, following the main results obtained from the former general case. Thereafter, in the next section, we will use the tractable results from the above special case to approximate the practical LOS probability function (5.5). The numerical results show that the approximation error is trivial.

5.3.1 General Case and Main Results

Without any loss of generality, assume that a typical user locates at the point of origin $o$. At first, the coverage probability is investigated according to the equation (5.6) for the user, where the SINR is denoted as

$$\text{SINR} = \frac{P_t \omega(r)h}{\sigma^2 + I_r}$$

(5.10)

where $\sigma^2$ denotes the power of the additive white Gaussian noise (AWGN), and $I_r$ represents the interference by the sum of interfering BSs, as shown

$$I_r = \sum_{i: b_i \in \Phi \setminus b_0} P_t \varphi_i g_i$$

(5.11)

Herein, $b_i$ is the i-th interfering BS, $\varphi_i$ and $g_i$ are the path loss and power gain of Rayleigh fading between the i-th interfering BS $b_i$ and the typical user, respectively.

Therefore, the coverage probability is obtained as shown the followed.

**Theorem 5.1.** For the typical user in the indoor dense SC network, considering the general LOS probability function in (5.3), the coverage probability $p_c(\lambda_B, T)$ defined in (5.6) is given by

$$p_c(\lambda_B, T) = \sum_{n=1}^{N} (C_n^L + C_n^{NL})$$

(5.12)
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where \( C_n^L \) and \( C_n^{NL} \) are the n-th piece coverage probability for the situation that the typical user is connected to a BS with a LOS link and with a NLOS link, respectively.

Moreover,

\[
C_n^L = \int_{d_{n-1}}^{d_n} \mathbb{P} \left[ \frac{P_1 \omega_n^L(r) h}{\sigma^2 + I_r} > T \right] f_{R,n}^L(r) \, dr \\
C_n^{NL} = \int_{d_{n-1}}^{d_n} \mathbb{P} \left[ \frac{P_1 \omega_n^{NL}(r) h}{\sigma^2 + I_r} > T \right] f_{R,n}^{NL}(r) \, dr
\] (5.13) (5.14)

where \( f_{R,n}^L(r) \) and \( f_{R,n}^{NL}(r) \) denote the n-th piece PDF of the distances \( R_n^L \) and \( R_n^{NL} \) from the BS and user. \( R_n^L \) and \( R_n^{NL} \) are the distances under the situation that the typical user is connected to a LOS BS and a NLOS BS, respectively.

Proof. According to (5.6) and (5.10), \( p_c(\lambda_B, T) \) can be presented as

\[
p_c(\lambda_B, T) = \mathbb{P}[\text{SINR} > T] \\
= \mathbb{E}_r[\mathbb{P}[\text{SINR} > T|r]] \\
= \int_{r>0} \mathbb{P}[\text{SINR} > T|r] f_R(r) \, dr \\
= \int_{r>0} \mathbb{P}[\frac{P_1 \omega(r) h}{\sigma^2 + I_r} > T] f_R(r) \, dr \\
= \int_0^{d_1} \mathbb{P}[\frac{P_1 \omega_1^L(r) h}{\sigma^2 + I_r} > T] f_{R,1}^L(r) \, dr + \int_0^{d_1} \mathbb{P}[\frac{P_1 \omega_1^{NL}(r) h}{\sigma^2 + I_r} > T] f_{R,1}^{NL}(r) \, dr \\
+ \cdots \\
+ \int_{d_{N-1}}^{\infty} \mathbb{P}[\frac{P_1 \omega_N^L(r) h}{\sigma^2 + I_r} > T] f_{R,N}^L(r) \, dr + \int_{d_{N-1}}^{\infty} \mathbb{P}[\frac{P_1 \omega_N^{NL}(r) h}{\sigma^2 + I_r} > T] f_{R,N}^{NL}(r) \, dr \\
= \sum_{n=1}^{N} (C_n^L + C_n^{NL})
\] (5.15)

where (a) follows from the definition of \( f_R(r) \), which is the PDF of the distance between the typical user and its serving BS, given by
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\[ f_R(r) = \begin{cases} 
  f_{R,1}^L(r), & \text{with LOS connection} \\
  f_{R,1}^{NL}(r), & \text{with NLOS connection} \\
  f_{R,2}^L(r), & \text{with LOS connection} \\
  f_{R,2}^{NL}(r), & \text{with NLOS connection} \\
  \vdots & \vdots \\
  f_{R,N}^L(r), & \text{with LOS connection} \\
  f_{R,N}^{NL}(r), & \text{with NLOS connection} 
\end{cases} \]

\[ f_R(r) = \begin{cases} 
  f_{R,1}^L(r), & 0 \leq r \leq d_1 \\
  f_{R,1}^{NL}(r), & d_1 < r \leq d_2 \\
  \vdots & \vdots \\
  f_{R,N}^L(r), & r > d_{N-1} \\
\end{cases} \] (5.16)

Obviously, \( f_R(r) \) has a similar formalization as (5.1). Besides, we have \( f_{R,n}(r) = f_{R,n}^L(r) + f_{R,n}^{NL}(r) \), because the two conditions that the typical user is connected to a LOS BS or a NLOS BS are disjoint events.

As can be seen from Theorem 5.1, if we want to derive the coverage probability, the key point is to obtain functions \( f_{R,n}^L(r) \) and \( f_{R,n}^{NL}(r) \), and the probability \( \mathbb{P} \left[ \frac{P_{0,\omega}(r)h}{\sigma^2 + I_r} > T \right] \) and \( \mathbb{P} \left[ \frac{P_{0,\omega}^{NL}(r)h}{\sigma^2 + I_r} > T \right] \).

Hence, the results of them are presented in Lemma 1 and Lemma 2, respectively.

**Lemma 1.** In Theorem 5.1, considering the smallest-path-loss user association strategy, \( f_{R,n}^L(r) \) and \( f_{R,n}^{NL}(r) \) are given by

\[ f_{R,n}^L(r) = 2\pi r \lambda_B \times \Pr^L_n(r) \times \exp \left( -2\pi \lambda_B \int_0^r \Pr^L(t) \, dt \right) \]

\[ \times \exp \left( -2\pi \lambda_B \int_0^{r_1} (1 - \Pr^L(t)) \, dt \right) \] (5.17)

and

\[ f_{R,n}^{NL}(r) = 2\pi r \lambda_B \times (1 - \Pr^L_n(r)) \times \exp \left( -2\pi \lambda_B \int_0^r (1 - \Pr^L(t)) \, dt \right) \]

\[ \times \exp \left( -2\pi \lambda_B \int_0^{r_2} \Pr^L(t) \, dt \right) \] (5.18)
respectively, where the variables \( r_1 \) and \( r_2 \) can be calculated by,

\[
\begin{align*}
    r_1 &= \arg_{r_1} \{ \omega_{NL}^{L}(r_1) = \omega_{n}^{L}(r) \} \\
    r_2 &= \arg_{r_2} \{ \omega^{L}(r_2) = \omega_{n}^{NL}(r) \}
\end{align*}
\] (5.19) and (5.20)

**Proof.** Firstly, we give a demonstration to \( f_{R,n}^{L}(r) \) as follows.

As mentioned before, \( f_{R,n}^{L}(r) \) is the \( n \)-th piece PDF of the variable of distance \( R_n^{L} \), under the situation that the typical user is connected to the serving BS with a LOS path. Thus, under the smallest-path-loss UAS, the following two conditions should be satisfied,

1) Condition A1 : For the typical user, the serving BS is with a nearest LOS path.

2) Condition A2 : For the typical user, the serving BS goes through a smaller path loss than the nearest BS with a NLOS path.

In order to formulate the above two conditions, the distance between the typical user and the nearest BS with a LOS path is denoted as \( X_L \). Then, for condition A1, no other BSs with the LOS paths can be closer than \( X_L \). So, the cumulative distribution function (CDF) of \( X_L \) is formulated as

\[
F_{X_L}(x) = 1 - \exp\left(-\lambda_B \int_0^x \Pr^L(t)2\pi t dt\right) 
\] (5.21)

Therefore, the PDF of \( X_L \) can be found as

\[
\begin{align*}
    f_{X_L}(x) &= \frac{\partial F_{X_L}(x)}{\partial x} \\
    &= 2\pi x \lambda_B \Pr^L(x) \times \exp\left(-\lambda_B \int_0^x \Pr^L(t)2\pi t dt\right) \\
    &= 2\pi x \lambda_B \Pr^L(x) \times \exp\left(-\int_0^x \Pr^L(t)2\pi t dt\right) \\
    &= 2\pi x \lambda_B \Pr^L(x) \times \exp\left(-\lambda_B \int_0^x \Pr^L(t)2\pi t dt\right) \\
    &= 2\pi x \lambda_B \Pr^L(x) \times \exp\left(-\lambda_B \int_0^x \Pr^L(t)2\pi t dt\right)
\end{align*}
\] (5.22)

For condition A2, there should be no NLOS BS for the user within a circle with a radius \( x_1 < x \), which has the smaller path loss than the nearest LOS BS at the distance \( X_L = x \). Moreover, \( x_1 = \arg_{x_1} \{ \omega_{NL}^{L}(x_1) = \omega_{n}^{L}(x) \} \). So, the conditional probability of A2 can be derived as

\[
\begin{align*}
    P[A2|X^L = x] &= \exp\left(-\lambda_B \int_0^{x_1} (1 - \Pr^L(t)) 2\pi t dt\right) \\
    &= \exp\left(-\lambda_B \int_0^{x_1} (1 - \Pr^L(t)) 2\pi t dt\right) \\
    &= \exp\left(-\lambda_B \int_0^{x_1} (1 - \Pr^L(t)) 2\pi t dt\right)
\end{align*}
\] (5.23)
Next step calculates the PDF of $R_L$, which is the distance from the user to its designated BS. At first step, we derive the CCDF of $R_L$ as

$$F_{R_L}(r) = \mathbb{E}_{X_L}\{\mathbb{P}[R_L > r|X_L]\}$$

$$= \int_0^\infty \mathbb{P}[R_L > r|X_L = x]f_{X_L}(x)dx$$

\begin{equation}
= \int_0^r 0 \times f_{X_L}(x)dx + \int_r^\infty \mathbb{P}[A2|X_L = x]f_{X_L}(x)dx \tag{5.24}
\end{equation}

where the step (a) is according to that, when $0 < x \leq r$, then $\mathbb{P}[R_L > r|X_L = x] = 0$; and when $x > r$, then $\mathbb{P}[R_L > r|X_L = x] = \mathbb{P}[A2|X_L = x]$.

Therefore, the PDF of $R_L$ is formulated as

$$f_{R_L}(r) = \mathbb{P}[A2|X_L = r]f_{X_L}(r) \tag{5.25}$$

For the n-th piece $d_{n-1} < x \leq d_n$, we can have

$$f_{R,n}^L(r) = 2\pi r \lambda_B \times Pr^L_n(r) \times \exp\left( -2\pi \lambda_B \int_0^r Pr^L(t)dt \right) \times \exp\left( -2\pi \lambda_B \int_0^r (1 - Pr^L(t))tdt \right) \tag{5.26}$$

Similarly, $f_{R,n}^{NL}(r)$ can also be derived. So the proof is omitted here.

Lemma 2. In Theorem 5.1, $\mathbb{P}\left[\frac{P_t \omega^L_n(r)}{\sigma^2 + I_r} > T\right]$ and $\mathbb{P}\left[\frac{P_t \omega^{NL}_n(r)}{\sigma^2 + I_r} > T\right]$ are given by

$$\mathbb{P}\left[\frac{P_t \omega^L_n(r)}{\sigma^2 + I_r} > T\right] = \exp\left( -\frac{T \sigma^2}{P_t \omega^L_n(r)} \right) \times \mathcal{L}^L\left( \frac{T}{P_t \omega^L_n(r)} \right) \tag{5.27}$$

and

$$\mathbb{P}\left[\frac{P_t \omega^{NL}_n(r)}{\sigma^2 + I_r} > T\right] = \exp\left( -\frac{T \sigma^2}{P_t \omega^{NL}_n(r)} \right) \times \mathcal{L}^{NL}\left( \frac{T}{P_t \omega^{NL}_n(r)} \right) \tag{5.28}$$
respectively. Herein, \( \mathcal{L}_{I_r}^L(s) \) and \( \mathcal{L}_{I_r}^{NL} \) denote the Laplace transform of \( I_r \) for the LOS and NLOS propagation, respectively. They can be computed by the following equations,

\[
\mathcal{L}_{I_r}^L(s) = \exp \left( -2\pi \lambda_B \int_r^\infty \frac{\Pr^L(t)}{1 + (s \Pr^L(t))^1} \, dt \right) \times \exp \left( -2\pi \lambda_B \int_r^\infty \frac{[1 - \Pr^L(t)]t}{1 + (s \Pr^L(t))^1} \, dt \right)
\]

\[
\mathcal{L}_{I_r}^{NL}(s) = \exp \left( -2\pi \lambda_B \int_r^\infty \frac{\Pr^L(t)}{1 + (s \Pr^L(t))^1} \, dt \right) \times \exp \left( -2\pi \lambda_B \int_r^\infty \frac{[1 - \Pr^L(t)]t}{1 + (s \Pr^L(t))^1} \, dt \right)
\]

**Proof.**

\[
P \left[ \frac{P_i \omega^L_i(r)}{\sigma^2 + I_r} > T \right] = \mathbb{E}_{I_r} \left\{ \mathbb{P} \left[ h > \frac{T(\sigma^2 + I_r)}{P_i \omega^L_i(r)} \right] \right\} \\
\equiv (a) \mathbb{E}_{I_r} \left\{ \exp \left( -\frac{T \sigma^2}{P_i \omega^L_i(r)} \right) \right\} \exp \left( -\frac{T I_r}{P_i \omega^L_i(r)} \right) \\
= \exp \left( -\frac{T \sigma^2}{P_i \omega^L_i(r)} \right) \mathbb{E}_{I_r} \left\{ \exp \left( -\frac{T I_r}{P_i \omega^L_i(r)} \right) \right\}
\]

where the step (a) is obtained by the assumption of fading \( h \), presented as \( h \sim \exp(1) \).

In addition, based on the smallest-path-loss user association strategy, \( \mathcal{L}_{I_r}^L(s) \) is derived as

\[
\mathcal{L}_{I_r}^L(s) = \mathbb{E}_{I_r} \left\{ \exp(-sI_r) \right\} \text{ LOS connection for the typical user}\}
\]

\[
= \mathbb{E}_{[\Phi_B, \Phi_S]} \left\{ \exp \left( -s \sum_{i: b_i \in \Phi_B \setminus b_0} P_i \phi_S \right) \right\} \\
\equiv (b) \exp \left( -2\pi \lambda_B \int_r^\infty \Pr^L(t) \times \left[ 1 - \mathbb{E}_g[\exp(-s \Pr^L(t) g)] \right] \, dt \right) \\
\times \exp \left( -2\pi \lambda_B \int_r^\infty \left[ 1 - \Pr^L(t) \right] \times \left[ 1 - \mathbb{E}_g[\exp(-s \Pr^{NL}(t) g)] \right] \, dt \right)
\]

\[
\equiv (c) \exp \left( -2\pi \lambda_B \int_r^\infty \frac{\Pr^L(t)}{1 + (s \Pr^L(t))^1} \, dt \right) \\
\times \exp \left( -2\pi \lambda_B \int_r^\infty \frac{[1 - \Pr^L(t)]t}{1 + (s \Pr^{NL}(t))^1} \, dt \right)
\]
where the step (b) is obtained from the PGFL. The step (c) is calculated from $g \sim \exp(1)$.

Note that the former exponential function represents the aggregate interference from the LOS paths, and the latter represents the aggregate interference from the NLOS paths.

Similarly, $P_h \rho_{NL}(r) \omega_{NL}(r) + I_r > T$ and $\mathcal{L}_{NL}(s)$ can also be derived. The proof of them is omitted here.

From Theorem 5.1, Lemma 1 and Lemma 2, it is observed that the coverage probability $p_c(\lambda_B, T)$ is determined by the three important functions: piece-wise LOS and NLOS path loss function $\omega^L_{NL}(r)$ and $\omega^N_{NL}(r)$, as well as the piece-wise LOS probability function $P_{n}^{L}(r)$. Therefore, next section will numerically evaluate their impacts on the indoor dense SC network.

**Corollary 5.1.** For computing the SE, the simple step is to substitute (5.12) into (5.8), and then get the result using (5.7). Similarly, for computing the ASE, we can substitute the result obtained from (5.7) into (5.9).

Note that, the SE and the ASE are affected differently by the density of BSs, which will be shown in the next section as well.

### 5.3.2 Special Case and Main Results

As previously mentioned, in this subsection, the two-piece linear LOS probability function shown as in(5.4) is applied as a special case for Theorem 5.1. That is explained as the followed for doing that: (1) using the linear LOS probability function can lead to more tractable and analytical results for the system model with LOS and NLOS transmission; (2) using the linear LOS probability function can easily approximate the practical but more complex LOS probability function, e.g. (5.5).

Owing to the current cellular frequency band lower than 6GHz, the path loss exponent $\alpha_{NL}$ for LOS path is assumed to be same for all segments of path loss model. The variable $\alpha_{NL}$ is in a similar way.
According to Theorem 5.1, the coverage probability (5.6) is provided by

\[ p_c(\lambda_B, T) = \sum_{n=1}^{2} (C_n^L + C_n^{NL}) \]  

(5.33)

where \( C_1^L, C_1^{NL}, C_2^L \) and \( C_2^{NL} \) are derived in the following parts.

### A. The derivation of \( C_1^L \)

Based on (5.13) and (5.27), \( C_1^L \) can be computed by

\[
C_1^L = \int_0^{L_1} \left[ \frac{P_t \omega_1^L(r)h}{\sigma^2 + I_r} > T \right] f_{R,1}^L(r) dr
\]

\[
= \int_0^{L_1} \exp \left( -\frac{T \sigma^2}{P_t \omega_1^L(r)} \right) \times \mathcal{L}_{L_1}^L \left( \frac{T}{P_t \omega_1^L(r)} \right) f_{R,1}^L(r) dr
\]

\[
= \int_0^{L_1} \exp \left( -\frac{T \sigma^2 \alpha_1^L}{P_t K_L^L} \right) \times \mathcal{L}_{L_1}^L \left( \frac{T_P \alpha_1^L}{P_t K_L^L} \right) f_{R,1}^L(r) dr
\]

(5.34)

Intuitively, in order to compute \( C_1^L \), the variables \( f_{R,1}^L(r) \) and \( \mathcal{L}_{L_1}^L(s) \) should be obtained firstly. From lemma 1 and (5.17),

\[
f_{R,1}^L(r) = 2\pi r \lambda_B \times \left(1 - \frac{r}{L_1} \right) \times \exp \left( -2\pi \lambda_B \int_0^r (1 - \frac{t}{L_1}) dt \right)
\]

\[
\times \exp \left( -2\pi \lambda_B \int_0^{r_1} \frac{t}{L_1} dt \right)
\]

\[
= 2\pi r \lambda_B \times \left(1 - \frac{r}{L_1} \right) \times \exp \left( -\pi \lambda_B r^2 + \frac{2\pi \lambda_B}{3L_1} (r^3 - r_1^3) \right)
\]

(5.35)

when \( 0 < r \leq L_1 \). Moreover, according to (5.19), the variable \( r_1 \) is

\[
r_1 = \left( \frac{K_N^{NL}}{K_L^L} \right)^{\frac{1}{\sigma_N^{NL}}} \frac{\alpha_1^{NL}}{\alpha_N^{NL}}
\]

(5.36)
According to lemma 2 and (5.29), the Laplace transform of the aggregate interference for the LOS transmission is represented as

\[
L_r^{L}(s) = \exp \left( -2\pi \lambda_B \int_r^{L_1} \left( 1 - \frac{t}{L_1} \right) \frac{t}{1 + (sP_1 K L - \alpha_L^{-1})} \right) \times \exp \left( -2\pi \lambda_B \int_r^{L_1} \left( \frac{t}{L_1} \right) \frac{t}{1 + (sP_1 K L - \alpha_N L^{-1})} \right) \times \exp \left( -2\pi \lambda_B \int_r^{\infty} \frac{1}{1 + (sP_1 K L - \alpha_N L^{-1})} \right) \]

(5.37)

Note that, due to \(0 < r \leq L_1\), the aggregate interference comes from both LOS and NLOS paths. Seen from the above equation (5.37), the first item denotes the aggregate interference from LOS paths, but the second and third items are the aggregate interference from NLOS paths.

Finally, substituting (5.35) and (5.37) into (5.34), the detailed expression of \(C_L^1\) can be obtained.

**B. The derivation of \(C_{NL}^1\)**

Based on (5.14) and (5.28), \(C_{NL}^1\) is computed by

\[
C_{NL}^1 = \int_0^{L_1} \left[ P_{\omega_i}^{NL}(r) h \sigma^2 + I_r \right] f_{R,1}^{NL}(r) \, dr
= \int_0^{L_1} \exp \left( -\frac{T \sigma^2}{P_1 \omega_1^{NL}(r)} \right) \times \mathcal{L}_r^{NL} \left( \frac{T}{P_1 \omega_1^{NL}(r)} \right) f_{R,1}^{NL}(r) \, dr
= \int_0^{L_1} \exp \left( -\frac{T \sigma^2 r^{\alpha_{NL}}}{P_1 K_{NL}} \right) \times \mathcal{L}_r^{NL} \left( \frac{T r^{\alpha_{NL}}}{P_1 K_{NL}} \right) f_{R,1}^{NL}(r) \, dr
\]

(5.38)

Intuitively, in order to compute \(C_{NL}^1\), the variables \(f_{R,1}^{NL}(r)\) and \(\mathcal{L}_r^{NL}(s)\) should be obtained firstly. From Lemma 1 and (5.18),

\[
f_{R,1}^{NL}(r) = 2\pi r \lambda_B \times \left( \frac{r}{L_1} \right) \times \exp \left( -2\pi \lambda_B \int_0^r \left( \frac{t}{L_1} \right) \, dt \right) \times \exp \left( -2\pi \lambda_B \int_0^r (1 - \frac{t}{L_1}) \, dt \right),
\]

(5.39)
for $0 < r \leq L_1$. Moreover, according to (5.20), the variable $r_2$ is

$$r_2 = \left( \frac{K^L}{K^{NL}} \right)^{\frac{1}{\alpha^L}} r_{\alpha^{NL}}$$  \hspace{0.5cm} (5.40)

Note that, different from only one condition $r_1 < L_1$ for computing $f_{L_1}^R(r)$, there are two conditions for computing $f_{NL}^{R_1}(r)$: $r_2 > L_1$ and $r_2 \leq L_1$.

**Condition (1):** When $0 < r_2 \leq L_1$, namely, $0 < r \leq u_1 = \frac{K_{NL}}{K^L} \left( \frac{1}{\alpha^L} \right) r_{\alpha^{NL}}$, the expression of $f_{NL}^{R_1}(r)$ is derived as

$$f_{NL}^{R_1}(r) = 2\pi r \lambda_B \times \left( \frac{r}{L_1} \right) \times \exp \left( -2\pi \lambda_B \int_0^r \left( \frac{t}{L_1} \right) t \, dt \right)$$

$$\times \exp \left( -2\pi \lambda_B \int_0^{r_2} (1 - \frac{t}{L_1}) t \, dt \right)$$

$$= 2\pi r \lambda_B \times \left( \frac{r}{L_1} \right) \times \exp \left( -\pi \lambda_B r_2^2 + \frac{2\pi \lambda_B (r_2 - r)}{3L_1} \right),$$

when $0 < r \leq u_1$.

**Condition(2):** When $r_2 > L_1$, namely, the expression of $u_1 < r \leq L_1$, $f_{NL}^{R_1}(r)$ is

$$f_{NL}^{R_1}(r) = 2\pi r \lambda_B \times \left( \frac{r}{L_1} \right) \times \exp \left( -2\pi \lambda_B \int_0^r \left( \frac{t}{L_1} \right) t \, dt \right)$$

$$\times \exp \left( -2\pi \lambda_B \int_0^{L_1} (1 - \frac{t}{L_1}) t \, dt \right)$$

$$= 2\pi r \lambda_B \times \left( \frac{r}{L_1} \right) \times \exp \left( -\pi \lambda_B \left( \frac{L_1^2}{3} + \frac{2r^3}{3L_1} \right) \right)$$

when $u_1 < r \leq L_1$.

Correspondingly, there are two different expressions of the aggregate interference for the above two conditions.
Condition (1): when $0 < r \leq u_1$, according to lemma 2 and (5.30), the Laplace transform of the aggregate interference for the NLOS transmission is expressed as

$$L_{nl}^{(1)}(s) = \exp\left(-2\pi\lambda_B \int_{L_1}^{L_1} \left(1 - \frac{t}{L_1}\right) \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right)$$

$$\times \exp\left(-2\pi\lambda_B \int_{L_1}^{L_1} \left(1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \right) \, dt\right) \times \exp\left(-2\pi\lambda_B \int_{L_1}^{\infty} 1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right) \times \exp\left(-2\pi\lambda_B \int_{L_1}^{\infty} 1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right) \times \exp\left(-2\pi\lambda_B \int_{L_1}^{\infty} 1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right) (5.43)$$

when $0 < r \leq u_1$.

Condition (2): when $u_1 < r \leq L_1$, according to lemma 2 and (5.30), the Laplace transform of the aggregate interference for the NLOS transmission is represented as

$$L_{nl}^{(2)}(s) = \exp\left(-2\pi\lambda_B \int_{r}^{L_1} \left(1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \right) \, dt\right) \times \exp\left(-2\pi\lambda_B \int_{L_1}^{\infty} 1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right) \times \exp\left(-2\pi\lambda_B \int_{L_1}^{\infty} 1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right) \times \exp\left(-2\pi\lambda_B \int_{L_1}^{\infty} 1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right) \times \exp\left(-2\pi\lambda_B \int_{L_1}^{\infty} 1 \times \frac{t}{1 + (sP_tK_{nl}t - \alpha_{nl})} \, dt\right) (5.44)$$

when $u_1 < r \leq L_1$.

Note that, the aggregate interference in condition (1) comes from both LOS and NLOS paths. However, the aggregate interference in condition (2) comes from NLOS paths only.

Finally, $C_{nl}^{(1)}$ is computed as

$$C_{nl}^{(1)} = \int_{0}^{u_1} \exp\left(-\frac{T\sigma^2_r\alpha_{nl}}{P_tK_{nl}}\right) \times \left(L_{nl}^{(1)} \left(\frac{T\alpha_{nl}}{P_tK_{nl}} \right) f_{RL_1}(r) \right) \, dr \left| 0 < r \leq u_1 \right.$$  

$$+ \int_{u_1}^{L_1} \exp\left(-\frac{T\sigma^2_r\alpha_{nl}}{P_tK_{nl}}\right) \times \left(L_{nl}^{(1)} \left(\frac{T\alpha_{nl}}{P_tK_{nl}} \right) f_{RL_1}(r) \right) \, dr \left| u_1 < r \leq L_1 \right.$$  

(5.45)

where (5.41), (5.42), (5.43) and (5.44) are substituted into (5.45).
C. The derivation of $C^L_2$

Based on (5.13) and (5.27), $C^L_2$ can be obtained by

$$C^L_2 = \int_{L_1}^{\infty} \mathbb{P} \left[ \frac{P_l \omega_L^L(r) h}{\sigma^2 + I_r} > T \right] f^L_{R,2}(r) dr$$

$$= \int_{L_1}^{\infty} \exp \left( - \frac{T \sigma^2}{P_l \omega_L^L(r)} \right) \times \mathcal{L}^L_{I_r} \left( \frac{T}{P_l \omega_L^L(r)} \right) f^L_{R,2}(r) dr$$

$$= \int_{L_1}^{\infty} \exp \left( - \frac{T \sigma^2 r^{\alpha_L^L}}{P_l K^{\alpha_L^L}} \right) \times \mathcal{L}^L_{I_r} \left( \frac{T r^{\alpha_L^L}}{P_l K^{\alpha_L^L}} \right) f^L_{R,2}(r) dr \quad (5.46)$$

Intuitively, in order to compute $C^L_2$, the expressions of $f^L_{R,2}(r)$ and $\mathcal{L}^L_{I_r}(s)$ should be obtained firstly. From Lemma 1 and (5.17),

$$f^L_{R,1}(r) = 2\pi r \lambda_B \times 0 \times \exp \left( -2\pi \lambda_B \int_0^r P_l^L(t) dt \right)$$

$$\times \exp \left( -2\pi \lambda_B \int_0^{r_1} (1 - P_l^L(t)) dt \right)$$

$$= 0 \quad (5.47)$$

Therefore, we have $C^L_2 = 0$.

D. The derivation of $C^{NL}_2$

Based on (5.14) and (5.28), $C^{NL}_2$ can be computed by

$$C^{NL}_2 = \int_{L_1}^{\infty} \mathbb{P} \left[ \frac{P_l \omega^{NL}_2(r) h}{\sigma^2 + I_r} > T \right] f^{NL}_{R,2}(r) dr$$

$$= \int_{L_1}^{\infty} \exp \left( - \frac{T \sigma^2}{P_l \omega^{NL}_2(r)} \right) \times \mathcal{L}^{NL}_{I_r} \left( \frac{T}{P_l \omega^{NL}_2(r)} \right) f^{NL}_{R,2}(r) dr$$

$$= \int_{L_1}^{\infty} \exp \left( - \frac{T \sigma^2 r^{\alpha^{NL}_L}}{P_l K^{\alpha^{NL}_L}} \right) \times \mathcal{L}^{NL}_{I_r} \left( \frac{T r^{\alpha^{NL}_L}}{P_l K^{\alpha^{NL}_L}} \right) f^{NL}_{R,2}(r) dr \quad (5.48)$$
The functions of $f_{NL}^{R_2}(r)$ and $\mathcal{L}_{I_r}^{NL}(s)$ are calculated firstly. From lemma 1 and (5.18),

$$f_{NL}^{R_2}(r) = 2\pi r \lambda_B \times \exp \left( -2\pi \lambda_B \left( \int_0^{L_1} \frac{1}{L_1} t dt + \int_{L_1}^{r} t dt \right) \right) \times \exp \left( -2\pi \lambda_B \int_0^{L_1} (1 - \frac{t}{L_1}) dt \right)$$

(5.49)

when $r > L_1$.

Through lemma 2 and (5.30), the Laplace transform of the aggregate interference for NLOS transmissions is calculated as

$$\mathcal{L}_{I_r}^{NL}(s) = \exp \left( -2\pi \lambda_B \int_r^{\infty} 1 \times \frac{t}{1 + (sP_t K_{NL} - \alpha_{NL})^{-1}} dt \right)$$

(5.50)

when $r > L_1$.

Here, the aggregate interference only comes from NLOS paths.

Finally, substituting (5.49) and (5.50) into (5.48), the detailed expression of $C_{2}^{NL}$ can be obtained.

E. The main results of performance metrics

Based on (5.33) and the results from the subsections A-D, the coverage probability is given by

$$p_c(\lambda_B, T) = C_1^T + C_1^{NL} + C_2^{NL}$$

(5.51)

where $C_1^T$, $C_1^{NL}$ and $C_2^{NL}$ are shown as (5.34), (5.45) and (5.48), respectively.

Straightforwardly, according to Corollary 5.1, substitute the equation 5.51 into equations 5.7, 5.8 and 5.9 to derive the expressions of SE and ASE, respectively. Now, the analytical results of coverage probability, SE and ASE have been obtained for the special case considering a two-piece linear LOS probability model.
5.4 Numerical Results and Discussion

This section numerically evaluates the analytical results of performance metrics obtained in Section 5.3. Firstly, the approximated results of the LOS probability function (5.5) by the linear function (5.4) are presented. The validation of the approximation method is shown through numerical results and Monte Carlo simulations. Then, the impact of different LOS functions on performance metrics is illustrated. Moreover, the differences of the network performance are demonstrated based on two types of path loss model: the simplistic path loss model with single slope and the practical piece-wise path loss model with LOS/NLOS transmissions.

Unless otherwise stated, the following parameters are set for the channel model:
\[ \alpha_{L1} = \alpha_{L2} = 1.69, \alpha_{NL1} = \alpha_{NL2} = 4.33, K_{L1} = K_{L2} = 10^{-3.28}, K_{NL1} = K_{NL2} = 10^{-1.15}, P_t = 24dBm, \sigma^2 = -95dBm, \] according to the indoor SC channel of 3GPP standard [104].

A. Validation of the approximated LOS probability functions

This subsection chooses the practical LOS probability function (5.5) for the performance analysis in the indoor SC network. Its related parameters are referred to Section 4.3 in Chapter 4. In order to match this practical model well by using the approximated method, \( L_1 \) is set to 8.4m so that (5.4) can intersect with (5.5) at the point with LOS probability 0.5. The results are shown in Fig. 5.1. In addition, the approximated LOS probability functions with other different parameters of \( L_1 = 48.4m \) and \( L_1 = 88.4m \) are also shown in Fig.5.1, which are only for the subsequent researches, e.g. the influence of various propagation environments on the indoor dense SC network.

In order to demonstrate the validation of the approximated LOS probability model, we present the comparison between the Monte Carlo simulations of coverage probability based on (5.5) and the numerical results of coverage probability based on (5.4) with \( L_1 = 8.4m \). The results are shown in Fig. 5.2. It is observed that the analytical results present a good match for the simulation results when the density of BS is large. In terms of the relatively small BS density, only very small gaps exist, which is caused by the approximation of the
LOS probability. But its effects are trivial. Therefore, we will directly use numerical results of the approximated LOS model to analyse the indoor network performance later.

**B. Discussion about three performance metrics**

Now, we discuss the relationship between the BS density and the three critical performance metrics shown as in Section 5.2. Moreover, the effects of the different propagation environments, i.e., different LOS probability functions, on the network performance are also uncovered. In order to highlight the characteristics of the indoor dense network with LOS and NLOS transmission, the traditional single-slope path loss model is adopted [20]. Following the reference, its path loss exponent is set as $\alpha = \alpha^{\text{NL}} = 4.33$. 

![Fig. 5.1 The approximated LOS probability function vs. the practical LOS probability function](image-url)
5.4 Numerical Results and Discussion

In Fig. 5.3, it’s clearly seen that the significant differences exist between the coverage probability analysis of the proposed model in this chapter and the analysis of [20]. In the work [20], the coverage probability increases with the BS density $\lambda_B$ firstly since the distance is being closer between the user and the designated BS. Then, the coverage probability keeps constant and becomes irrelevant of $\lambda_B$, when the BS density $\lambda_B$ is large enough. This is because more interference is introduced by the dense network at the same time. However, for the analysis through the proposed model with $L_1 = 8.4m$, the coverage probability increases at first then reaches the peak value when $\lambda_B$ is around $10^3 BSs/km^2$, while decreases after that. The reason for this trend is that with the denser deployment of BSs, the more NLOS transmissions between the interfering BSs and the typical users are transformed into LOS transmissions due to the closer transmission distance.
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The analysis in [20]

Fig. 5.3 The coverage probability vs. the BS density (the threshold of SINR T = 0 dB)

Meantime, Fig. 5.3 demonstrates the coverage probability performance is also affected by the LOS probability functions. It’s clear that the peak value of the coverage probability becomes more sharp and moves towards left, with the parameter $L_1$ increasing (from 8.4m to 48.4m to 88.4m). It means that the optimal density of BSs density for the coverage probability is related to the parameter $L_1$, which decreases with the increase of $L_1$. It’s reasonable because the propagation environment becomes sparser with the larger $L_1$, which leads to the faster transformation from NLOS to LOS.

In order to demonstrate the generality of the above conclusions, we also give the coverage probability performance analysis with the SINR threshold different from the Fig. 5.3. The conclusions obtained from Fig. 5.4 are similar to Fig. 5.3, although their values of the SINR threshold are different.
Fig. 5.4 shows the SE analysis with the BS density, which is similar to the trend of curves in Fig. 5.3. Because it is mainly decided by the coverage probability according to the equation (5.7).

Fig. 5.6 demonstrates the ASE performance analysis with the BS density. Compared with the SE, the ASE performance is more dependent on the BS density as shown in Fig. 5.6. Based on the analysis in [20], the ASE increases linearly with $\lambda_B$ when the BSs are enough dense. It’s reasonable because the coverage probability is constant and independent of $\lambda_B$ under such ultra-dense transmission environments. However, in terms of the analysis with our proposed model, the ASE increases super-linearly with $\lambda_B$ for the low-density indoor network, but increases sub-linearly with $\lambda_B$ for the high-density indoor network. The reason is that the ASE is affected by both the SE and the densification of BSs.
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Fig. 5.5 The SE vs. the BS density (the threshold of SINR $T = 0$ dB)

Fig. 5.6 The ASE vs. the BS density (the threshold of SINR $T = 0$ dB)
5.5 Conclusions

This chapter has developed a tractable path loss model by distinguishing between LOS and NLOS transmission from LOS and NLOS path and has proposed a novel LOS probability function in indoor 3D scenarios. The path loss model and the LOS probability function are then utilized to analyse the performance metrics of indoor dense SC networks. On the basis of stochastic geometry, three performance metrics, including coverage probability, SE and ASE, are derived analytically. The analytical results are validated by comparing with Monte Carlo simulations. Simulations results reveal that the above performance metrics are affected by both the BS density and LOS probability function. Specifically, the influence of LOS and NLOS propagations is notable. As a consequence, the results obtained in this chapter provide insights on the design of future dense SC networks. For future work, more typical indoor scenarios, i.e., airport and stadium, will be discussed. The impact of different types of fading, such as Rician fading and the shadow fading introduced by the blockage of indoor walls, will also be in the consideration.
Chapter 6

Analysis of Indoor Wireless Communications by A Blockage Model

Overview

In indoor environments, the performance of ultra-dense cellular networks is significantly affected by blockages, especially for ultra-high frequencies. However, previous works either ignore or simplify such effects for analysing the networks. On the basis of stochastic geometry, this chapter proposes a mathematically tractable approach to analyse ultra-dense networks in indoors, which considers both the effects of wall blockages and the distance-based path loss. The effect of wall blockages is firstly investigated by modelling the walls as a Boolean scheme of straight lines on a finite plane. Then a path loss model incorporating both the distance-based and blockage-based path loss is applied to derive the performance expressions of indoor wireless networks. Finally, analytical results are validated by comparing it with Monte Carlo simulations. Moreover, simulation results reveal the optimal transmitter density is finite for indoor ultra-dense networks with blockages, although the coverage probability benefits from the increase of transmitter density.
6.1 Introduction

This not only limits its general applicability but also ignores the specific characteristics of scenarios, including the various lengths and densities of interior walls [36]. Secondly, the distance dependency of wall-blockage effects is not captured by the measurement based approach. Indeed, the longer link length is likely blocked by more interior wall blockages, resulting in severer shadowing fading experienced by the indoor transmission [18]. Recently, the concepts and tools from random shape theory have been utilized to generate blockage models without the need of environmental specific data [35]. As a branch of stochastic geometry, random shape theory models the blockages in wireless cellular networks as random processes. [98, 99]. In [18], the authors investigated the effects of outdoor blockages by further modelling the buildings as a random project process. The buildings were assumed as rectangles with random positions and orientations. Although it established a theory to model blockages aiming for the accurate performance estimation of networks, it was developed for urban outdoor environments only. Additionally, the assumption of random blockage orientations sacrifices the characteristics of realistic layout of interior wall blockages, which are usually vertical (e.g., ceilings and floors) and horizontal in reality. Hence, the blockage model proposed in [18] is not particularly suitable for analysing indoor wireless communications.

Furthermore, in [36, 37, 39], the authors extended the stochastic outdoor blockage model to indoor environments. The authors in [36, 37] established the indoor wall blockage model by randomly generating the walls as straight lines in a plane, of which the orientations of wall blockages are assumed in the horizontal or vertical direction in a 2D plane. However, the authors only applied the proposed model on networks with a specific arrangement of transmitters, in which there are four transmitters located at the four corners of the considered rectangular indoor scenario, respectively. This is a very limited utilization for indoor SC networks. The work in [39] presented a wall blockage model based on Poisson line process, through which a building was randomly divided into rectangular rooms. Although the authors investigated the general application of their wall blockage model on the analysis of indoor networks, they ignored the effects of distance-dependent path loss. This may result in an inaccurate estimation of network performance.
we present a novel approach to accurately model the aggregated interference in indoor dense SC networks and analyse indoor network performance by considering both the effects of wall blockages and distance-dependent path loss. Firstly, by using tools from random shape theory, we model the interior wall blockages as straight lines whose centers form a PPP. In terms of the wall orientation, a 2D coordinate system is defined with the vertical and horizontal axis in this work. By taking realistic layouts of interior walls into account, the wall orientation is assumed to be facing the horizontal or vertical axis with an equal probability. Based on the proposed interior wall blockage model, the distribution of penetration loss caused by walls on a link is derived. Then, a path loss model incorporating both the blockage-based and distance-dependent path loss is established. Finally, the composite path loss model is applied to investigate the coverage probability of a typical user in indoor dense SC networks. The results indicate that there exits an optimal SC-BS density for maximizing the coverage probability of the typical user, and this optimal SC-BS density is dependent on the interior blockage density.

This chapter is organised as follows. In Section 5.2, the system model is firstly introduced. Then, the blockage model is presented in Section 5.3. Then the wall blockage model is presented and its analytical tractability is demonstrated, and the coverage probability for the indoor scenario with impenetrable blockages is also derived in Section 5.4. The simulation and numerical results are presented to validate our proposed indoor blockage modelling approach and to analyse the coverage probability of indoor dense SC networks in Section 5.5. At last, the chapter is concluded in Section 5.6.

6.2 Downlink System Model

Firstly, the system model is introduced in detail for the performance analysis of indoor dense SC networks. The downlink communication is our focus for an indoor typical user. Assume the typical user is only served by indoor transmitters. Some key assumptions are presented as follows.
A. Transmitter and receiver

This chapter considers a random indoor cellular network, whose transmitters are arranged as the HPPP $\{\Phi_B\}$ with the density $\mu$. In addition, the transmitters are assumed to be set with the fixed transmitter power $P_T$. The typical user is set at the central point of an indoor scenario. The transmission path between the transmitter $B_i, (i = 0, 1, 2, \ldots)$ and the typical user is the $i$-th link, denoted by $OB_i$.

B. Wall blockages

In this chapter, we employ a tractable Boolean scheme of straight lines to generate wall blockages within an indoor scenario. The length $l$ of each wall is assumed to be an arbitrary distribution $f_L(l)$ with the average length $E[L]$. The centres of wall blockages form a PPP with $\lambda$. The orientation of each line is assumed to be a binary choice in $\{0, \frac{\pi}{2}\}$ with equal probability. The width is ignored here due to the width is much smaller compared with the wall length. Note that, we only consider single floor of an indoor scenario, hence the height of walls is not taken into account.

C. Path loss model

This chapter employs the path loss model incorporating the distance-based and blockage-based propagation loss. Moreover, Rayleigh fading is considered as the small-scale fading. The received power of $i$-th link is

$$P_i = \frac{P_T h_i S_i}{d_i^\alpha},$$

where $P_i$ is the useful signal power for the receiver of $i$-th link. $P_T$ is assumed as a constant transmitted power for each transmitter. The variable $h_i$ is power gain of Rayleigh fading, which accords with an exponential distribution with a unit mean, denoted as $h \sim \exp(1)$. The variable $d_i^\alpha$ is the path loss of $i$-th link. The variable $\alpha$ is the path loss exponent. $S_i$ is the blockage-based path loss caused by wall blockages on the $i$-th link.
D. Coverage probability

For the indoor wireless networks, the coverage probability is an important metric for analysing network performance. In this chapter, it is defined as the probability that the received SIR at typical user is stronger than the SIR threshold $T$. The SIR is presented as

$$\text{SIR} = \frac{h_0S_0d_0^{-\alpha}}{\sum_{i>0, j \in \Phi_B} h_iS_id_i^{-\alpha}}$$  \hspace{1cm} (6.2)

where $h_0$, $S_0$ and $d_0$ are the Rayleigh fading, blockage-based path loss and the distance of the link from the designated server to typical user, respectively. Except for the designated server, other transmitters are considered as interferences. The variables of $h_i$, $S_i$ and $d_0$ characterize the $i$-th transmission link. Without loss of accuracy, the noise is neglected in this chapter.

Therefore, the SIR coverage probability is formulated by

$$P_c(T) = P(\text{SIR} > T) = P\left(\frac{h_0S_0d_0^{-\alpha}}{\sum_{i>0, j \in \Phi_B} h_iS_id_i^{-\alpha}} > T\right)$$  \hspace{1cm} (6.3)

6.3 Blockage Model

A. Average number of walls

The signal power attenuation ratio caused by wall blockages of the $i$-th link is presented as $S_i = \prod_{k=0}^{K_i} \omega_{i,k}$, where the variable $K_i$ denotes the number of interior wall that the $i$-th link intersects, and $\omega_{i,k}$ denotes the caused by the $k$-th ($0 < k \leq K_i$) wall of the $i$-th link. Note that the value range of the variable $\omega_{i,k}$ is $[0, 1]$. For simplicity, we assume that all the interior walls have the same attenuation, i.e., $\omega_{i,k} = \omega$, hence $S_i = \prod_{k=0}^{K_i} \omega$. Therefore, it is necessary to identify statistical distribution for the number of interior walls first.

As aforementioned in Section 6.2, we assume that the orientation angles of wall blockages are binary random variables taking values in the set $\{0, \frac{\pi}{2}\}$ with equal probabilities. Based on the system model defined the assumptions of walls in Section 6.2, the average number of interior walls that each link intersects can be calculated following Theorem 6.1.
Fig. 6.1 OR represents the $i$-th link with length $d_i$. $|AB|$ and $|CD|$ are two examples of walls each with the vertical orientation angle, denoted by $\theta = \frac{\pi}{2}$. $|MN|$ and $|PQ|$ are two examples of walls each with an horizontal orientation angle, denoted by $\theta = 0$. The variable $\gamma_i$ is the angle between a wall and the $i$-th link, and the variable $\phi_i$ denotes the angle between the horizontal axis and the $i$-th link. The points $O$ and $R$ represent the positions of the typical user and the BS, respectively. (a) An example with the wall orientation angle $\theta = \frac{\pi}{2}$. (b) An example with the wall orientation angle $\theta = 0$.

In this section, we focus on modelling the wall blockages. The wall blockages are generated as a Boolean scheme. Assuming the angles of wall blockages as the set of $\{0, \frac{\pi}{2}\}$ with equal probability, it resembles the angles of realistic wall blockages. With the assumptions of walls in Section 6.2, the average wall number that each link intersects is developed as Theorem 6.1.

**Theorem 6.1.** By considering the wall orientation angle $\theta$ as the set of $\{0, \frac{\pi}{2}\}$ with equal probability, the average wall number that the $i$-th link intersects can be formulated as in equation (6.4):

$$E[K_i] = \frac{1}{2} \left( |\sin(\phi_i)| + |\cos(\phi_i)| \right) \lambda E[L] d_i \quad (6.4)$$

where $\phi_i$ is the link angle between the $i$-th link and the horizontal axis. It accords with an uniform distribution in $(0, 2\pi]$. $d_i$ denotes the $i$-th link length.
**Proof.** As shown in Fig. 6.1, the $i$-th link is intersected by the wall if and only if its center falls into the parallelogram region $ABCD$ (or $MNQP$). The number of walls that the $i$-th link intersects is equal to the number of centre points falling into the region, which is given by $K_i = \lambda l_id_i |\sin \gamma_i|$. We define the variable $\gamma_i$ as the acute angle between a wall and the $i$-th link, which is uniformly distributed in $[0, \pi/2]$.

Under the assumption of wall orientation in Section 6.2, the orientation angle of the wall blockage is denoted by $\theta = 0$ or $\pi/2$. For $\phi_i \in (0, \pi/2]$, we can obtain the relationship between $\gamma_i$ and $\phi_i$ from Fig. 6.1, given by

$$\gamma_i = \begin{cases} \frac{\pi}{2} - \phi_i, & \text{when } \theta = \frac{\pi}{2} \\ \phi_i, & \text{when } \theta = 0 \end{cases} \quad (6.5)$$

Therefore, the PDF $f_{\Gamma}(\gamma_i)$ of $\gamma_i$ is calculated by the equation (6.6)

$$f_{\Gamma}(\gamma_i) = \frac{1}{2} \delta[\gamma_i - (\frac{\pi}{2} - \phi_i)] + \frac{1}{2} \delta[\gamma_i - \phi_i] \quad (6.6)$$

where $\delta$ is Dirac function. When $\phi_i$ is in $(\frac{\pi}{2}, 2\pi]$, the function $f_{\Gamma}(\gamma_i)$ is the same as in equation (6.6). The derivation is omitted here for brevity.

Following Theorem 1 of the work [18], the expected value of $K_i$ can be calculated

$$E[K_i] = \int_L \int_\Gamma \lambda l_id_i |\sin \gamma_i| f_L(l_i) f_{\Gamma}(\gamma_i) dl \, d\gamma$$

$$= \frac{1}{2} (|\sin(\phi_i)| + |\cos(\phi_i)|) \lambda E[L]d_i, \quad (6.7)$$

where $f_L(l_i)$ is the probability density function of the length of an interior wall. \hfill \Box

The average number of walls intersected by each link is influenced by characteristics of both the link and the wall blockage. It will be verified in Section 6.5.

### B. Effects of wall blockages

According to the independent thinning, the number of points falling into the region $ABCD$ (or $MNQP$) is still a PPP [100]. Moreover, Theorem 6.1 provides the average number of wall
blockages on each link. Therefore, we can obtain that the number $K_i$ of walls intersected by the $i$-link is a Poisson random variable with a mean $E[K_i]$. Hence, the PDF of $K_i$ is directly written as $f_K(k_i) = \frac{e^{-E[K_i]}(E[K_i])^{k_i}}{k_i!}$.

As aforementioned above, the attenuation is expressed as $S_i = \prod_{k=0}^{K_i} \omega$, where $K_i$ is the wall number on the $i$-th link. Now with the distribution of the number of interior walls intersected by the $i$-th link, the signal attenuation caused by wall blockages to the $i$-th link can be investigated. The average signal attenuation caused by wall blockages of the $i$-th link, which is presented as

$$E[S_i] = E[\omega^{K_i}] = \int_0^\infty \omega^{k_i} f_K(k_i)dk_i$$

$$= e^{-E[K_i]}(1-\omega)$$

$$= e^{-\frac{1}{2}(|\sin(\phi_i)|+|\cos(\phi_i)|)\lambda E[L]d_i(1-\omega)}.$$

The average signal attenuation $E[S_i]$ caused by interior wall blockages is influenced by the characteristics of both links and wall blockages based on the equation (6.8). This analytical result will be verified in Section 6.5.

Based on the signal attenuation $S_i$ caused by interior wall blockages, we analyse the performance of indoor wireless networks. In the following, we will investigate the case of mmWave networks, since wireless transmissions in this frequency range are particularly sensitive to blockages. For the simplicity of analysis, we assume that the wall blockages are impenetrable, i.e., the worst case scenario for wireless signal propagation. In this case, a user is only connected to the SC BSs with LOS links (namely visible transmitters). With impenetrable wall blockages, the signal attenuation ratio caused by wall blockages can be modeled as a Bernoulli random variable according to whether the link is blocked or not.

**Corollary 6.1.** For millimetre wave signals, in indoor environments, the wall blockages are assumed as impenetrable. The signal attenuation ratio $S_i$ is a Bernoulli random variable. The conditional probability of $S_i = 1$ is presented as $P\{S_i = 1|\phi_i\} = e^{-\frac{\lambda E[L]d_i\beta(\phi_i)}{2(|\sin(\phi_i)|+|\cos(\phi_i)|)}}$, where $\beta(\phi_i) = \frac{1}{2}(|\sin(\phi_i)|+|\cos(\phi_i)|)$. 
The proof is straightforward and omitted here. According to Corollary 6.1, it is conveniently to obtain the conditional probability of a wireless link experiencing LOS propagation in indoor environments with interior wall blockages.

**Corollary 6.2.** Indoor indoor environments with impenetrable wall blockages, the conditional probability that the $i$-th link is LOS is given by $P_{\text{LOS}} = e^{-\lambda E[d_i \beta(\phi)]}$.

Through Corollary 6.2, the conditional probability that a link is LOS decreases exponentially with the increase of link length, which matches the models in 3GPP [15]. The validation of Corollary 6.2 will be presented in Section 6.5.

### 6.4 Analytical Scheme

This section will present the analysis of network performance under the system model with the provided connectivity policy.

#### 6.4.1 Connectivity

In this subsection, we will investigate the link connectivity between the user and the transmitter. We assume the user is only connected to the nearest LOS transmitter. The distance from the user to the closest LOS transmitter is denoted as $R$. If there are more than one nearest visible transmitters with a distance $R$ the user, then the user randomly selects one of them to connect. An example of the successful link is shown as the Fig. 6.2.

Now, we define a ball zone $B(O, r)$, where the radius $r$ is less than $R$. The center $O$ is the typical user’s position. Within the ball zone, the transmitters are distributed following a PPP with the mean of $\pi r^2 \mu$ [100], where $\mu$ denotes the density of the transmitters. We define the event $E_1 = \{\text{There are } n \text{ transmitters within the ball zone } B(O, r)\}$, where $n = \{0, 1, 2, \ldots\}$, then the probability of event $E_1$ is given by $P(E_1) = e^{-\pi r^2 \mu / n!}$.

The necessary and sufficient condition of a successful connectivity for the typical user is that all the $n$ transmitters within the above defined ball zone are not visible to the typical user. The event $E_2 = \{\text{All the } n \text{ transmitters inside the zone } B(O, r) \text{ are invisible to the typical user.}\}$
Fig. 6.2 The wall blockages are generated as the black straight lines. All the transmitters are presented by the red points. The typical user is seated at the central position of the scenario. For the typical user, all the LOS links are shown as the red dotted lines. Assume the user is only covered by the nearest LOS transmitter, as shown the blue solid line.

is defined. The conditional probability of event \( E_2 \) is the probability that all the \( n \) transmitters are NLOS links to the typical user under the condition of event \( E_1 \). The conditional probability \( P(E_2) \) of event \( E_2 \) is given by

\[
P(E_2|E_1) = \left[ \int_0^{2\pi} \int_0^{r} (1 - P_{\text{LOS}}) \frac{2r}{2\pi} \frac{1}{r^2} dr d\phi \right]^n
\]

\[
= \left[ 1 - \frac{2}{r^2} \int_0^{2\pi} M[\beta(\phi)] \frac{1}{2\pi} d\phi \right]^n.
\]

(6.9)

where \( M[\beta(\phi)] = \frac{1 - \{\beta(\phi) E[L] \lambda r + 1\} e^{-\beta(\phi) E[L] \lambda r}}{\{\beta(\phi) E[L] \lambda \}^2} \), and \( P_{\text{LOS}} \) is obtained from Corollary 6.2. The equation (6.9) follows the fact that all points in the ball are independent and uniformly
distributed according to a PPP. The link angle $\varphi_i$ is uniformly distributed in $(0, 2\pi]$. The blockages that intersect each individual are assumed independently.

Following Theorem 8 of the work in [18], the distribution of the distance from the typical user to the nearest visible transmitter is presented as

$$ P(R > r) = P(E_2) = \sum_{n=0}^{\infty} P(E_2|E_1)P(E_1) $$

$$ = \sum_{n=0}^{\infty} \left[ 1 - \frac{2}{\pi^2} \int_0^{2\pi} M[\beta(\varphi_i)] \frac{1}{2\pi} d\varphi_i \right]^n e^{-\pi r^2 \mu (\pi r^2 \mu)^n} \frac{n!}{n}, $$

(6.10)

where the step (a) takes an approximation in order to obtain the closed form of equation (6.10), here

$$ M[\tilde{\beta}] = 1 - \left\{ \frac{\tilde{\beta}E[\lambda] \lambda r + 1}{\tilde{\beta} E[\lambda] \lambda} \right\} e^{-\tilde{\beta} E[\lambda] \lambda r} $$

and

$$ E[\varphi_i | \beta(\varphi_i)] = \bar{\beta} = \int_0^{2\pi} \beta(\varphi_i) \frac{1}{2\pi} d\varphi_i = \frac{2}{\pi}. $$

The approximation brings minor error, which will be verified in chapter 6.5. Following equation (6.10), the PDF of $R$ can be calculated directly by differentiation, as presented in Theorem 6.2.

**Theorem 6.2.** The typical user is connected to one of the nearest visible SC BSs at a distance $R$ away from the typical user. The probability density function of $R$ is given by

$$ f_R(r) = 2\pi \mu e^{-[2\pi \mu M[\tilde{\beta}] + E[\lambda] \lambda r \tilde{\beta}]} $$

(6.11)

The derivation is straightforwardly by differentiating $1 - P(R > r)$ and is omitted here for brevity.
6.4.2 Coverage probability

Now we have investigated the effects of wall blockages, and the connectivity between the transmitter and typical user for the case of impenetrable wall blockages. This section will demonstrate the analysis of cellular network performance, i.e. coverage probability. In chapter 6.2, the coverage probability $P_c(T)$ is defined as the probability that the SIR received at the typical user is larger than the threshold $T$, i.e.,

$$P_c(T) = P(\text{SIR} > T).$$

The coverage probability is an important metric for the analysis of network performance, which is influenced by the density of SC BSs, and the density and topology of interior walls. Moreover, another influential factor is the user-cell association strategy for a user to select a SC BS to connect to. Usually a user is connected to the SC BS with the strongest downlink received power or the maximum received SIR. We assume that the typical user is served by the nearest visible SC BS, which is referred to as the serving BS. The downlink transmissions from other BSs are considered as interference to the typical user. If there is no visible SC BS to the user, then the user is not covered, i.e., without a successful connectivity. For analytical simplicity, we assume that the number of wall blockages on each individual link is independent. The coverage probability is given in Theorem 6.3.

**Theorem 6.3.** The typical user selects the nearest visible SC BS as its serving BS. Assuming that the number of wall blockages on each link is independent and the SIR threshold is $T$, then the coverage probability $P_c(T)$ is given by

$$P_c(T) = \int_0^D \exp \left( -2\pi \mu \int_r^\infty \left[ \frac{T r^\alpha e^{-\lambda E[L] \beta t}}{t^\alpha + T r^\alpha} \right] dt \right) f_R(r) dr,$$

where $\beta = \frac{2}{\pi}$, and the parameter $D$ is the maximum link length within an indoor scenario.
Proof. According to the pathloss model described in chapter 6.2, the downlink SIR of the typical user can be presented as

\[
\text{SIR} = \frac{h_0 S_0 r^{-\alpha}}{\sum_{i: d_i \in (r, D)} h_i S_i d_i^{-\alpha}},
\]

(6.13)

where the 0-th link is the successful connectivity from the nearest visible transmitter to the typical user given that the distance from the typical user to the closest visible transmitter is \( R = r \). The variable \( d_i \) is the length of \( i \)-th link, where \( r < d_i < D \). The variable \( D \) denotes the maximum length of links within the indoor scenario, and it is defined as \( D = \sqrt{L_s^2 + W_s^2} \), in which the parameters of \( L_s \) and \( W_s \) are the length and width of the indoor scenario, respectively. For improving the accuracy of analysis, the value of link length \( d_i \) is taken according to the specific indoor scenario size. The variable \( S_i \) is the wall attenuation ratio of \( i \)-th link, where \( S_0 = 1 \). The fading loss denoted by \( h_i \) (and \( h_0 \)) is following a unit-mean exponential distribution.

Therefore, the coverage probability conditioned on the distance from the typical user to the closest transmitter is computed as

\[
P\{\text{SIR} > T \mid R = r\} = P\left( h_0 > \left( \sum_{i: d_i \in (r, D)} h_i S_i d_i^{-\alpha} \right) T r^\alpha \right)
\]

\[
= E \left[ \exp \left( - \left( \sum_{i: d_i \in (r, D)} h_i S_i d_i^{-\alpha} \right) T r^\alpha \right) \right]
\]

\[
= E \left[ \prod_{i: d_i \in (r, D)} E_{S_i, h_i} \left[ \exp \left( -h_i S_i d_i^{-\alpha} T r^\alpha \right) \right] \right]
\]

\[
= (a) E \left( \prod_{i: d_i \in (r, D)} E_{h_i} \left[ \exp \left( -h_id_i^{-\alpha} T r^\alpha \right) \right] P(S_i = 1) + 1 - P(S_i = 1) \right)
\]

\[
= (b) E \left( \prod_{i: d_i \in (r, D)} E_{h_i} \left[ \exp \left( -h_id_i^{-\alpha} T r^\alpha \right) \right] \right) \int_0^{2\pi} P(S_i = 1 \mid \phi_i) \frac{1}{2\pi} d\phi_i + 1 - \int_0^{2\pi} P(S_i = 1 \mid \phi_i) \frac{1}{2\pi} d\phi_i
\]

\[
\]

\[
= (c) E \left( \prod_{i: d_i \in (r, D)} 1 - \frac{T r^\alpha \int_0^{2\pi} e^{-\lambda E[L_i] d_i} d\phi_i \frac{1}{2\pi} d\phi_i}{d_i^\alpha + T r^\alpha} \right)
\]

\[
= (d) \exp \left( -2\pi \mu \int_r^\infty \left[ \frac{T r^\alpha \int_0^{2\pi} e^{-\lambda E[L_i] d_i} d\phi_i \frac{1}{2\pi} d\phi_i}{r^\alpha + T r^\alpha} \right] t dr \right),
\]

(6.14)
where step (a) follows Corollary 6.1, $S_i$ follows the Bernoulli distribution with the conditional probability of $P(S_i = 1 | \phi_i)$, step (b) takes an approximation for reducing the computing complexity, which is shown as

$$
\int_0^{2\pi} P(S_i = 1 | \phi_i) \frac{1}{2\pi} d\phi_i \approx e^{-\lambda E[L] r E_{\phi i} [\beta(\phi_i)]} = e^{-\lambda E[L] r \bar{\beta}}.
$$

Step (c) is obtained from the probability generating functional (PGFL) of the PPP that models the spatial distribution of transmitters.

Based on equation (6.14) and Theorem 6.2, the unconditional coverage probability is formulated by deconditioning the variable $r$ as follows.

$$
P \{ \text{SIR} > T \} = \int_0^D P \{ \text{SIR} > T \mid R = r \} f_R(r) dr,
$$

where the parameter $D$ is the maximum link length within the considered indoor scenario, given that the typical user is located at the centre of the considered network area as shown in Fig. 6.2.

According to Theorem 6.3, although it is difficult to obtain the closed form of coverage probability, the coverage probability expression in equation (6.12) can be used to numerically investigate the distribution of coverage. In the next section, Theorem 6.3 will be employed to analyse the performance of indoor cellular networks with impenetrable wall blockages.

### 6.5 Numerical Simulations

In this section, we present the numerical performance-evaluation results of dense cellular networks in indoor environments. Firstly, the analytical results obtained will be validated by comparing with Monte Carlo simulation results. Then the coverage performance of indoor dense SC networks will be analysed based on both numerical and simulation results.

We validate the average number of obtained in Theorem 6.1 by comparing with Monte Carlo simulations as shown in Fig. 6.3. The analytical average number of walls that each link intersects is obtained from Theorem 6.1. In the comparisons, we fix the link length at 20
Fig. 6.3 The validation of average wall number intersected by links. We simulate a square area of $40 \times 40$ m$^2$. The wall density is assumed as $\lambda = 0.05$ m$^{-2}$. The average wall length takes $E[L] = 3, 5, 7$ m respectively. The link length is assumed as half of the square length $d_0 = 20$ m for both the analysis and simulation. The position of typical user is located at the centre of the scenario as shown in Fig. 6.2. The position of the server BS is located at the circle with the centre of the user’s position and the radius of link length.

meters and consider three different values of the average wall length $E[L]$: 3 meters, 5 meters and 7 meters. Considering that the considered network scenario is symmetric with respect to its central point (the position that the typical user is located) as shown in Fig. 6.2, only the results in the interval $(0, \pi/2]$ of the angles between the links and the horizontal axis are presented here. The Monte Carlo simulation results are averaged over 10,000 samples. From Fig. 6.3, it is observed that the analytical results fit simulation results closely. The links with angle $\phi = 0$ or $\pi/2$ intersect the smallest number of interior walls on average. The reason is the links with angle $\phi = 0$ or $\pi/2$ are only blocked by the horizontal or vertical walls at this time, where the density of walls is only half of $\lambda$. 

![Graph showing the validation of average wall number intersected by links.](image-url)
Fig. 6.4 Average wall attenuation. Given $\lambda = 0.05 \text{ m}^{-2}$ and $E[L] = 3, 5, 7 \text{ m}$ respectively. The link length is assumed as half of the square length $d_0 = 20 \text{ m}$ for both the analysis and simulation.

Fig. 6.4 presents the average signal attenuation $E[S_i]$ caused by blockages. The analytical result is obtained by equation 6.8. The Monte Carlo simulation is operated within a square with the area $40 \times 40 \text{ m}^2$. From Fig. 6.4, it is observed that the analytical results fit Monte Carlo simulations closely. The evaluated average attenuation of the $i$-th link is a dependency of the link angle, link length and wall density. The most attenuation occurs at the angle of $\pi/4$, due to the link at this direction experiences the most walls (as shown in Fig. 6.3).

The comparison of LOS probability conditioned on the link angle is presented, as shown in Fig. 6.5. The analytical result is obtained from Corollary 6.2. As can be seen, the link with the angle 0 or $\frac{\pi}{2}$ has a higher LOS probability than with the angle $\frac{\pi}{4}$. The reason is that the wall density is only half of $\lambda$ at the orientations of 0 and $\frac{\pi}{2}$. Moreover, the LOS
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Fig. 6.5 The LOS probability conditioned on links angle. Given $\lambda = 0.05 \text{ m}^{-2}$ and $E[L] = 3, 5 \text{ m}$ respectively. The LOS probability is investigated when the link length takes $d_0 = 20, 10 \text{ m}$.

Probability decreases with the link length arising, since the longer link has a higher likelihood of experiencing walls. This also matches our intuition.

Fig. 6.6 verifies the approximation in equation (6.10), which gives the distribution of the distance $R$. It is observed that the approximated results present an accurate match to the analytical results without approximation. Thus, the approximation in equation (6.10) is acceptable with a very minor error. The probability of $P(R > r)$ is distance-dependency, and reduces with the increase of link length.

The Fig. 6.7 presents a comparison of coverage probability between analytical results and Monte Carlo simulation results, under impenetrable wall blockages. The analytical results are obtained from Theorem 6.3. The parameter $T$ denotes the SIR threshold. The values of the main parameters are summarised in Table 6.1. From Fig. 6.7, we can observe that the curves of analytical results match Monte Carlo simulation results closely with only
a small gap between them. The small gap is caused by the correlations of wall blockage effects on different links, which are captured in the Monte Carlo simulation but ignored in the analytical result in Theorem 6.3. Additionally, in stochastic geometry, the average coverage probability is derived by aggregating SIR over the infinite 2D plane. However, the considered indoor scenario is of a finite area. We adjust the integral limits in equation 6.12 according to the specific indoor scenario size, which contributes to the difference between the analytical coverage probability and the simulation result. The reasonably good accuracy of the analytical coverage probability expression in Theorem 6.3 (as compared with the Monte Carlo simulation result) indicates that Theorem 6.3 offers a good trade-off between performance evaluation (or prediction) accuracy and the computational complexity. The Monte Carlo simulation took several hours to complete all the calculations for 10,000 samples.
Fig. 6.7 The verification of the coverage probability expression in 6.14 by comparing it with Monte Carlo simulation results. Assume the indoor scenario as a square of $40 \times 40 \text{ m}^2$. Given the distribution of transmitters with a density $\beta = 0.01 \text{ m}^{-2}$, the values of wall density are taken as $\lambda = 0.01, 0.4 \text{ m}^{-2}$, and average wall length are taken as $E[L] = 3, 5 \text{ m}$, respectively. The typical user is located at the center of the considered network scenario.

Table 6.1 Simulation parameters

<table>
<thead>
<tr>
<th>Pathloss exponent</th>
<th>$\alpha = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit power</td>
<td>$P = 1\text{W}$</td>
</tr>
<tr>
<td>Wall loss</td>
<td>$\omega = 10\text{dB}$</td>
</tr>
<tr>
<td>Simulation realizations</td>
<td>$10^4$</td>
</tr>
</tbody>
</table>

Fig. 6.8 presents the coverage probability calculated using equation (6.12) in Theorem 6.3 versus the SIR threshold for different values of transmitter density. With a minor error, the noise power is ignored here. An apparent observation is that the coverage probability does not always benefit from the increasing transmitter density, given the distribution of wall blockages in an indoor environment. In other words, for indoor dense cellular networks
with interior wall blockages, there is a finite optimum density of transmitters that maximizes the coverage probability. This is because increasing the density of transmitters will also increase the number and density of interfering links, making the coverage probability limited by the interference. In addition, the coverage is very poor when the transmitter density is relatively low compared to the wall blockage density. This is because the typical user can hardly find any LOS transmitter to connect to when the wall blockage density is much larger than that of transmitter density.
6.6 Conclusions

In this chapter, we have investigated the interior wall blockages and the associated analysis of interference effects and coverage performance of indoor dense SC networks. The wall blockage model is developed on the basis of stochastic geometry. The key idea is that the interior walls are stochastically modelled as straight lines. Then the effects of wall blockages on signal transmissions are investigated for indoor SC networks. Finally, the analytical coverage probability is obtained in the case of impenetrable wall blockages. Numerical results show that the performance, e.g. coverage probability is sensitive to wall blockage density. Although the coverage probability can benefit from the increasing of transmitter density, the optimal transmitter density is a finite value given the distribution of walls. For the next step, an interesting topic that the correlation between wall blockages is taken into consideration. Since in a finite indoor environment, the correlation between wall blockages is higher than in urban environments. Another interesting topic includes the refinement of blockage model by considering the reflection, which is an influential factor for indoor densely SC networks.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis mainly investigates the indoor wireless communications in the background of dense cellular networks. For satisfying the exponential increase of indoor traffic-data demand, the indoor wireless communications are evolving from outdoor macrocells to indoor-deployment dense SC networks. In the meantime, challenges are also brought for evaluating the performance of indoor communications. Firstly, the unique features of indoor environments, such as complex obstacles and various building layouts, significantly influence the signal propagating channels. Moreover, with the higher density of in-building SC networks, the link distances between users and transmitters become much shorter. It is certain that the characterizations of LOS and NLOS propagations are different from the previous observation. Finally, the impact of blockages on signals becomes dominant in indoor environments because of the more complex and dense obstacles and the shorter link distances. The traditional path loss models can not exactly capture the blockage effects.

Focusing on the channel modelling, previous works demonstrate that the distribution of LOS probability is crucial to capture the characterizations of propagating environments. Whereas, existing LOS probability models, such as the exponential model and 3GPP models, are too simplified to describe the exact LOS and NLOS transmissions in typical indoor scenarios. By considering the realistic structures of buildings, an analytical method is pro-
posed to build a novel LOS probability model for downlink radio propagations in typical indoor scenarios, which are consisted of rectangular grids. The proposed model analytically constructs the mapping from a building’s layout (structure) to the LOS probability distribution. With this model, we can directly obtain the LOS probability of transmission links inside a given building without simulations or measurements. The proposed model also improves the accuracy of the LOS probability because it reduces the randomness of building structure. Numerical results show that traditional LOS probability models underestimate the performance of PPP network.

In terms of the performance of LOS and NLOS transmissions, traditional works do not distinguish them. However, it is not practical for indoor dense cellular networks. Thus, a tractable and analytical path loss model with LOS and NLOS propagations is proposed for the performance analysis in indoor dense SC networks. On the basis of stochastic geometry, the performance metrics, such as coverage probability, SE and ASE are analytically derived. Monte Carlo simulations validate its correctness of derivation. Moreover, numerical results demonstrate that the above three performance metrics are influenced by the BS density and LOS probability functions. The effects of LOS and NLOS transmissions are notably different from the traditional channel transmission with the single-slope path loss model. As a consequence, the obtained results provide insights on the deployment of future indoor dense SC networks.

Targeting to the dominant effects of indoor blockages, conventional works can not describe it accurately since it is incorporated into the log-normal shadowing. Therefore, a wall blockage model is developed based on the stochastic geometry theory. By modelling wall blockages as a random process of PPP, the effects of wall blockages on signal transmission are mathematically investigated for indoor dense SC networks. Finally, the mathematical framework of coverage probability is obtained for the case of impenetrable wall blockages. Simulation results demonstrate that the performance, e.g. coverage probability is sensitive to wall blockage density. On one hand, the coverage probability can benefit from the increasing of transmitter density. On the other hand, the optimal density of transmitters is a finite value given the distribution of walls.
7.2 Future work

This thesis has investigated the performance analysis of indoor wireless communications in dense SC networks. A novel and analytical LOS probability model has been established for typical indoor scenarios. The effects caused by indoor wall blockages have been evaluated by the random shape theory for network performance analysis. The impact of LOS/NLOS propagations on indoor dense SC networks has been investigated on the basis of the stochastic geometry theory.

As presented in Chapter 4, an analytical and novel model of LOS probability is proposed by considering the effects of the building structure in typical indoor scenario, which is consisted of rectangular grids. In reality, buildings usually have various and more complex structures. The obstacles also include moving human bodies and furniture. In future work, more complex building models will be given a consideration, such as multi-floors and buildings with irregular shapes. Moreover, the effects of other obstacles on LOS probability will be included in future work.

As presented in Chapter 5, the influence of LOS/NLOS transmissions on the performance of indoor dense networks is presented by considering Rayleigh fading for both LOS and NLOS paths. Actually, the model of channel fading is more complex, and has different impact on signal transmissions. Future work will investigate the more practical model of path loss by considering different types of fading, e.g. Rician fading or shadow fading caused by wall blockages. The development of corresponding analytical methods should be a meaningful challenge.

As presented in Chapter 6, the effects of blockages are analytically illustrated for performance analysis by a random theory. The expression of coverage probability is obtained for the case of impenetrable walls. However, the random theory assumes that its objects are independently distributed, which is not practical for realistic walls. In future work, the correlation between wall blockages will be considered for modelling blockages. Another meaningful topic is that the mathematical expressions of performance metrics will be investigated for more general wall-attenuation cases.
Apart from the extensions related to this thesis, there are still a lot of challenges and opportunities for analysing and improving indoor wireless communications, which will continue to be the important role for the forthcoming information era.
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