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Abstract

Since the existence of lateral organisation in the cell membrane was first proposed by Erwin London in 1997, much has been discovered about the complex behaviour of lipid bilayers. Whilst some membrane proteins involved in signalling are almost as mobile as lipid molecules, such as the photoreceptor protein rhodopsin, others such as the peripheral glycoprotein fibronectin are virtually static. This has been linked to the existence of phase separated micro-domains, sometimes known as lipid rafts, in model systems. However, there are still many open questions, including the effect of asymmetry and curvature on bilayers. Domains in the two leaflets of a model bilayer always align, or register. Conversely, the plasma membrane is asymmetric in composition, which implies that different phases can exist across the bilayer midplane, known as anti-registration. Hydrophobic mismatch at phase boundaries should favour a fully anti-registered bilayer in model systems, implying an interleaflet coupling force drives registration. In this thesis, hydrophobic mismatch between phases is controlled, with anti-registered domains forming at a mismatch of 8 carbons per leaflet. A coupling free energy of 0.021 kBT/nm² was determined, in close agreement with the only other experimental study using a different methodology, and refining the values found via simulation. Methods are explored to induce anti-registration with lower mismatch, and to characterise the orientation of the anti-registered states.

Arising from this work is a greater understanding of how substrate choice for supported bilayers greatly affects phase behaviour. Glass, used in fluorescence microscopy experiments, and PDMS (Polydimethylsiloxane), used to create flexible and curved bilayer substrates, result in nanoscale domain formation compared to micro-scale domains on atomically flat mica. This difference is investigated and it is found that the hydrodynamic motion of domains is hindered by rougher substrates, having great implications for the study and understanding of supported lipid bilayers.
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Chapter 1. Introduction

1.1 Project Overview

Since the proposal of the highly controversial ‘lipid raft theory’ in 1997,¹ the understanding of lateral lipid organisation within phospholipid bilayers has improved dramatically.²–⁵ Lipid rafts are proposed heterogeneities in cell membranes caused by the aggregation of cholesterol and saturated lipids and they have been implicated in important cellular mechanisms such as signalling and protein clustering.³ Model bilayer systems designed to mimic lipid rafts, consisting of a saturated lipid, an unsaturated lipid and cholesterol, form bilayers with two coexisting phases, the liquid-ordered (L₀) and liquid-disordered (Lₐ) phases.⁶ In the laboratory, complete symmetry between the two bilayer leaflets, both in terms of composition and lateral phase organisation, is observed.⁷,⁸ The transmembrane symmetry between phase separated domains observed in model bilayers is known as registration (R) (Figure 1.1A).⁹ Biological plasma membranes, however, show compositional asymmetry between the leaflets, with model bilayers formed from outer leaflet lipids showing phase separation and those formed from inner leaflet lipids forming a single homogeneous phase.¹⁰,¹¹ Due to this asymmetry between the two leaflets of the biological membrane, it is likely that lipid phases can align asymmetrically in plasma membranes.

There is a line tension at the interface between L₀ and Lₐ domains, caused in part by the exposure of the hydrophobic lipid tails of the thicker phase to water. This line tension would be at a minimum for a bilayer that showed domain anti-registration (AR) (Figure 1.1B), which is the asymmetric configuration with L₀ phases opposing Lₐ phases and vice versa. The line tension would be lower as there is no hydrophobic mismatch between the lipid phases and therefore this should be the equilibrium state. Model bilayers however show registration between domains implying the existence of an interleaflet-force that favours R. It is has been shown under certain conditions that a phase separated leaflet can induce phase separation in the opposing leaflet.¹² This observation also implies that there is an inter-leaflet coupling force between the two leaflets of
a bilayer. This could also be a mechanism by which cells can send signals across the bilayer membrane.

One question which remains unanswered is the identity of the interleaflet coupling forces which drive domains of similar lipid phases to register symmetrically across the two leaflets of a bilayer. There is significant debate over the origins and magnitude of the forces involved.\textsuperscript{9,10} Theoretical studies have suggested that chain interdigitation, electrostatic coupling, cholesterol flip-flop and curvature coupling could be driving domain registration but experimental evidence is severely lacking.\textsuperscript{9,10} A deeper understanding of the forces between the two opposing leaflets of a bilayer is now needed. This will help to bridge the gap between simplified symmetric model membranes, and the complex, heterogeneous and asymmetric plasma cell membrane, and help to understand the mechanisms by which signals can be transmitted into and out of a cell.

Mean field theoretical studies and coarse-grained molecular dynamics simulations have shown that high line tension can overcome the interleaflet coupling forces causing domains to register, and cause asymmetric AR domains to form.\textsuperscript{13,14} As the difference in height between the two phases increases, the line tension increases.\textsuperscript{15} This project intends to investigate experimentally whether the interleaflet coupling forces that favour registration

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Figure 1.1 Schematic showing the two leaflets of a bilayer consisting of two coexisting phases in both leaflets. A shows domain registration (R) and B shows domain anti-registration (AR).}
\end{figure}
can be overcome, by increasing the hydrophobic mismatch and line tension between two lipid phases, to form AR domains.

1.2 Lipid Bilayers

1.2.1 Lipids

Lipids are amphiphilic molecules, meaning that they possess both a hydrophilic and a hydrophobic moiety. The names and structures of the lipids used in this thesis are shown in Table 1.1. The lipids used here have PC (phosphocholine) headgroups, one of the most common lipids species in the mammalian cell membrane.  

The PC headgroups consists of a positively charged tertiary amine and a negatively charged phosphate group, making the lipid zwitterionic. The charge separation across the headgroup makes it polar. The headgroup is linked to two hydrophobic hydrocarbon tail chains. Figure 1.2 shows an example of the simplified lipid schematics used in this thesis with a round headgroup and tail, superimposed onto the lipid chemical structure it represents.

There are a wide variety of lipid types present in the biological plasma membrane. The most common lipid headgroups, SM (sphingomyelin), PS (phosphoserine), PE (phosphoethanolamine) and PI (phosphatidylinositol), are shown Table 1.2, along with PC in Table 1.1. These are present in varying amounts within different cell types. The chemical structure of the headgroups can affect their properties such as the overall charge on the PS headgroup and the sugar moiety on the PI headgroups. All of the lipids in Table 1.2 are

![Figure 1.2 Schematic lipid showing the hydrophilic head and the hydrophobic head superimposed onto a lipid chemical structure](image)
shown with both tail chains having fully saturated 16 carbon chains but in reality there is also a variety of chains. The lipid tails can be fully saturated, mono-unsaturated with the double bond at different positions along the tail chain, and poly-unsaturated. DOPC and 14:1PC are examples of mono-unsaturated lipids (Table 1.1). Lipids can also be asymmetric in terms of the two tail chains. The two chains can vary in carbon length and degree of unsaturation. All of these types of lipid make for a diverse membrane which results in lateral inhomogeneity as well as asymmetry between the two leaflets of the plasma membrane bilayer. The lateral inhomogeneity, or phase separation, arising from coexisting lipid types is discussed in sections 1.2.4, 1.2.5 and 1.2.6. Asymmetry between different types of lipids in the two leaflets of the plasma membrane bilayer is discussed in section 1.3.
<table>
<thead>
<tr>
<th>Lipid</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPPC/16:0PC</td>
<td><img src="image1" alt="Structure" /></td>
</tr>
<tr>
<td>DSPC/18:0PC</td>
<td><img src="image2" alt="Structure" /></td>
</tr>
<tr>
<td>20:0PC</td>
<td><img src="image3" alt="Structure" /></td>
</tr>
<tr>
<td>22:0PC</td>
<td><img src="image4" alt="Structure" /></td>
</tr>
<tr>
<td>14:1PC</td>
<td><img src="image5" alt="Structure" /></td>
</tr>
<tr>
<td>DOPC</td>
<td><img src="image6" alt="Structure" /></td>
</tr>
<tr>
<td>Cholesterol</td>
<td><img src="image7" alt="Structure" /></td>
</tr>
</tbody>
</table>

Table 1.1 The chemical structures of lipids that are used in this thesis
<table>
<thead>
<tr>
<th>Lipid Headgroup</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM</td>
<td>![SM Structure]</td>
</tr>
<tr>
<td>PS</td>
<td>![PS Structure]</td>
</tr>
<tr>
<td>PE</td>
<td>![PE Structure]</td>
</tr>
<tr>
<td>PI</td>
<td>![PI Structure]</td>
</tr>
</tbody>
</table>

Table 1.2 The chemical structures of lipid headgroups for the most common lipid types in the plasma membrane. SM = sphingomyelin, PS = phosphoserine, PE = phosphoethanolamine, PI = phosphatidyinositol
1.2.2 Self-Assembly

The amphiphilic nature of lipids causes them to self-assemble in water due to the hydrophobic effect. Water is able to form hydrogen bonds between molecules to lower the free energy of the system. If a hydrophobic molecule such as an alkane chain is introduced into water, the non-polarised hydrocarbon backbone cannot form any hydrogen bonds with water. Water forms a cage-like structure around the hydrophobic molecule, reducing the entropy of the system and increasing the free energy. If more than one hydrophobic molecule is present, the two hydrophobic molecules will prefer to make contact in order to reduce the overall contact area with water and the amount of water hydrogen bond network that is disrupted. For an amphiphilic molecule such as a lipid, with a polarised hydrophilic head group and a hydrophobic tail, the hydrophilic head groups align in such a way as to maximise their exposure with water and the tails bury themselves inside to minimise their contact with the water. In the simplest case this results in a micelle, but can also result in vesicles with a bilayer structure (Figure 1.3), as well as more unusual phases like hexagonal and cubic phases.

Figure 1.3 Schematic of lipids in self-assembled structures A) Micelle B) Vesicle
### 1.2.3 Intermolecular Interactions

<table>
<thead>
<tr>
<th>Type of Interaction</th>
<th>Schematic of Interaction</th>
<th>Interaction Free Energy (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge-Charge</td>
<td><img src="image" alt="Charge-Charge Schematic" /></td>
<td>$\frac{Q_1 Q_2}{4\pi \varepsilon_0 r}$</td>
</tr>
<tr>
<td>Charge-Dipole</td>
<td><img src="image" alt="Charge-Dipole Schematic" /></td>
<td>$-\frac{Q u \cos \theta}{4\pi \varepsilon_0 r^2}$</td>
</tr>
<tr>
<td>Dipole-Dipole</td>
<td><img src="image" alt="Dipole-Dipole Schematic" /></td>
<td>$-\frac{u_1 u_2 [2 \cos \theta_1 \cos \theta_2 - \sin \theta_1 \sin \theta_2 \cos \phi]}{4\pi \varepsilon_0 r^3}$</td>
</tr>
<tr>
<td>Charge-non-polar</td>
<td><img src="image" alt="Charge-non-polar Schematic" /></td>
<td>$-\frac{Q^2 \alpha}{2(4\pi \varepsilon_0)^2 r^4}$</td>
</tr>
<tr>
<td>Dipole-non-polar</td>
<td><img src="image" alt="Dipole-non-polar Schematic" /></td>
<td>$-\frac{u^2 \alpha(1 + 3 \cos^2 \theta)}{2(4\pi \varepsilon_0)^2 r^6}$</td>
</tr>
<tr>
<td>Two non-polar molecules</td>
<td><img src="image" alt="Two non-polar molecules Schematic" /></td>
<td>$-\frac{3h\nu \alpha^2}{4(4\pi \varepsilon_0)^2 r^6}$</td>
</tr>
</tbody>
</table>

Table 1.3 Table showing intermolecular interactions that are relevant for lipid systems and their interactions energies. $Q$ = electric charge (C), $u$ = electric dipole moment (Cm), $\alpha$ = electric polarizability (C²m²J⁻¹), $r$ = distance between centres of interacting atoms or molecules (m), $k$ = Boltzmann constant, $T$ = temperature, $\varepsilon_0$ = dielectric permittivity of free space, $h$ = Planck’s constant, $\nu$ = electronic absorption frequency (s⁻¹). For dipoles they are assumed to be fixed in this table but there are added directionality terms when dipoles can move and rotate. Table recreated from reference 18.
As well as the hydrophobic forces driving self-assembly and bilayer formation, there are many intermolecular interactions that are important within lipid bilayers. The relevant interactions that may occur between lipids in a bilayer are summarised in Table 1.3. Intermolecular interactions act laterally between lipid headgroups and between tails, but can also act between the two leaflets of the bilayer across the bilayer midplane. These interactions can form the basis for interleaflet coupling, which is discussed further in Sections 1.3.4 and 1.3.6. Each interaction has a different length scale dependence, as highlighted by the interaction energy equations.

1.2.4 Phase Separation

Single component bilayers form two phases predominantly; the gel phase ($L_{\beta}$) in which the lipid hydrocarbon tail chains are solid-like with high molecular packing and low lateral mobility, and the liquid disordered phase ($L_d$) in which the tails are liquid-like with less dense molecular packing and higher lateral mobility. The temperature at which the $L_{\beta}$ phase melts to the $L_d$ phase is called the melting transition temperature ($T_m$).

Mixtures of lipids can show coexistence between multiple phases (Figure 1.4), for example a mixture of a saturated and an unsaturated lipid. Saturated lipids, such as DPPC (Table 1.1), have complete saturation in their tails and at room temperature pack tightly together to form a $L_{\beta}$ phase. Unsaturated lipids, such
as DOPC, have unsaturated bonds in their tails creating a kink that disrupts packing and a $L_d$ phase is formed at room temperature. For certain compositions of saturated and unsaturated lipids mixed together, there is phase separation. The tightly packed $L_\beta$ phase is thicker than the less densely packed fluid $L_d$ phase. There is a line tension at the interface between the different lipids due to their different heights, caused by the unfavourable interaction of the hydrophobic tails in the $L_\beta$ phase to water. This drives the two phases to separate laterally into distinct phase domains, to reduce the perimeter of the high energy interface between them.

One of the most commonly used lipid mixtures is a saturated lipid, an unsaturated lipid and cholesterol. When cholesterol is added to a bilayer, it can induce an intermediate phase between the $L_\beta$ and $L_d$ called the liquid ordered phase ($L_o$), which still has high molecular chain packing but is liquid-like in terms of its lateral mobility. Ternary mixtures of a saturated lipid, an unsaturated lipid and cholesterol are regularly used to model biological
membranes, as they show complex phase behaviour which has been linked to the lipid raft theory in biological membranes (described in section 1.2.6).

1.2.5 Phase Diagrams

The phase behaviour of ternary lipid mixtures can be described using a ternary phase diagram. Figure 1.5 shows a general phase diagram for a ternary lipid mixture adapted from published data. Each vertex of the triangle represents 100% of one of the components, and then following a line from the vertex to the midpoint of the side opposite the tip proportionately reduces the quantity of that component to zero. Specific mixtures can be found by following the grid lines from the three compositions on each axes and finding where they intersect.

Within the $L_o$-$L_d$ coexistence region, tie lines (black lines within blue region in Figure 1.5) can be used to calculate the ratio of the two phases using the lever rule. For a given composition, following the tie line to both boundaries will give the individual compositions of the two coexisting phases. The ratio of the two phases is defined by the composition’s position along the tie line in regards to both axes. Tie lines must be experimentally determined. The single $L_o$ phase and $L_d$ phase regions (white) do not have a clear distinction between them in the phase diagram. As the compositions move along the two blue lines the $L_o$ and $L_d$ phases become similar in structure and therefore there is a composition at which the two phases should have the same structure. At the critical point (star), the composition is such that the two coexisting phases should be identical, but in fact there is not a smooth transition, and critical fluctuations are observed as thermally driven local compositional fluctuations lead to the phase flipping back and forth between the distinct (but more similar) $L_o$ and $L_d$ phases. As the critical point is approached (along the red line) the two coexisting phases, determined from following the tie lines, become closer in structure and height. Close to the critical point the energy barrier between the two phases is low enough due to low hydrophobic mismatch, that there is a low energy penalty for long interconnected domain boundaries.

The phase diagram shown in Figure 1.5 shows just the phase behaviour at room temperatures. When a ternary lipid mixture bilayer is heated up within
the $L_\alpha$-$L_d$ coexistence region, at the miscibility transition temperature the composition will move into the single phase region. Isolated $L_\alpha$ phase domains will appear to melt, forming a single $L_d$ phase bilayer. This picture is, however, very misleading. If the two phase structure happened to be predominantly $L_\alpha$ phase, then upon increasing temperature the disordered $L_d$ phase would appear to diminish until all of the bilayer becomes a single $L_\alpha$ phase. This is counter-intuitive as it appears that increasing temperature induces the system to become more ordered. The transition should really be termed a mixing or de-mixing transition, rather than a melting transition, the composition now lies in a single phase region that is either $L_d$ or $L_\alpha$ phase. Stacks of ternary phase diagrams for each temperature on top of each other would create a 3D phase boundary surface. The miscibility transition temperature varies based on the lipids used and varies within the $L_\alpha$-$L_d$ coexistence region. As the bilayer is cooled down though the miscibility transition temperature, $L_\alpha$ domains can reform in two ways. Close to the critical point where the energy barrier between the two phases is low, the $L_\alpha$ domains form via spinodal decomposition, forming long domain boundaries due to low line tension (Figure 1.6, bottom line). Away from the critical point, the $L_\alpha$ domains form via a nucleation and growth mechanism (Figure 1.6, top line). High line tension causes the domain edges to reduce and smaller circular structured domains are formed.

Figure 1.6 Domain growth in 1:1 DOPC/DPPC + 25% Chol GUVs
Top) Domains formed by nucleation which then grow by domain ripening (also called coalescence). Bottom) Domains formed by spinodal decomposition. From reference 6
1.2.6 Lipid Raft Theory

Lipid bilayers provide the base structure for the plasma cell membrane, as well as key cell organelles such as the Golgi Apparatus and the Endoplasmic Reticulum. Lipid bilayer membranes are responsible for all compartmentalisation within the cell, providing a semi-permeable barrier controlling the passage of biomolecules in and out of the cell, and they also enable chemical and electrical potentials within the cell.

In 1972, Singer and Nicholson presented the fluid mosaic model in which the lipid bilayer is presented as a homogenous structure for the more biologically active proteins to embed and diffuse in. Observations of phase separation between mixtures of lipids were responsible for lipids re-emergence as an active not a passive membrane component.

In 1997 Kai Simons published work that introduced the term 'lipid raft', bringing together the ideas of the time regarding membrane structure and lipid phase separation. The Lipid Raft theory claims that there are dynamic clustered domains enriched in SM and cholesterol in the cell membrane that show increased order and reduced diffusion. Lipid rafts are proposed to be responsible for biological processes such as protein clustering, due to membrane spanning proteins hydrophobic matching to the thicker raft phases, and signalling, due in part to the proposed ability of these rafts to align opposite to each other between the extracellular outer leaflet and the intracellular inner leaflet of a bilayer.

The $L_{o}-L_{d}$ coexistence region of a ternary phase diagram (blue region in Figure 1.5), where there is lateral phase separation between the two phases, is thought to provide a good model for the biologically relevant lipid rafts. The liquid ordered phase ($L_{o}$) seen in model bilayers which is enriched in saturated lipid and cholesterol, shows similar properties to the proposed raft domains with higher chain packing and order. By contrast the liquid disordered phase ($L_{d}$), which is enriched in unsaturated lipid and depleted of cholesterol, shows lower order and higher lateral mobility.

Phase separation into lateral coexisting liquid-liquid phases has now been observed in model systems with techniques such as fluorescence microscopy, Atomic Force Microscopy (AFM), scattering techniques,
Nuclear Magnetic Resonance (NMR)\textsuperscript{26} and many others. The raft hypothesis has proved controversial however due to the lack of evidence for macroscopic phase separation in biological membranes. This has led to the idea that rafts are transient, dynamic and of nm length scales, beyond the typical resolution of many techniques and in particular the ubiquitous diffraction limited fluorescence microscopy. With the advent of super resolution microscopy, sub-diffraction limit imaging can be now theoretically be achieved in cells. Issues with quantitative imaging, fluorescence probe development, temporal resolution of a dynamic system and the potential for phase separated domains to be below even the resolution of super resolution, mean that the search for evidence proving or disproving the existence of phase separated rafts in vivo continues.\textsuperscript{27}

A modern raft theory has emerged recently which implicates lipids, proteins and the cytoskeleton, which is a dense layer of polymeric actin protein filaments pinned to the membrane, in membrane organisation.\textsuperscript{3–5} Figure 1.7 shows the modern view of the complex and heterogenous structure of the plasma membrane. It consists of different types of lipids separated into domains with different amounts of cholesterol, proteins anchored to the membrane, transmembrane proteins spanning the membranes and an actin meshwork pinned to the bilayer surface.
Figure 1.7 Schematic showing the complex and heterogeneous plasma membrane as described by the modern interpretation of the lipid raft theory. Lipid rafts are shown as enriched in saturated phospholipids, sphingolipids, glycolipids, cholesterol and lipidated proteins. These rafts are defined as small, dynamic and transient, with increased lipid packing and order, and decreased fluidity. Cortical actin is an active part of domain maintenance. From reference 5.
1.2.7 Model Bilayers

Model lipid membranes have been studied extensively to investigate the fundamental structure and physics of the cell membrane in an attempt to elucidate the complex questions surrounding lipid rafts and phase separation.\textsuperscript{28–30} They have also been used to investigate protein and drug interactions with the membrane,\textsuperscript{31} and to develop biotechnological applications such as drug delivery systems.\textsuperscript{32}

The simplest form of model system is lipid vesicles (Figure 1.3B). Multilamellar lipid vesicles (MLVs) consisting of multiple bilayers will form when a dried lipid film is hydrated. MLVs can be useful in scattering techniques, Differential Scanning Calorimetry (DSC) and NMR, which are bulk measurements needing many repeated bilayer motifs. Small Unilamellar Vesicles (SUVs) that are typically 20-100 nm can be formed by tip sonicating MLVs. Different sizes of SUVs and LUVs (Large Unilamellar Vesicles) ranging from 50-400 nm can be formed by extruding MLVs through a pore of defined diameter. Giant Unilamellar Vesicles (GUVs) are formed by electroformation, which involves applying a sinusoidal AC field across a lipid film. GUVs are typically 1-100μm. Vesicles are used commonly in fluorescence microscopy techniques.\textsuperscript{33}

![Figure 1.8 Schematic of a Supported Lipid Bilayer (SLB) on a substrate](image-url)

Figure 1.8 Schematic of a Supported Lipid Bilayer (SLB) on a substrate
1.2.7.1 Supported Lipid Bilayers

The ability to form Supported Lipid Bilayers (SLBs) (Figure 1.8) on solid substrates renders them experimentally accessible to surface sensitive techniques, such as AFM,\textsuperscript{24} Quartz Crystal Microbalance with Dissipation (QCM-D),\textsuperscript{34} and fluorescence techniques such as Fluorescence Correlation Spectroscopy (FCS)\textsuperscript{35,36} and Fluorescence Recovery After Photobleaching (FRAP).\textsuperscript{37,38} This has yielded information about lipid diffusion, lipid ordering, bilayer structure, and phase behaviour.\textsuperscript{24,36,39,40} In particular, the height and height mismatch between phases can be obtained in supported systems that is difficult to obtain in free-floating systems. Free-floating GUVs have the advantage of not being coupled to a substrate surface so provide a simpler physical model, but as a consequence cannot be easily immobilised in aqueous conditions and are therefore difficult to image using surface sensitive techniques. In AFM the interaction between the tip and the vesicles would cause them to move and they would be impossible to image.

Fascinatingly solid supports also provide the potential to tune bilayer properties to those of a biological cell membrane. The cell membrane is not isolated but sits between the cytoskeleton and the extracellular matrix networks.\textsuperscript{41,42} Substrates can potentially be designed to replicate these rough, elastic and porous polymer networks. SLBs can also be used in biotechnological applications such as pharmaceutical or protein biosensor assays.\textsuperscript{31}

1.2.7.2 Substrates for Supported Lipid Bilayers

Many substrates can be used to support lipid bilayers including mica, glass and silicon, the choice usually driven by the signal being measured. AFM predominantly uses mica, a mineral that is easily cleaved to be atomically flat, enabling high z resolution of SLBs and their phases.\textsuperscript{43,44} Fluorescence microscopy techniques are best utilised using glass, which is optically transparent.\textsuperscript{38,45} Other bilayer substrates include silicon, gold and Polydimethyilsiloxane (PDMS). Substrates can effect bilayer properties compared to free vesicles, for example lipid diffusion is reduced.\textsuperscript{29,46} However, how different substrates affect bilayer properties is not well understood. There has also been very little work investigating how phase separation is affected
by different substrates. The literature regarding the effect of substrates on bilayer properties, specifically phase separation, is reviewed in more detail within Chapters 7 and 8.

1.2.7.3 Formation of Supported Lipid Bilayers

The most common method to form SLBs is the vesicle fusion method (Figure 1.9). Vesicle fusion involves incubation of SUVs, approximately 20-200 nm diameter, on a substrate. The process involves absorption of the vesicles to the surface, followed by rupturing and then spreading to form a planar bilayer across the surface.

Another common method for forming SLBs is Langmuir-Blodgett (LB) or Langmuir-Schaefer (LS) Deposition (Figure 1.9). This involves forming a lipid monolayer at the air-water interface in a Langmuir trough, and then pulling a substrate through the interface. This results in the deposition of a monolayer from the interface to the substrate, if a specified lateral pressure is applied to the monolayer using a compression barrier. Pulling the substrate through the interface twice deposits two monolayers to make a bilayer. The bilayer film must then be hydrated. LB/LS deposition is particularly useful for creating asymmetric bilayers, by replacing the lipid monolayer before the second deposition.
Figure 1.9 Methods of SLB Formation. A) Langmuir-Blodgett Deposition, which involves SLB deposition by moving a substrate through a monolayer at an air-water interface B) Vesicle Fusion, which involves the absorption of vesicles to a substrate followed by rupturing and spreading. Image from reference 47.
1.3 Asymmetry in Lipid Bilayers

1.3.1 Natural Asymmetry in biology

The cell membrane has a diverse range of different lipid types and shows asymmetry in terms of lipid composition.\textsuperscript{50} In a healthy mammalian cell membrane, the extracellular (outward facing) leaflet comprises mainly PC and SM, the cytoplasmic leaflet (inward facing) contains mainly PS, PE and PI lipids (Figure 1.10).\textsuperscript{16,17,51} Model bilayers formed from outer leaflet lipids show phase separation and those formed from inner leaflet lipids form only a single homogeneous phase.\textsuperscript{10,11} Asymmetry can be maintained by translocase enzymes that can catalyse the transport of lipids between the two leaflets.\textsuperscript{52} Asymmetry in terms of lipid compositions leads logically to the possibility of asymmetry in phase behaviour. Two different lipid phases could align opposite each other across the bilayer midplane.

![Figure 1.10 Example showing the asymmetry in the erythrocyte (red blood cell) membrane. The colours indicate the type of lipid headgroup and shows the asymmetry between the inner and outer leaflet. The range in percentages indicates the amounts present in the preferred leaflet, but most lipids are likely to be present in the less favoured leaflet also, but in smaller amounts. Cholesterol is a major component of both leaflets but is not included in this figure. GSLs are glycosphingolipids. From reference\textsuperscript{16}](image)
1.3.2 Symmetry in Model Bilayers

Model bilayers formed in the laboratory do not show the same asymmetry as natural cell membranes. In fact they form symmetrically as indicated by their phase behaviour. In 1999 Korlach et al. noted that for GUVs consisting of DLPC and DPPC, there was only one measured fluorescence intensity for the $L_o$ and $L_d$ regions.\textsuperscript{8} The fluorescent dye is in both leaflets, so both leaflets are observed. There was no intermediate fluorescence value, which would occur if there were regions of one leaflet in the $L_o$ phase and the opposing leaflet in the $L_d$ phase. The domains in opposing leaflets superimpose across the two leaflets. This finding was backed up by Dietrich et al. in 2001 in GUVs,\textsuperscript{53} and has been backed up hundreds of times since in free-floating vesicle systems. Figure 1.6 shows example GUVs with just two fluorescence intensities for $L_o$-$L_d$ phase separated systems.

SLBs formed from vesicle fusion on mica also show just two fluorescence intensities for DPPC/DOPC systems imaged using fluorescence.\textsuperscript{54} The dye used Dil-C\textsubscript{18} (1,1′-Dioctadecyl-3,3,3′,3′-tetramethylindocarbocyanin perchlorate), has been shown in separate studies using Fluorescence Interference Contract Microscopy (FLIC) to partition 36±17\%\textsuperscript{55} and 54±4\%\textsuperscript{56} into the distal (top) bilayer leaflet of supported bilayers. Despite these numbers not matching particular well, what they prove is that the dye is definitely in both bilayer leaflets for SLBs. Relating back to the two fluorescence signals with no intermediate for self-assembled phase separated SLBs formed via vesicle fusion, this is evidence that the domains are symmetric between the two leaflets. For reference, results from this thesis also show just two fluorescence signals for $L_o$-$L_d$ phase separated SLBs (Figure 7.1). The height mismatch between phases measured by AFM, also provides evidence for domain symmetry. First of all as only two heights are observed, no intermediate height, but also as the height mismatch matches to the expected difference between the co-aligned heights of the individual lipids. This is discussed thoroughly in Chapter 4.

There is a clear difference between the domain symmetry observed in simplified symmetric model bilayers, and the complex, heterogeneous and asymmetric plasma cell membrane.
1.3.3 Registration and Anti-Registration

Bilayers that are symmetric are called registered (R), where L₀ domains in one leaflet align with L₀ domains in the opposing leaflet and Lₐ domains align opposite Lₐ domains (Figure 1.1A). As the L₀ phase lipids have more tightly packed tails in more extended conformations, the phase is usually thicker than the Lₐ phase. This causes an unfavourable interaction between the exposed hydrophobic tail chains of the Lₐ phase and external water. It has been shown that bilayers will rearrange their phase morphology and size, and even deform and bend to minimise this line tension. The line tension caused by the hydrophobic mismatch between the L₀ phase and the thinner Lₐ phase should make the anti-registered (AR) state more energetically favourable (Figure 1.1B). In the AR state, L₀ domains align opposite Lₐ domain. As R is observed for model systems, this implies the presence of favourable interactions between similar phases in the two leaflets at the bilayer midplane.

Researchers have attempted to quantify these favourable interactions and the term ‘mismatch free energy’ is used to describe the energy penalty for anti-registration. Mismatch free energy is the free-energy penalty for creating an asymmetric mismatch region per unit area at the expense of a symmetric region. It is the difference between the initial fully R state and the final fully AR state (From A to B in Figure 1.1).

Mismatch free energy has been estimated theoretically: 0.01-0.03 k_BT/nm² (57), 0.1-0.2 k_BT/nm² (9), 0.146 k_BT/nm² (58), 0.15±0.05 k_BT/nm² (59) and 0.5 k_BT/nm² (10). The estimates vary largely and this can be attributed to compositional dependence as well as the different models used to estimate the value. Line tension estimates vary in the literature but it is generally thought to be 1-10 pN (15,60,61). The large variance of the value is due to different lipids types, composition and height mismatch used to calculate it. The competition between the mismatch free energy and line tension likely determines whether domains register or anti-register. It could be possible to increase line tension to overcome the mismatch free energy.

1.3.4 Inter-leaflet Coupling

The registration of domains in vesicles and SLBs, indicates that there is interleaflet coupling between the two leaflets. There is a force or forces that
make it energetically more favourable for the same type of phase domain to face each other across the bilayer midplane. Biological membranes may be able to maintain asymmetry using translocase enzymes that mediate the exchange of lipids between the two leaflets, but this must be overcoming the interleaflet coupling forces driving registration. The same forces must be present in both model systems and plasma membranes.

To date most investigations into the interleaflet bilayer forces which make up the mismatch free energy are theoretical calculations or simulations.

1.3.5 Computational Modelling

Simulations have advanced sufficiently towards the realistic modelling of phase separation in bilayers, with properties that agree well with experimental data, such as AFM and NMR experiments. The parameters that can be accurately modelled include correct lipid compositions in each phase, order parameters of lipid acyl chains, area per lipid values, membrane thickness and lateral diffusion coefficients. Coarse-grained molecular dynamic simulations, in which a bead represents a group of 4 non-hydrogen atoms, are a common method for modelling lipids in bilayers. This reduction in complexity loses atomic detail but enables larger length and time scales, for example 40 x 40 nm for 10 µs. For a fully atomistic simulation, where each atom of the lipids is modelled individually, a more realistic length scale is 15 x 15 nm for 500 ns.

Bilayers can be simulated to force compositional asymmetry and phase asymmetry by creating a single component Ld forming top leaflet opposite a ternary phase separated Lc/Ld bottom leaflet. This forces a Lo phase to form opposite a Lc phase, an AR state. One group’s simulations support experimental findings, by showing that Lo domains in the ternary leaflet can potentially increase the lipid chain order of lipids in the opposite leaflet, forming a more ordered Lo-like phase in a lipid composition that would not normally phase separate. If the plasma membrane is in fact asymmetric and the inner leaflet does not have phase separating lipid compositions, then these findings go a long way to answering the question of how the proposed signalling rafts in cells transmit signals from the upper leaflet to lower leaflet.

For example an induced Lo phase, caused by outer membrane interactions
with a signalling molecule, could induce a more ordered phase in the inner leaflet causing a specific protein to fold into the membrane which forms a pore to allow another protein into the membrane.

### 1.3.6 Inter-leaflet Coupling Mechanisms

Several studies suggest the presence of a surface tension at the midplane between bilayer leaflets which is minimised by having lipids with similar tail ordering opposite each other.\(^\text{10,59,64}\) This may be caused by a preference for lipid tails vibrations and fluctuations to exist next to a set of lipid tails with similar vibrations. One study compares the surface tension at the midplane to the line tension between L\(_o\) and L\(_d\) domains where the different ordered chains meet.\(^\text{10}\) Assuming that the midplane surface tension per area is the same as the line tension per contact area of L\(_o\) and L\(_d\) phase, an estimate of 0.5 k\(_B\)T/nm\(^2\) can be made.\(^\text{10}\) This could be driving registration but another study argues that the interfacial tension is not large enough to account for all of the mismatch free energy and that there are probably several contributing factors.\(^\text{64}\) This argument is dependent on the magnitude of mismatch free energy however, which as shown earlier is not agreed upon.

![Figure 1.11](image)

**Figure 1.11** A model example showing how acyl chain composition can influence interleaflet coupling. Schematic models of asymmetric bilayers with outer leaflets of brainSM and inner leaflets of DOPC (left) and OMPC (1-oleoyl-2-myristoyl-sn-glycero-3-phophcholine/18:1-14:0PC)(right). The green rectangles indicate region near the bilayer midplane, where acyl chains from an opposing leaflet might interact. Red lines represent the saturated PC acyl chains in OMPC. The figure shows greater interdigitation for OMPC than for DOPC. From reference\(^\text{181}\).
A progression of the idea of surface tension at the midplane is the idea of dynamic chain interdigitation, when lipid tails can cross the midplane of the bilayers and increase their entropy.\(^9\) \(L_d\) chains can penetrate more easily into opposing \(L_d\) chains than they can to opposing \(L_o\) chains. The lower chain packing and density of the \(L_d\) chains enables this, whereas the more densely packed \(L_o\) chains hinder this. Therefore the alignment of \(L_d\) phases opposite \(L_d\) phases causes the entropy to increase relative to having \(L_d\) phases opposite \(L_o\) phases. Again the significance of this coupling mechanism is disputed with one study calculating it to be of the same order of magnitude as the estimated mismatch free energy.\(^9\) Another study however, suggests that chain interdigitation is only significant if the lipids have different tail lengths and if there is a low level of cholesterol.\(^{10}\) Figure 1.11 shows a schematic representation of how the extent of interdigitation can depend on lipid type.

![Figure 1.12 Snapshots from coarse-grain molecular dynamics simulations illustrating cholesterol flip-flop. The bilayer is made from coarse-grain DPPC. Water particles are blue spheres. For DPPC the choline parts of the headgroups are red spheres, the phosphate parts of the headgroups are yellow spheres and the tails are grey lines. The body of cholesterol is brown and the hydroxyl groups are green spheres. 0 ns corresponds to the time point immediately preceding the hydroxyl of cholesterol entering the hydrophobic interior of the bilayer (1.2 \(\mu\)s of whole simulation). The figure shows a cholesterol molecule flipping from one leaflet to the adjacent leaflet. The timescale of flip-flop can be dependent on bilayer composition and can vary between different simulations and experiments. Cholesterol flip-flop between different phases has been proposed as an interleaflet coupling mechanism. From reference 182](image)
The DOPC example shows no interdigitation and the OMPC example shows slight interdigitation.

Cholesterol flip-flop is the movement of cholesterol between the two bilayer leaflets (Figure 1.12). There is evidence in coarse-grain simulations to show that cholesterol has a higher relative diffusion rate in the Ld phase, likely due to the less densely packed chains in this phase. Therefore it is proposed that cholesterol can flip-flop faster when two Ld domains align across leaflets. For non-matching domains there are lower rates of flip-flop and there is a free energy cost of confining cholesterol to one leaflet. Some consider this to be too small to significantly contribute to mismatch free energy, one study calculating it to be just 0.003 kT/nm². One study describes cholesterol flip flop as enabling the system to be driven towards the equilibrium state faster where the chemical potential of cholesterol in the two leaflets is the same. Another coarse-grain simulation study shows that with cholesterol flip-flop there is registration of domains, and without it there is anti-registration.

Intermolecular interactions may also contribute to interleaflet coupling, such as those detailed in Table 1.3. Different intermolecular interactions act over different length scales and this is important for interleaflet coupling. Electrostatic interactions between two charged polar headgroups (dipoles) have a 1/r³ distance dependence and must act across the 4/5 nm bilayer. Van der Waals interactions however, which have a shorter range 1/r⁶ dependence, can act between lipids in opposite leaflets directly at the midplane. Electrostatic coupling of charged lipid headgroups based on a Boltzmann model has been calculated and there is determined to be a stronger repulsion across R domains than AR domains, but this is not considered large enough to significantly contribute towards the mismatch free energy. Simple Van der Waals attraction between non-polar tails has also been discussed as a coupling mechanism but not significantly researched. It is clear that more research is needed on how intermolecular interactions may contribute to interleaflet coupling and how headgroup charge, headgroup size, tail length, electron density of tail chains and temperature may affect this coupling.

Although several coupling interactions have been proposed it is still unclear which is dominant and what the magnitudes might be. Dynamic chain
interdigitation and cholesterol flip-flop are considered to be the highest contributors to the mismatch free energy but other mechanisms and interactions have been considered. Mismatch free energy is likely to be the sum of several contributing forces, a compromise to find the lowest free energy. There is much debate in the literature\cite{9,10} but what is needed is experimental evidence. Computational modelling has taken the field forward but there is a lack of experimental evidence proving or disproving any of the inter-leaflet coupling findings in simulations.

One group suggest that interleaflet coupling forces are not required for domain registration, but instead shifting domains in opposing leaflets relative to each other by a few nm can reduce line tension.\cite{66} This is controversial, with a comment to this paper published claiming that an asymmetric slip region of domains in opposing leaflets with no direct leaflet coupling would in fact cause AR.\cite{67}

It is clear that despite many simulations and theoretical studies, what is needed is experimental evidence to prove which interleaflet coupling mechanisms are responsible for domain registration.

1.3.7 Asymmetry in Model Bilayers

Researchers have developed numerous techniques for forming asymmetric model bilayers, and the key methods are outlined below.

Chemical methods can be employed to create asymmetry. Enzymes can be added to pre-formed symmetric vesicles to modify the headgroups of the outer lipids,\cite{68} and pH differences can be applied across the vesicle bilayer containing charged lipids.\cite{68,69} Catalysed lipid exchange uses lipid carriers such as bovine serum albumin or cyclodextrins to mix together two symmetric vesicle populations.\cite{68} For example methyl-\(\beta\)-cyclodextrin (m\(\beta\)CD), a ring-shaped oligosaccharide, can extract and create a complex with a single lipid form a vesicle, due to its hydrophobic core.\cite{68,70} If m\(\beta\)CD is incubated with donor vesicles, and then acceptor vesicles with different lipid are added, there is an exchange of the acceptor vesicle outer leaflet with donor lipid, resulting in an asymmetric vesicle. Catalysed lipid exchange is a powerful technique, but currently only LUVs have been formed via this method, which make it hard to observe phase separation and asymmetry thereof.
Asymmetric vesicles can be formed using the phase transfer technique. This technique starts by forming water-in-oil droplets. The oil is saturated with lipid (Lipid A) and the water-in-oil droplets are stabilised by the formation of monolayers at the air-water interface. These monolayer-stabilised water-in-oil droplets are then passed through an oil-water interface with a second oil containing a second lipid (Lipid B). At this oil-air interface, monolayers of Lipid B are present. As the water-in-oil droplets stabilised by Lipid A pass across the interface they are encapsulated by the monolayer of Lipid B, forming an asymmetric vesicle in water with Lipid A on the inside and Lipid B on the outside. Phase transfer can also be performed on a microfluidic chip.

Another method that can combine two monolayers of different lipids is Langmuir-Blodgett/Langmuir-Shaefer Deposition (Section 1.2.7.3). Once the substrate has been moved through the air-water interface once, the lipid monolayer is replaced with a monolayer of a second lipid, and the substrate is moved through the interface a second time. Crane et al. used LB/LS deposition to form SLBs with two different phase separating mixtures in each leaflet. Using fluorescence microscopy with dye in both leaflets, these bilayers clearly show asymmetric phase behaviour between the two leaflets i.e. areas of AR with misaligned domains. This is observed via two clear sets

Figure 1.13 Examples from literature of LB/LS bilayers with the same lipid compositions in both leaflets, showing L_d/L_d domains not in registration. A) LB/LS bilayer of 2:2:1 DOPC/BSM(BrainSM)/Chol +TR-DPPE in both leaflets on glass. Scale bar is 20 µm. From reference 40 B) LB/LS bilayer of 1:1:1 POPC(1-palmitoyl-2-oleoyl-glycero-3-phosphocholine)/DPPC/Chol +0.5% Rhodamine-DPPE dye in both leaflets C) LB/LS bilayer of 1:1:1 bPC(Brain PC)/bSM/Chol + 0.5% Rhodamine-DPPE in both leaflets. Both B and C were formed on quartz and are the same size image. The scale bar in B is 10 µm. Both B and C are from reference 55
of contrasting domains size that are not registered. Also, there are three different fluorescence intensities. The dye partitions preferentially into the L\textsubscript{d} phase and therefore these three intensities are: highest for L\textsubscript{d}-L\textsubscript{d}, half intensity for L\textsubscript{d}-L\textsubscript{o}/L\textsubscript{o}-L\textsubscript{d} and no intensity or background intensity for L\textsubscript{o}-L\textsubscript{o}. LB/LS bilayers formed with the same composition in both leaflets also show asymmetric domain formation i.e. domains are not in registration (Figure 1.13).\textsuperscript{40,55} This is despite self-assembled vesicles and SLBs with the same compositions forming symmetric registered bilayers. This questions the validity of the LB/LS technique for forming bilayers, which seems to produce a different structure to one that self-assembles.

![Flow](image)

**Figure 1.14** Shear applied to bilayers to de-register domains. The top schematic shows how the flow of water in a microfluidic device across a supported bilayer can cause domains to de-register. The supported bilayers are formed by rupturing L\textsubscript{o}-L\textsubscript{d} GUVs onto glass and then using vesicle fusion of L\textsubscript{d} SUVs to form a full SLB. The fluorescence microscopy images show the movement of domains from left to right under a solvent flow rate of 0.66 mL/min corresponding to 25 Pa shear at the centre of the image. The large starred domains move drastically under the flow conditions, whereas the smaller domain shown on the bottom row moves less. Threshold movement shear is proportional to domain size. At a lower shear of 17Pa the large domain moved but the small domain did not (data not shown). From reference\textsuperscript{73}
Although there are many ways of forming asymmetric vesicles, none of the methods outlined above enable the measurement of interleaflet coupling forces and mismatch free energy. There are issues with domains not being large enough to observe, or there not appearing to be any coupling between the leaflets, as with LB/LS bilayers. Another issue with these methods is that they are not in equilibrium and through lipid flip-flop between the leaflets should eventually return to the equilibrium state of symmetric composition and phases. Without translocases, as in the plasma cell membrane, it is hard to hold bilayers out of equilibrium.

An inventive method to force asymmetry used flow to apply shear stress to the top leaflet of a vesicle ruptured onto a surface (Figure 1.14).\textsuperscript{73} This resulted in misaligned domains between the two leaflets, which were large enough to be measured optically using fluorescence. This enabled the only mismatch free energy estimate from directly form experimental data, 0.016±0.004 k_BT/nm\textsuperscript{2}. This compares well with one estimate from theoretical calculations and not with others; 0.01-0.03 k_BT/nm\textsuperscript{2} (\textsuperscript{57}), 0.1-0.2 k_BT/nm\textsuperscript{2} (\textsuperscript{9}), 0.146 k_BT/nm\textsuperscript{2} (\textsuperscript{58}), 0.15±0.05 k_BT/nm\textsuperscript{2} (\textsuperscript{59}) and 0.5 k_BT/nm\textsuperscript{2} (\textsuperscript{10}).

Lin et al. show the only experimental evidence showing potential anti-registration purely from allowing vesicles to fuse onto a surface and then allowing domains to grow, in DLPC/DPSC SLBs (Figure 1.15).\textsuperscript{74} Three heights are observed using AFM, explained as the coexistence of R gel, R fluid and an intermediate height AR state. The authors claim that by varying the method of SUV formation, different levels of the gel phase lipid DSPC can be found between the two leaflets of SUVs before deposition, a result of the different lipid packing parameters and high curvature in the small vesicles. The domains also changed over time with the tallest R gel phase eroding over time to make way for a higher area fraction of the AR state. This is explained as flip-flop of lipids to alleviate the large hydrophobic mismatch between DLPC and DPSC, six carbon difference in acyl chain length.
The large hydrophobic mismatch between the two phases is likely very significant in the work of Lin et al.\textsuperscript{74} Not only is it likely the driving force behind the flip-flop towards a larger AR area fraction, it is also likely the only reason AR states form in the first place. There have been no other reports of three phase bilayers forming naturally from a mixture, without the monolayer leaflets being forced in some manner, and the next section details simulations and theory that can explain why the only observed case appears in a system of high hydrophobic mismatch.

Figure 1.15 AFM image and line scan height section of three heights in a DLPC/DSPC SLB formed on mica, showing potential AR. Lighter colour represents higher phases. AFM image was acquired over minutes with the SLB domains stationary over this timescale. The line scan below the AFM image is taken from the black dotted line on the AFM image. The domains have heights extending 1.8 nm and 1.1 nm above the surrounding lower height DLPC phase and these heights are indicated with arrows beside the line scan. The top right inset shows 1.8 nm height domains convert into 1.1 nm domains. The inset images are taken at 30 min, 1.5 h and 4 h after SLB formation. From reference\textsuperscript{74}
1.3.8 Increasing Hydrophobic Mismatch

Coarse-grained molecular dynamics simulations shows the effect of increasing hydrophobic mismatch on domain registration. The length of the saturated L_o chain is lengthened to increase the height mismatch and the line tension. When the height mismatch is increased to a carbon chain mismatch between the L_o and the L_d of 4 carbons, an AR state becomes energetically favourable (Figure 1.16). Although this is not the exact acyl chain mismatch in the AR systems observed by Lin et al., the absolute values from this simulation may not translate into experiments, however the simulations show that increased hydrophobic mismatch results in AR. This suggests that it could be possible to observe AR experimentally by following a similar method of increasing height mismatch and line tension. This finding is backed up by separate coarse-grained molecular dynamics simulations published more recently.

Figure 1.16 Snapshots from coarse-grained molecular dynamics simulations showing registration (R) and anti-registration (AR). The top bilayer shows R. The length of the saturated lipid tail is then increased and the bilayer shows AR (bottom bilayer). Saturated lipids are blue, unsaturated lipids are red and cholesterol is yellow. Water has been removed from the figure for clarity. From reference 13
recently, which also find that increasing hydrophobic mismatch results in AR bilayers.\textsuperscript{75,76}

A mean-field model which specifically accounts for amphiphile (lipid) level structural features also shows how increasing height mismatch can lead to AR bilayers.\textsuperscript{14,77,78} There are two competing couplings; J which represents line tension and promotes AR and B which represents the mismatch free energy and favours R. The competition of these two parameters leads to complex energy landscapes suggesting complex kinetics. Figure 1.17 shows a leaflet-leaflet free energy diagram where the z axis is the free energy, and the x and y axes represent the upper and lower leaflet compositions of a bilayer. The x=y plane represents a totally symmetric bilayer (representing a single tie line on the standard phase diagram which assumes full symmetry of the bilayer), and any deviation from this plane represents asymmetry. There is a clear competition between metastable AR states as well as equilibrium R states. Metastable AR states can form before reaching the equilibrium R state but only when there is a sufficient hydrophobic mismatch.
Figure 1.17 Local 3D free energy landscape shown for set values of $J$, which represents line tension and promotes anti-registration, and $B$, which represents the mismatch free energy or interleaflet coupling parameter and promotes registration. The $x$ and $y$ axes are the individual compositions of the two leaflets and the $x=y$ line corresponds to a symmetric bilayer. The black dotted line shows coexistence between two R phases, R-R. The red dotted line shows coexistence between two AR phases, AR-AR. The black and red three phase triangles correspond to the coexistence of 3 phases, R-R-AR or AR-AR-R. R-R would manifest itself as Figure 1.16 top/Figure 1.1A. AR-AR would manifest itself as Figure 1.16 bottom/Figure 1.1B. R-R-AR would manifest itself as Figure 1.15/Figure 4.13, with three heights. From reference 14.
1.4 Thesis Aims and Structure

This thesis aims to use experimental methods to investigate interleaflet coupling forces and mismatch free energy. To be able to estimate the mismatch free energy (also called interleaflet coupling parameter in literature\textsuperscript{73}) a system was designed that sequentially increases hydrophobic mismatch to see if and at what hydrophobic mismatch anti-registration becomes favoured. This will be the point at which the energy penalty for line tension becomes higher than the energy gained for R domains. This should allow the estimation of the mismatch free energy.

Chapter 1 – Introduction to Lipid Bilayers and Asymmetry.

Chapter 2 – Experimental techniques used in this thesis.

Chapter 3 – Experimental methods used in this thesis.

Chapter 4 – Hydrophobic mismatch is increased in ternary lipid supported bilayers to try to overcome interleaflet coupling forces and form AR bilayers.

Chapter 5 – Methods for forcing AR bilayers are explored including forming close to critical 50:50 L\textsubscript{o}:L\textsubscript{d} area fraction mixtures and attempting temperature control and quenching of bilayers while AFM imaging.

Chapter 6 – AFM mechanical measurements are explored as a method for distinguishing between and isolating the effects of individual bilayer leaflets.

Chapter 7 – The effect of glass substrates on domain formation is investigated and compared to mica using fluorescence and AFM, to help explain confusing fluorescence results and the trapped nature of domains on surfaces.

Chapter 8 – The effect of PDMS on domain formation is investigated. PDMS is a substrate that allows patterning and curving of bilayers, and the aim was to link asymmetry and curvature in bilayers.
Chapter 2. Background to Experimental Techniques

2.1 Atomic Force Microscopy

AFM is a type of Scanning Probe Microscopy, a class of microscopy that forms an image by scanning a probe across a surface and monitoring the probe-surface interactions. First the Scanning Tunnelling Microscope was developed in the early 1980s by Binnig and Rohrer, making use of quantum tunnelling of electrons to image conductive samples. Then Binnig demonstrated the first use of an AFM in 1986, capable of imaging insulator samples. A probe with a sharp tip is raster scanned across a sample surface, and a 3D topography map is obtained, giving angstrom level resolution in the Z direction. AFM is a versatile tool and has developed as a good method for imaging biological samples in aqueous environments. With the continued development of fast scan imaging, AFM has transformed from a technique that took minutes to render one image, to a technique that can image biological processes.

Figure 2.1 Schematic of an Atomic Force Microscope (AFM) setup.
From reference 183
happening in real time, with several frames per second. The basic components of an Atomic Force Microscope (AFM) setup are shown in Figure 2.1. AFM is regularly capable of 0.1 nm z resolution and 10-50 nm x-y resolution, however sub-angstrom molecular resolution can be achieved using a carbon monoxide (CO) molecule absorbed onto the AFM probe in an ultrahigh vacuum. To function at the high resolution that it does, there are several key features which are discussed below.

### 2.2 AFM Probes

Colloquially within an AFM lab, the terms ‘probe’, ‘tip’, ‘cantilever’ and ‘lever’ can often be used interchangeably. In this thesis the terms will be used to describe specific aspects of the AFM probe. A schematic of an AFM probe and an electron microscopy image of an AFM tip are shown in Figure 2.2. Probe is a general term used to describe the whole silicon/silicon nitride wafer chip, which consists of the base used to clip the probe into AFM tip holder, a cantilever and a tip.

Cantilever refers to the mechanical lever that protrudes from the probe base and deflects as it crosses across features on the scanned surface. Cantilevers come in a variety of shapes but the standard shape is triangular, as shown in Figure 2.2A. Typical cantilevers dimensions are 20-150 μm in length and 5-
25 μm in width. Cantilever spring constant (k) values can vary from 0.1 N/m for the study of soft samples such as biomolecules, to 100-200 N/m for the study of harder samples such as metal films. Softer cantilevers with lower spring constants enable a higher z resolution.

The tip is sharp and protrudes down from the cantilever with a pyramidal shape, and is the part of the AFM probe which interacts and makes contact with the surface. AFM tips typically have radius values of 5-50 nm, the sharper tips providing higher resolution.

### 2.3 Piezo Scanner

Piezoelectric materials, usually made from ceramics, are vital for AFM as they enable voltage to be converted into mechanical motion. When a voltage is applied across a piezo, it changes geometry. The expansion of the piezo per volt applied is typically around 1nm. It is this property which enables AFMs to control small movements and image at high resolution. There are two different types of piezo in an AFM system. There is an X-Y scanning piezo which is responsible for moving the tip across the sample in a raster pattern. It should be noted that in Figure 2.1 the X-Y scanner is below the AFM sample stage, and thus it is actually the sample that is moved relative to the tip. There is also a Z piezo scanner which enables the force applied to the bilayer to be finely controlled.

### 2.4 Feedback Control

Feedback electronics enable the force to be kept constant across an image so that the tip tracks the surface topography. The force on the cantilever across the sample is fed into a PID (Proportional-Integral-Derivative) controller, which uses the change in force from the desired set point, along with user input proportional and integral gains, to control the Z piezo and move the force back to the set point.
2.5 Imaging

The probe, piezo and feedback control work together to scan a surface. The AFM probe is used as an optical lever force sensor. A laser is aligned on the reflective top coating of the probe into a photodetector. A set point is defined by the user which is a set force, or in reality a set voltage relative to the photodetector. When the tip begins to scan across the surface, moved by a voltage signal sent to the X-Y piezo, the tip will deflect more as it hits higher surface features and less as it crosses lower surface features. This change in deflection of the cantilever, causes the reflected laser spot to move on the photodetector. The change in voltage in the photodetector is then fed through the PID feedback loop, where it is combined with user defined proportional and integral gains to send a voltage back to the Z piezo to move up or down to rectify the cantilever deflection back to the setpoint. The movement of the Z piezo therefore gives a track of the topography of the sample.

![Figure 2.3 Lennard-Jones potential showing tip-sample forces in AFM. Adapted from reference 86](image-url)
2.6 Tip-Sample Forces

When the tip interacts with a surface, the forces involved can be shown using the Lennard Jones Potential (Figure 2.3).

\[ U(r) = 4\epsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right) \]  

(2.1)

Where \( U(r) \) is the potential energy between the tip and the sample, \( r \) is the tip-sample distance, \( \epsilon \) is the minimum potential and \( \sigma \) is the tip-sample separation at zero potential. As the tip approaches the sample there is first an attractive Van der Waals force, causing the cantilever to deflect towards the surface. Then as the tip-sample separation drops there is a shorter range repulsive force due to the Pauli Exclusion principle, that equals out and then overcomes the attractive force, resulting in the cantilever deflecting away from the surface. The type of tip-sample interaction, as described by the Lennard-Jones potential, leads to different modes of AFM Imaging.

2.7 Imaging Modes

2.7.1 Contact Mode

The most basic AFM imaging mode is contact mode. For contact mode, the tip-sample interaction is in the repulsive regime so the cantilever is constantly deflected away from the surface. The cantilever tip is brought into contact with the surface to a set deflection setpoint. As the tip moves across the bilayer, the changes in height on the surface cause the cantilever to deflect. The feedback circuit maintains the cantilever deflection at a constant level by moving the Z piezo. The z piezo motion gives a map of the surface topography. As the tip is always in contact with the surface contact mode can apply high lateral forces as it it scanned across a surface. This makes it unsuitable for imaging soft biological samples as they are destroyed or displaced.

2.7.2 Tapping Mode

Tapping mode AFM makes intermittent contact with the surface instead of being in contact with the surface constantly. This is achieved by resonating the cantilever at its resonant frequency, at amplitudes of around 20 nm. The
full cycle of the oscillation takes the tip in and out of the attractive and repulsive regimes repeatedly. The feedback is now controlled by an amplitude set point of the oscillation. If the tip interacts with a higher surface feature the oscillation is damped, and the z piezo will retract the tip to return the amplitude to the set point. When the tip interacts with lower surface features the oscillation amplitude increase and the z piezo moves the tip down to damp it back to the set point. By being in intermittent contact with the surface the lateral forces on the sample are reduced, so this mode is safer for imaging soft samples that may be damaged.

When in tapping mode a phase image is captured simultaneously with a topographic image. This is the phase difference between the driving piezo and the cantilever.\(^8\) According to Simple Harmonic Theory this lag is 90° at the resonant frequency.\(^8\) As the resonating cantilever approaches the surface the tip interacts with the sample. Intermolecular forces between tip and surface cause the oscillation amplitude to be reduced in response to the surface topography. There is then a phase lag between the oscillation of the piezo and the oscillation of the cantilever, which is the phase measurement. Phase images can be indicative of the physical properties surface.

2.7.3 Imaging bilayers

AFM is a particularly good technique for imaging SLBs as the z resolution can measure height mismatch between different phases to the angstrom level (Figure 2.4).\(^19,24\) The x-y resolution of AFM, which is affected by the tip radius and the sampling rate, is also far superior to diffraction limited techniques. Domains sizes of 10s of nanometres can be imaged easily. AFM images, like the image in Figure 2.4, are false colour images. Z distance is represented by

![Figure 2.4 Schematic of AFM tip scanning across phase separated bilayer and an example AFM image.](image)
a colour gradient with a scale bar to the right of the image. AFM can be run smoothly in liquid, which is vital for bilayer imaging as they must be kept hydrated at all times.

2.8 AFM Force Spectroscopy

AFM Force spectroscopy enables the nano-mechanical properties of surfaces to be probed. By recording the deflection of a cantilever as it is extended and retracted on a surface in just the Z direction with no lateral X-Y scanning, a force curve mapping the interactions between tip and sample is produced. Example force curves are shown in Figure 2.6. These force curves are for lipid bilayers and will be discussed later in this section. For quantitative force measurements, the force exerted by the cantilever on the sample must be known. Therefore the cantilever must be calibrated so that deflection which is initially in volts, can be converted to displacement and then to force. This involves calibrating the deflection sensitivity (nm/V) and the spring constant (N/m) for the cantilever.

2.8.1 Cantilever Calibration

2.8.1.1 Deflection sensitivity

First, the deflection in the photodetector measured in volts (V) must be converted to a deflection of the cantilever in distance (nm). This conversion needs the deflection sensitivity (V/nm) of the cantilever, which is the change in voltage in the photodetector per unit distance of cantilever deflection. This can be calibrated by ramping the cantilever into a surface with a modulus significantly higher than that of the tip, so that only the cantilever deflects when there is contact and there is no deformation of the surface. In this case, all of the cantilever deflection results in movement of the reflected laser in the photodetector. The deformation of the surface does not reduce the movement of the reflected laser in the photodetector and does not affect the deflection sensitivity of the cantilever which is independent of the type of surface.
2.8.1.2 Spring Constant

Cantilever deflection (nm) can be converted to a force (N) if the cantilever spring constant (N/m) is known. The cantilever can be modelled as a spring and Hooke’s law used.

\[ F = -kx \] (2.2)

Where \( F \) is the force applied, \( x \) is the displacement of the cantilever and \( k \) is the spring constant. The spring constant can be measured directly using a Vibrometer. Alternatively, a thermal tune can be used which measures the mechanical response of the cantilever to thermal fluctuations. If the cantilever is considered to be in equilibrium with its surroundings, the equipartition theorem allows thermal fluctuations to be linked to the work done by the cantilever. By measuring the mean-squared displacement of the cantilever, the spring constant can be calculated. If the lever spring constant is pre-calibrated by the manufacturers, then the thermal tune can be used in reverse and the deflection sensitivity can be obtained without touching the surface.

\[ k = \frac{0.971k_B T}{x^2(Z^2)} \] (2.3)

Where \( k \) is spring constant, \( T \) is temperature, \( k_B \) is the boltzmann constant, \( Z \) is cantilever displacement and \( x \) is the sensitivity correction factor.

2.8.2 Contact Mechanics

Once the cantilever is calibrated, force curves can be displayed as Force vs Z distance. These force curves can be used to calculate the modulus of the sample being measured. Young’s modulus is defined as;

\[ E = \frac{\sigma}{\varepsilon} = \frac{F}{\frac{A}{\Delta L}} \] (2.4)

Where \( E \) is the Young’s Modulus (modulus of elasticity), \( F \) is the force exerted on the sample by the tip, \( A \) is the contact area the force is applied to, \( \Delta L \) is the change in length of the sample after deformation from the tip, and \( L \) is the original length of the sample. The force can be extracted from the y axis of the force curve, as long as the cantilever is calibrated, and the change in length or indentation of the sample can be calculated by subtracting the cantilever
deflection from the movement of the Z scanner once the tip has made contact with the surface. To be able to calculate modulus, the contact area between the tip and the sample must be known.

The Hertz model treats the contact area between the tip and the sample as a sphere (Figure 2.5A) and gives the equation;

$$F_{\text{tip}} = \frac{4}{3} \frac{E}{(1 - v^2)} \sqrt{R \delta^3}$$

(2.5)

Where $F$ is the force exerted by the tip on the sample, $E$ is the Young’s modulus, $R$ is the radius of the indenter tip, $\delta$ is indentation and $v$ is the Poisson ratio of the sample, which is the negative ratio of transverse to axial strain on an indented sample. The Poisson ratio is usually between 0.2-0.5 and is typically taken as 0.5 for MPa material. By fitting the force curve to the Hertz model, the modulus of the sample can be calculated. An updated version of the Hertz model is the DMT model (Derjaguin-Muller-Toporov) which is the same as the Hertz model but also includes the adhesion of the tip as it pulls away from the surface. For the Hertz and DMT models to be valid, the indentation depth must be much smaller than the radius of the tip. If the indentation is too large, then the contact area is no longer spherical but conical. For large deformations, the Sneddon model can be used to treat the contact area as conical (Figure 2.5B). This gives the equation;
\[ F = \frac{2E \tan \alpha}{\pi(1 - v)} \delta^3 \] (2.6)

Where all of the parameters are the same as for the Hertz model, but instead of tip radius there is tip half angle, \( \alpha \).

The Hertz and Sneddon model require an extra stage of calibration to calculate modulus, as tip radius and tip half angle occur in the equations as a result of the contact mechanics. AFM tips generally have radii between 100-1nm. These can be measured accurately using electron microscopy, but can also be calculated or estimated using an AFM. By imaging a sample with sharp features (known as a tip checker sample), the tip can be imaged by the sample instead of vice versa. And an imprint of the end of the tip is then used to extract a tip radii. A relative calibration can also be performed on a surface of known modulus, where the tip radius is manually altered in the software until the modulus calculation gives the correct value. Probes that have the tip radius pre-calibrated by the manufacturer are beneficial as there is no need

Figure 2.6 Force curves on a DPPC/14:1PC/Chol bilayer. A force curve is shown for both the Liquid-Ordered (L\text{O}) and Liquid-Disordered (L\text{d}) phases.
to engage a surface before imaging to calibrate it. This means there is a lower risk of tip contamination or blunting.

2.8.3 AFM Force Spectroscopy on Bilayers

AFM Force spectroscopy enables the nano-mechanical properties of lipid bilayers to be probed. Example force curves on bilayers are shown in Figure 2.6. When the tip comes into contact with the bilayer the cantilever starts to deflect until a threshold force, where the bilayer ruptures. This rupture point can therefore be used to confirm the presence of a bilayer and calculate the force needed to break through it. This force is related to the order within the bilayer and hence the lipid phase, meaning that the bilayer phase can be determined from force curves. The more ordered L<sub>α</sub> phase has a higher break-through force than the L<sub>d</sub> phase. Once the bilayer has ruptured the cantilever then makes contact with the hard mica substrate and starts to deflect linearly. By measuring the point of first contact with the bilayer to the zero point where the tip contacts the substrate below, the height of the bilayer can be obtained. The force curves in Figure 2.6 show bilayer heights of 5nm, consistent with bilayer height.

Figure 2.7 Example force curve showing Peak Force as well as the physical properties that can be obtained from the curve. 87
2.8.4 Force Volume, Peak Force Tapping (PFT) and Quantitative Nano-mechanical Mapping (QNM)

Force volume mode is an AFM mode that performs a force curve at every pixel of an image using linear ramps.\textsuperscript{86} This produces a force map, which is an AFM topography image with force curve data at each pixel. Peak Force tapping (PFT) also performs a force curve at every pixel, but the tip is oscillated instead of performing linear ramps.\textsuperscript{86} This means that the time between each force curve is drastically reduced and the force map can be obtained much faster. Unlike tapping mode the oscillation however is well below the resonance of the lever, 1-4kHz compared to 100s kHz. The tip follows a sine wave motion, with a force curve at each trough when it makes intermittent contact with the surface. Whereas standard tapping mode feeds back on the amplitude of the oscillation, PFT feeds back on the maximum force exerted in the force curve cycle. Therefore PFT enables the imaging force on a sample to be easily calculated and controlled. Quantitative Nanomechanical Mapping (QNM) analyses the force curves from PFT mode in real time to give AFM image maps of physical properties including modulus, adhesion, deformation and dissipation.\textsuperscript{87} QNM is explored further in Chapter 5.

2.9 Fluorescence Microscopy

When fluorescent molecules (fluorophores) absorb light, electrons are excited from their ground state to excited states (Figure 2.8A).\textsuperscript{88} When these electrons return to the ground state a fluorescent photon is emitted. When excited, energy is often lost via not radiative pathways such as energy transfer to a nearby molecule. Therefore the photon emitted when the electrons return to the ground state is often lower energy and higher wavelength than the emission photon. This is called Stokes Shift. Figure 2.8B shows the excitation and emission wavelengths for the fluorophore Texas Red (TR). The structure of Texas Red can be seen in Table 2.1 for TR-DHPE. As is the case with most dyes, TR has an extended conjugated system of unsaturated bonds. This changes the energy levels of the molecular orbitals so that the energy gap is in the visible region and photons can excite electrons. The emission
wavelength for TR is red-shifted from the excitation wavelength, showing
Stokes shift.

Fluorescence can be imaged using a microscope if the appropriate filter cubes
are used. Filter cubes filter the wavelength of light to the excitation wavelength
needed for a specific fluorophore and then only filter out unwanted
wavelengths from reaching the microscope camera.

Fluorescent probes can be used to image lipid bilayers. The fluorescence
probes used in this thesis are shown in Table 2.1. As can be seen, the probes
consist of a conjugated dye molecule attached to a lipid. This structure
enables the dye to self-assemble into the bilayer structure. Fluorescent probes
are very useful as they can be designed to partition preferentially into different
bilayer phases such as the $L_o$ or $L_d$ phases. This enables phase separation of
micron scale domains to be imaged.

Lipid dyes within the bilayer also enable the measurement of diffusion, using
a fluorescence technique called Fluorescence Recovery after Photobleaching
(FRAP). Photobleaching occurs when a fluorophore is over exposed and it is
irreversibly damaged. FRAP takes advantage of this phenomenon. A circular
area of the bilayer is bleached with high intensity white light so that the lipids
there are photobleached. The bilayer patch is monitored over time, as the non-
bleached lipids from the rest of the bilayer diffuse back into the bleached area
and fluorescence recovery is observed. By plotting and fitting the recovery of
fluorescence in the bleached spot area with time to an exponential, a

![Figure 2.8 A) Jablonski diagram showing excitation and emission of a
photon. B) Texas Red excitation and emission wavelengths. B adapted
from reference 185](image)

Figure 2.8 A) Jablonski diagram showing excitation and emission of a
photon. B) Texas Red excitation and emission wavelengths. B adapted
from reference 185
characteristic recovery constant can be obtained. This recovery constant can be converted to a half-life and then using the Axelrod Method be converted to a diffusion coefficient \(\langle D\rangle\). The only additional information needed is the radius of the bleach spot. The FRAP method and calculation is discussed in more detail in the methods section (Section 3.5.3).

<table>
<thead>
<tr>
<th>Name</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR-DHPE</td>
<td><img src="image1.png" alt="Structure 1" /></td>
</tr>
<tr>
<td>16:0 NBD PE</td>
<td><img src="image2.png" alt="Structure 2" /></td>
</tr>
</tbody>
</table>

Table 2.1 Chemical structures of the fluorescent lipid dyes used in this thesis
2.10 Differential Scanning Calorimetry

Differential Scanning Calorimetry (DSC) can be used to observe temperature phase transitions. DSCs have two separate cells, one for the sample and one for the reference solvent, and the temperature difference between the cells is kept constant. When there is a phase transition in the sample, the process can either be exothermic or endothermic. In both cases, the power to the two cells is adjusted so the temperature difference remains constant. The power difference between the two heaters (cal/°C), along with the scanning rate (°C/s) gives the heat capacity (cal/°C). At the temperature where the transition occurred a peak in the thermogram will be observed as the power difference and hence heat capacity changed.

DSC can be used to observe phase transitions in lipid bilayers. Samples of MLVs are placed in the sample cell and heated at a constant rate along with a reference solvent sample. As the bilayer melts there is a larger power difference between the cells, resulting in a larger heat capacity and a peak in the thermogram. The area under a thermogram peak is equal to the enthalpy of the transition:

$$\Delta H = \int_{T_2}^{T_1} \Delta c_p dT$$  \hspace{1cm} (2.7)

where $\Delta H$ is the change in enthalpy, $T_1$ and $T_2$ are the onset and offset temperatures of the peak and $c_p$ is the heat capacity. The temperature of the peak ($T_m$) can also be used to plot phase boundaries and phase diagrams. The transition in a single lipid mixture will represent the transition from a gel phase to a liquid phase, and the transition in a mixed phase separation system will represent the transition from a two-phase to a single-phase region.
Chapter 3. Experimental Methods

3.1 Chemicals

DPPC (1,2-dipalmitoyl-sn-glycero-3-phosphocholine), DSPC (1,2-distearoyl-sn-glycero-3-phosphocholine), 20:0PC (1,2-diarachidoyl-sn-glycero-3-phosphocholine), 22:0PC (1,2-dibehenoyl-sn-glycero-3-phosphocholine), DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine), 14:1 PC (1,2-dimyristoleoyl-sn-glycero-3-phosphocholine) and 16:0 NBD PE [1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine-N-(7-nitro-2-1,3-benzoxadiazol-4-yl) (ammonium salt)] were purchased from Avanti Polar Lipids (Alabaster, AL). Texas Red DHPE (Texas Red 1,2-Dihexadecanoyl-sn-Glycero-3-Phosphoethanolamine, Triethylammonium Salt) and Magnesium Chloride (MgCl₂) were purchased from Thermo Fisher Scientific UK. All water used was Milli-Q Ultrapure Water (18MΩ). Chloroform (CHCl₃), Methanol (MeOH) and Isopropanol/Isopropyl Alcohol (IPA) were purchased from VWR. Sulphuric Acid (H₂SO₄) and Hydrogen Peroxide (H₂O₂) for piranha cleaning were purchased from Fisher Scientific.

3.1.1 Lipid Storage

Lipids were received from the manufacturers in powder form or dissolved in CHCl₃. Lipids in powder form were dissolved in CHCl₃ and separated into smaller aliquots in glass vials. The CHCl₃ was evaporated off under N₂ for 20 min, the lipid film stored under vacuum overnight and then the lipid was weighed. The vials were filled with argon, parafilmed and stored at -20 °C until used. The same procedure was followed for lipids received in CHCl₃, without the need for the first step dissolving in CHCl₃.

3.1.2 Making Lipid Mixtures

To make lipid mixtures the dried down aliquots for each individual lipid were dissolved into 5mM CHCl₃ stock solutions (5mM in CHCl₃:MeOH 1:1 for 22:0PC), using the weighed mass of the lipid. Lipids could then be mixed in the desired molar ratio using the ratio of volumes. Once the lipids had been mixed together in the desired molar/volume ratios, the lipids were dried under
N₂ for 20 min and stored under vacuum overnight. The dried down mixture was used immediately to form vesicles or stored under argon at -20 °C until needed.

3.2 Substrate Preparation

3.2.1 Mica Preparation

Mica (Agar Scientific) substrates were punched out in 12 mm diameter circular disks and glued to 12 mm magnetic AFM stubs (Agar Scientific) using epoxy. For fluorescence measurements, the mica was cut to size to fit into the fluorescence fluid cell (approx. 22 mm diameter disks). Mica was cleaved using scotch tape prior to use.

3.2.2 HF Mica Etch

To etch mica, stubs were cleaved and placed in PTFE beakers with 40% Hydrofluoric Acid (HF) for given lengths of time. The beaker and mica stubs were then poured into a large amount of Sodium Bicarbonate (90 g in 1 L), and thoroughly rinsed with de-ionised water. This method was originally developed as a calibration tool for AFM, due to the perfect 1 nm height steps etched into mica. Dr Mark Tarn, a colleague trained in the safe handling of HF, performed this procedure for us.

3.2.3 Glass Preparation

Round glass coverslips (Thermo Scientific, Menzel-Glaser) were prepared by bath sonicating in Decon detergent for 15 min, followed by 10 min piranha treatment (1:3 H₂O₂:H₂SO₄), followed by 20 min exposure to UV ozone (UVOCs Inc. UV Ozone Cleaning System). These coverslips were used for the fluorescence flow cell and glued to a magnetic stub to be used on the AFM stage.

3.2.4 PDMS Preparation

PDMS (polydimethylsiloxane) base and crosslinker (Sylgard 184) were purchased from Dow Corning. These were mixed in a 10:1 base to cross linker ratio and stirred thoroughly for 2 min, degassed by centrifuging at 4000 rpm for 1 min and then put in a vacuum desiccator for 15 min. For contact angle
measurements the degassed mixture was cured in a plastic petri dish at 70 °C for 30 min, cut into 1cm² pieces and glued with epoxy to glass microscope slides. PDMS substrates for AFM and fluorescence were prepared by spin-coating (Laurel technologies WS-640 MZ) the degassed PDMS mixture onto a glass cover slip. A small droplet of PDMS was placed in the centre of a glass cover slip and then spin coated at 1700rpm for 60s accelerating at 200rpm s⁻¹. The PDMS was then cured by placing the cover slip on a hot plate for 10 min at 95 °C. PDMS was oxidised using a Diener Electronic Zepto Oxygen Plasma Laboratory Unit for 2 min at 0.3-0.4mBar (100W, 40kHz). Oxidised PDMS for contact angle measurements was stored in air or in water, samples stored in water were dried under nitrogen before measurements. Oxidised PDMS for forming SLBs was used immediately.

3.2.5 Wrinkled PDMS

PDMS pieces were stretched using a home-built device, where the PDMS piece could be clamped in on either side and then a micrometre screw used

Figure 3.1 Home-built device for stretching and wrinkling PDMS
to pull the clamps and PDMS apart to a chosen strain (Figure 3.1). The device and PDMS was placed in the Diener Electronic Zepto Oxygen Plasma Laboratory Unit for 2 min at 0.3-0.4mBar (100W, 40kHz). Then the strain was slowly released to spontaneously form periodic sinusoidal wrinkles in the PDMS. The critical strain must be overcome and must also be below 200%, where PDMS reaches its breaking point. The wavelength and height of the wrinkles increase with oxygen plasma exposure time, height increases with pre-strain, and wavelength shows a weak dependence on pre-strain. These trends are shown in Figure 8.1 and match strongly with literature.91–94

The home-built device for stretching PDMS was developed by Harrison Laurent for a Master’s Project. AFM data for wrinkled PDMS and for bilayers on wrinkled PDMS was obtained by Harrison, analysis was performed by both of us.

3.2.6 PDMS Microspheres

PDMS microspheres were formed using emulsion polymerisation as described by Yin et al.95 0.6 g of degassed PDMS mixture was added to 30 mL of a 15 wt.% polyvinyl alcohol (PVA) solution, stirred overnight at room temperature to form polydisperse microspheres and then stirred at 90 °C over the following night to cure the spheres. The solution was then centrifuged at 4000 rpm for 1 minute, the excess PVA solution pipetted off the top, Milli-Q was added and then the sample was stirred using a vortex stirrer. This process was repeated several times to remove the PVA solution.

PDMS microspheres were formed by Harrison Laurent for a Masters Project. We worked together to oxidise them, incubate them to form bilayers and perform DSC analysis. Fluorescence analysis was performed by me.

3.3 Bilayer Formation

3.3.1 Anti-Registration Project

3.3.1.1 Preparation of Lipid Vesicles

The dry lipid film of single lipids or lipid mixtures were hydrated to 0.5 mgmL⁻¹ in Milli-Q ultrapure water, vortexed, and then tip sonicated for 30 min until the cloudy lipid solution went clear. Higher chain lipids (DSPC, 20:0PC,
22:0PC) were harder to dissolve and often took longer vortexing and sonication before they turned from cloudy to clear. The SUV sample was then centrifuged at 3000rpm for 3 min, to remove the metal sonicator tip sediment, the supernatant containing the SUVs was collected. The SUVs were then extruded to form mono-disperse SUVs. The extruder (Avanti Polar Lipids) is assembled by placing a polycarbonate membrane with 200 nm pores between filter paper supports, which is then placed between two Teflon membrane supports. This set up is then placed in a metal case and mount to secure it. The Teflon membrane supports have a single pore in each side for flowing solution in/out. A syringe was used to push the lipid solution between the two syringes and through the membrane a minimum of 11 times, so that the SUVs are not removed from the original syringe. The metal case and mount was placed on a hot plate and the procedure was performed at 5 °C above the saturated lipids chain transition temperature (DPPC $T_m=41$, DSPC $T_m=55$, 20:0PC $T_m=66$, 22:0PC $T_m=75$).

3.3.1.2 Supported Lipid Bilayer Formation

SLBs were formed using the vesicle rupture method.47 100 μL of SUV solution was deposited onto a freshly cleaved mica disk with 50 μL 10mM MgCl$_2$ and incubated in a sealed humidity chamber for 1h. DPPC mixtures were incubated at 50 °C and higher chain saturated lipids were incubated at 5 °C above the saturated lipids chain transition temperature (DPPC $T_m=41$ DSPC $T_m=55$, 20:0PC $T_m=66$, 22:0PC $T_m=75$). After incubation, the bilayer was allowed to cool to room temperature and rinsed to remove any unruptured vesicles. Milli-Q water, at the same temperature as the incubated bilayer, was washed across the surface 10 times in 50 μL bursts of a pipette.

3.3.2 Substrate Effects Project

3.3.2.1 Preparation of Lipid Vesicles

The dry lipid film of DPPC/DOPC (60:40) was hydrated to 1 mgml$^{-1}$ in Milli-Q Water, vortexed for 30 min, heated in an oven at 50 °C for 30 min and then tip sonicated for 30 min at 4 °C. The SUV sample was then centrifuged at 3000rpm for 3 min, to remove SUVs from the metal sonicator tip sediment.
3.3.2.2 Supported Lipid Bilayers for AFM

For AFM measurements, 100 μL of SUV solution was deposited onto a mica or glass substrate and incubated in a sealed humidity chamber for 1h at 50 °C. Halfway through incubation 100 μL 20mM MgCl₂ was added. After incubation, the bilayer was cooled to room temperature and rinsed to remove any unruptured vesicles. Milli-Q water, at the same temperature as the incubated bilayer, was washed across the surface 10 times in 50 μL bursts of a pipette.

3.3.2.3 Supported Lipid Bilayers for Fluorescence

For fluorescence measurements, glass or mica substrates were assembled into a home-built flow cell (Figure 3.2) consisting of a sealed incubation chamber around the substrate and an inlet and outlet for flowing the sample in and washing. The home-built flow cell was designed by Dr Matthew Cheetham and Dr Peng Bao, and built by Stuart Western in the Physics Department mechanical workshop. 1mL of 1mg/mL lipid vesicles were syringed into the cell. The vesicles were incubated on the surface for 30min (room temperature for DOPC, 50 °C for DPPC/DOPC). 1mL 20mM MgCl₂ at
the same temperature was added for a further 30 min. The sample was then allowed to cool to room temperature before the surface was washed to remove any unfused vesicles. A pump was connected to flow room temperature Milli-Q water through at approx. 1 mL/min for 30 min.

3.3.2.4 Temperature measurements of Supported Lipid Bilayers

The temperature of the bilayers was measured using a K-type thermocouple positioned in the buffer, close to the substrate in both the fluorescence fluid cell and the AFM incubation dish. The cooling rates were determined by taking the gradient between 33-29 °C, this is the transition temperature range of DPPC/DOPC (60:40), determined using published DPPC/DOPC temperature phase diagrams. 0.25 deg/min was the cooling rate achieved by taking the fluid cell or incubation dish out of the oven at 50 °C and allowing the bilayers to cool ambiently in the lab, where the temperature was 21 °C. 0.08 °C was the cooling rate achieved by turning off the oven and letting both the oven and bilayers cool down to room temperature. The cooling rate for pure DPPC samples was calculated between 45-35 °C to match the T_m of pure DPPC and is faster than the cooling rate between 33-29 °C to match the T_m of DPPC/DOPC (60:40).

3.3.2.5 Bilayer Formation on PDMS Microspheres

PDMS microspheres sedimented out of suspension over time. 1 mL PDMS microsphere solution, containing approximately 200 uL sediment microspheres, was pipetted onto glass microscope slides and dried for an hour in a 50 °C oven. The dried microspheres were oxidised using oxygen plasma at 0.4 mBar for 2 min, scraped off into falcon tube and weighed. 82mg microspheres were added to 0.5mL of 1mg/mL DPPC + 0.5mol% TR-DHPE SUV solution, and this solution was made up to 4mL. The microspheres were incubated with the SUVs for 45 min at 50 °C, turning it every 10 min to account for sedimentation. The mixture was allowed to cool to room temperature. The microspheres were then washed to remove any vesicles in the solution by centrifuging at 4000rpm for 2 min, pipetting off bulk vesicle solution leaving sedimented microspheres at the bottom and re-diluting in 15mL Milli-Q water. This was repeated 5 times.
3.4 Atomic Force Microscopy

3.4.1 Anti-Registration Project

AFM Images were acquired using either a Bruker MultiMode 8 or a Bruker Dimension with Fastscan Head. All imaging was performed in liquid mode, as the bilayers must always remain hydrated. Tapping mode was used for acquiring images of bilayer morphologies for different lipid mixtures and compositions. Bruker NP probes (Spring Constant = 0.06 N/m, Resonant Frequency = 18 kHz) were used for the Multimode 8 and Bruker Fastscan D probes for the Dimension Fastscan (Spring Constant = 0.25 N/m, Resonant Frequency = 110 kHz in water). Peak Force Tapping mode was used for force spectroscopy to obtain bilayer mechanical properties.

3.4.2 Substrates Effects Project

AFM Images were acquired using a Bruker Dimension with an ICON head. Bruker ScanAsyst Fluid probes (0.7 N/m, 150 kHz) were used. Imaging was performed using Peak Force Tapping mode in liquid using the ICON fluid tip holder. The AFM and Fluorescence images of the same bilayer sample area were acquired using a Bruker Resolve AFM integrated with an inverted confocal microscope.

3.4.3 Quantitative Nanomechanical Mapping AFM Tip Calibration

AFM cantilevers were calibrated for deflection sensitivity, spring constant and tip radius prior to imaging. The linear deformation regime of a force spectroscopy ramp on clean hard flat mica was fit using Nanoscope software to obtain a deflection sensitivity in nm/V. This allows the measured cantilever deflection in V to be converted to nm. On the same flat mica surface, the parameters Sync Distance New and Sync Distance QNM were calibrated. These parameters account for the lag between maximum piezo extension and maximum force, due to the time dependent response of a substrate or sample. The cantilever was then thermally tuned to find the resonant frequency peak, which is fit to get the spring constant (N/m), all performed on Nanoscope Software. This allows cantilever deflection in nm to be converted to N. The radius of the tip was then obtained using a relative method. Specifically, a PDMS sample of known modulus (3MPa) was imaged using PeakForce
Tapping QNM AFM mode. The tip radius was altered manually in the software until the modulus channel matched 3MPa.

3.4.4 AFM Image Analysis

AFM images were analysed using Nanoscope Analysis V1.9. Images were acquired at a minimum of 512 pixels, but in some cases higher resolution images up to 1536 pixels were acquired. AFM images were flattened using the appropriate order of line or plane levelling for each image, using the Flatten or Plane Fit functions on Nanoscope Analysis; 0 order (moves data to centre of image z range), 1st order (removes tilt due to tip not being perpendicular to the AFM stage), 2nd order and 3rd order (to remove bowing in the image caused by the piezo motion).

3.4.4.1 Bilayer Heights and Area Fractions

Flattened images were used to plot a histogram of bilayer heights in Nanoscope Analysis, where the two phases can be distinguished (Figure 3.3). The bearing analysis and depth/height measurements are very sensitive, so images must be flat to get two clear peaks in the histogram. Depth analysis was performed to obtain the height mismatch between the phases by measuring the distance between the two peaks. For images that were hard to flatten, height information was obtained using a single line scan over the phase boundary with repeats.
A bearing analysis was also performed which involves choosing a z height threshold between the two-phase peaks to calculate the percentage of phase above and below the threshold. Bearing analysis was performed on 10µm images with repeats, as specified in image captions (except for 1:1:1 mixtures where bearing analysis was performed on 20 µm² images and each repeat sample is an average of 3 areas from the AFM stub).

### 3.4.4.2 Power Spectral Density

Power Spectral Density Spectra of AFM substrate images were measured using a built in Nanoscope function. This function plots the power of height fluctuations against frequency, giving a quantitative measure of roughness at different length scales.

### 3.4.4.3 Roughness

R\(a\) roughness is the mean deviation in height from the average height.

\[
R_a = \frac{1}{n} \sum_{i=1}^{n} |Z_i|
\]  

(3.1)
Where $R_a$ is the roughness, $n$ is the number of data points and $Z_i$ is the deviation in height from the average height. The $R_a$ roughness of the substrates was measured using a built-in Nanoscope function. The size of the image can affect the roughness calculation, so averages were taken from several images all at the same 5μm length scale.

### 3.4.4.4 Domain Size

Domains sizes were estimated by fitting an ellipse to the domain using Nanoscope Analysis, and then taking the average of the long and short radii of the ellipse. The analogous process for fitting domains from fluorescence images is shown in Figure 3.5.

### 3.4.4.5 Correlation Length

The Radially Averaged Correlation Function was calculated from AFM images flattened in Nanoscope and then exported to ImageJ. The images were converted to a binary image of two phases using the threshold tool on ImageJ. The Binary image was run through a Radially Averaged Autocorrelation Function Macro (Michael Schmid, 27/9/2011 update) to produce an autocorrelation plot, giving a radially averaged quantitative measure of the length scale between black and white pixels i.e. the two different phases. This plot was fitted to an exponential decay using Origin Pro 9.1 to give a characteristic correlation length. This is shown in Figure 3.4.

$$y = A e^{-\frac{x}{\text{correlation length}}}$$  \hspace{1cm} (3.2)

This correlation length method was used for domains on glass and PDMS, which due to their complex morphologies could not be fit individually to calculate domain size. The correlation length for the larger fractal gel domains on mica underestimates the domain size compared to domain size fitting. This is due to the domain protrusions resulting in a shape where each dark domain pixel is closer to a white non-domain pixel, thus a smaller correlation length. Comparing the correlation length to domain fitting, if you start at the centre of a domain (average of all positions), the nearest opposite colour pixel is roughly half a radius away from the centre. Although the absolute number of the correlation length underestimates domain size, it provides a quantitative measure of length scale which scales with the increase in domain size.
The size and frequency of domains on glass was not homogenous. Larger 20µm scans enabled the heterogeneity to be seen over the micron scale, however the pixel rate in these images was too low to allow accurate thresholding for correlation length analysis. Therefore, a statistical spread of smaller 5 µm size images with larger pixel rates were analysed.

### 3.5 Fluorescence Microscopy

Fluorescence Microscopy was performed using a Nikon Eclipse E600 microscope with an Andor Technology Zyla cCMOS camera. The microscope was equipped with a Mercury Lamp and filter cubes suitable for Texas Red (Ex. 540-580, Em. 600-660) and NBD (Ex. 465-495, Em. 515-555). Fluorescence Microscopy Images were analysed and processed using the FIJI distribution of ImageJ (NIH).

For phase separated lipid mixtures the fluorescence dye TR DHPE was used which partitions preferentially into liquid phase in a gel-liquid system. For single DPPC bilayers, both TR-DHPE and 16:0 NBD PE dyes were used. 16:0 NBD PE is a dye designed for more ordered lipid phases.

![Figure 3.4 Example Correlation Length Analysis. A) AFM image showing gel and liquid phases on glass. B) Binary Image of two phases. C) Autocorrelation curve with exponential decay fit to calculate correlation length, correlation length displayed on graph.](image)
3.5.1 Domain Fitting

Domains sizes were estimated by fitting an ellipse to the domain using ImageJ for fluorescence images, and then taking the average of the long and short radii of the ellipse. This is shown in Figure 3.5.

3.5.2 Correlation Length

The correlation length for fluorescence images of domains on mica were calculated by the same method used for AFM images (Section 3.4.4.5). As no clear phases were visible using fluorescence for glass and PDMS, no correlation length analysis was possible.

The correlation lengths of domains on mica measured by fluorescence and AFM are similar but not identical, explained due to the lower resolution of fluorescence compared to AFM. The domain protrusions are not always adequately resolved optically, and the correlation length measurement is more representative of a sphere of filled in shape, which has a longer distance from dark domain pixels to light non-domain pixels. There will also be a slight experimental variation in cooling rate between different runs.
3.5.3 FRAP (Fluorescence Recovery after Photobleaching)

An aperture was used to bleach a 30um diameter spot with white light for 30 seconds on a SLB with lipid dye (either TR-DHPE or 16:0 NBD PC). After photobleaching, images were taken at 3 seconds intervals for 2-3 minutes. Figure 3.6 shows a bilayer directly after bleaching, a bilayer after recovery and a fluorescence recovery curve. The first image was taken after 3 seconds because this gave time to switch on the fluorescence filter cube, slot the filters that are removed to increase intensity for bleaching back in, and remove the aperture. Analysis was performed using a custom macro for ImageJ (written by Dr Johannes Roth, edited by Dr Peng Bao), which compares the fluorescence intensity recovery to a reference area of non-bleached bilayer. The ratio of fluorescence intensity of the bleach spot ($I_{Bleach}$) to the fluorescence intensity of a non-bleached reference area ($I_{Ref}$) was calculated for each time point in the recovery series, taking account for the background intensity of the microscope. If fully recovered $I$ is 1, and if fully bleached $I$ is 0.

$$I = \frac{I_{Bleach} - I_{Background}}{I_{Ref} - I_{Background}}$$

(3.3)

Intensity was also normalised to the initial fluorescence intensity of the bleached spot ($I_{initial}$) so that the recovery starts from 0.

$$I = \frac{I_{Bleach} - I_{initial}}{1 - I_{initial}}$$

(3.4)

The exponential recovery was fitted using Origin Pro to obtain a characteristic recovery time constant, $b$ (Figure 3.6C).

$$I = a * (1 - e^{-bt})$$

(3.5)

Where $I$ is normalised intensity, $t$ is time and $a$ and $b$ are fitting parameters. $a$ gives the percentage intensity recovery or mobile fraction and $b$ is the time constant of the recovery. This characteristic recovery time constant was converted to a half-life ($t_{1/2}$).

$$t_{1/2} = \frac{\ln 0.5}{-b}$$

(3.6)
Half life ($t_{1/2}$) was then converted to a diffusion coefficient ($D$) using equation X, where $r$ is the radius of the bleach spot and $\gamma_D$ is a constant (0.88) related to the circular bleach shape.

$$D = \gamma_D \left( \frac{r^2}{4t_{1/2}} \right)$$  \hspace{1cm} (3.7)

Diffusion coefficient values presented are averages of several repeat runs (Glass N=12, Mica N=6, PDMS=5), where for each repeat run the value is an average of at least 5 different areas from the substrate.

Roughly half of all the fluorescence imaging of bilayers and the FRAP of bilayers on mica, glass and PDMS was performed by Dr Danielle Walsh.

### 3.5.3.1 FRAP for Transition Temperature Determination

For transition temperature determination, DPPC SLBs were formed in the flow cell, as described earlier (Section 3.3.2.3). After the wash at room temperature, the bilayer was heated up to 60 °C and then FRAP images obtained as it cooled. As the bilayer was cooling, there was not enough time to let the bleach spot fully recover, as this would have increased the time between data points and effectively dropped the resolution. After testing, images were captured every 3 seconds for 30 seconds for each individual bleach, giving 10 images. This, along with a 20 second bleach, gave 50 seconds between time points. With an incomplete recovery curve that did not fully recover to 1 (back to reference non-bleached bilayer intensity), the exponential fits did not always converge to 1. From fully recovered DOPC SLBs e.g. Figure 3.6, we know that the bilayer recovers fully to reference non-bleached intensity. To account for the recovery curves not fully recovering, the exponential recovery was fixed to reach 1.

$$I = 1 - e^{-bt}$$  \hspace{1cm} (3.8)
This idea can be understood by examining $T_m$ with FRAP figures for mica, glass and PDMS in chapter 7 and 8 (Figure 7.9 and Figure 8.4).

The diffusion coefficients were plotted against temperature and these were fitted to a Boltzmann sigmoidal curve (Figure 7.8, Figure 7.9 and Figure 8.4).

$$D = A_2 + \frac{A_1 - A_2}{1 + e^{\frac{T - T_0}{dT}}} \quad (3.9)$$

Where $A_1$ and $A_2$ are the y values of the flat fit above and below sigmoid curve and $T_0$ is the turning point/midpoint of the curve, which was taken as value of $T_m$.

### 3.6 Differential Scanning Calorimetry

#### 3.6.1 Lipid Sample Preparation

Dry lipid films of DPPC, DPPC/14:1PC mixtures or DPPC/14:1PC/Chol mixtures were hydrated with Milli-Q water to 1 mgmL$^{-1}$ and vortexed for 5 min to form large multilamellar vesicles (LMVs). Later runs of DPPC/14:1PC/Chol used a larger mass of lipid and were hydrated at a higher concentration of 10 mgmL$^{-1}$ to increase signal in the DSC thermograms.
3.6.2 Filling the DSC Cells

A MicroCal VP-DSC was used. To fill the cells with water, the filling syringe, filling syringe needle and filling funnel provided with the instrument were used (Figure 3.7). The funnel was attached to the sample and then reference cells in turn, and the syringe and needle were used to fill the cell with degassed water until it visibly came up into the funnel. The syringe was pulsed in and out 5 times to ensure there were no air bubbles in the cell, as these can drastically change the heat capacity. The syringe was then used to remove the water to below the funnel level. Then a specialist collared needle was used without the funnel, which allowed a set amount of liquid volume to be removed from the top of the cell, leaving a repeatable 0.5 mL volume in the cells. Once the cells were filled, the cell cap was put on and tightened until the pressure in the cells was 28-29 PSI. If the pressure does not reach this level, it is a strong indication that there are air bubbles in one of the cells. Samples were added to the cells using the same procedure as for water, leaving the same 0.5 mL volume in the cell. To clean the cells, between samples and after use, the filling procedure above was used to rinse 3 times with Decon90 detergent and then 5 times with degassed water.

Figure 3.7 Schematic showing the filling of DSC cells 1) Filling Syringe 2) Filling Funnel 3) Threads for pressurising cap 4) Stainless steel housing 5) Teflon reservoir insert. From reference 186
3.6.3 DSC Measurements

Thermograms were obtained using a MicroCal VP-DSC. The filtering period, the time over which data is averaged, was set to 10s intervals. Feedback mode was set to high, to account for the sharp transitions of lipids.

All samples and Milli-Q water for the reference cell was degassed using a ThermoVac degasser (2 x 5 min) at 10 °C, to match to the starting temperature of the DSC temperature cycles.

For single DPPC, DPPC/14:1PC mixtures and DPPC/14:1PC/Chol mixtures temperature was cycled from 10-60 °C at 90 °C/hr with a cool down from 60 °C to 10 °C and then a 15 min equilibration period at 10 °C prior to each new scan. In this case data was just collected for the heating 10-60 °C scan and not the cooling scan. For later DPPC scans and for lipid-coated PDMS microspheres, temperature was cycled continuously from 10-60 °C and then 60-10 °C at 90 °C/hr, with a 15 min equilibration period at 10 °C and 60 °C

![Figure 3.8 DSC Thermogram for DPPC/14:1PC (80:20) showing the calculation of T_m, T_on and T_off.](image)

Figure 3.8 DSC Thermogram for DPPC/14:1PC (80:20) showing the calculation of $T_m$, $T_{on}$ and $T_{off}$. 
before each new scan. In this case data was collected for both the heating 10-60 °C and cooling 60-10 °C scans. To ensure the thermal history of the sample and reference cells were similar, both cells were continuously temperature cycled overnight with degassed water prior to the first measurement.

### 3.6.4 DSC Thermogram Processing and Analysis

On each day of obtaining DSC data, a buffer-buffer (water-water) scan was also run i.e. water in both sample and reference cells. Each sample DSC thermogram had the water-water scan subtracted from it to leave a flat baseline with the heat capacity component of the water removed to just leave heat capacity of the lipid sample.

Transition temperature values ($T_m$) were measured by taking the peak value of the lipid transition (Figure 3.8). The peak onset and offset ($T_{on}$, $T_{off}$) were also measured, although not used for analysis, as detailed in Section 6.3.1.

For several samples the baseline shape and values for either or both of the sample-reference scan or the water-water scan were not correct, likely caused by incorrect filling of the cells to remove all air bubbles. In these cases, the baseline of the sample-reference scan was flattened using a mathematical fit on Origin Pro. This was valid as we were only quantitatively interested in the temperature value of the lipid transition (x axis). We did not need the enthalpy of the transition, which would have needed a correct heat capacity baseline (y axis).

### 3.7 Contact Angle

Contact angle measurements were used to quantify the hydrophilicity/hydrophobicity of different bilayer substrates and were taken using a First Ten Angstroms FTA 4000 CAG instrument. A droplet of Milli-Q water was pipetted onto the surface and a side-on image captured (90° to substrate normal). The contact angle made between the water droplet and different substrates was calculated using fitting algorithms in the FTA 400 CAG software.

For mica after cleavage $N=18$ (3 repeats on 6 mica stubs).
For glass, contact angle measurements were taken straight out of the packet, after a water rinse, after a Decon90 detergent wash, after Piranha cleaning (H₂SO₄ and H₂O₂), and after UV ozone treatment for 30 min. The treatments were successive so included the cleaning steps mentioned before it too. For each glass contact angle measurement N=9 (3 repeats on 3 glass cover slips).

For untreated PDMS N=5. Contact angle measurements were taken at specific time points after plasma oxidation for PDMS stored in air and in water. Different washes of PDMS, in CHCl₃, MeOH, Acetone and IPA, were also attempted before plasma oxidation to try to slow down hydrophobic recovery. For these washes, contact angle measurements were also taken at specific time points after oxidation. For PDMS contact angle recovery experiments, each time point is an average of at least 3 different droplets deposited and imaged within +/- 1 minute of that time point.

Figure 3.9. Contact Angle Measurement Example. A water droplet on non-treated PDMS with contact angle indicated in red.
Chapter 4. Registration and Anti-Registration

4.1 Introduction

The plasma cell membrane shows asymmetry in terms of the types of lipids in each leaflet. The outer leaflet comprises mostly of PC and SM lipids and the inner leaflet PS, PE and PI lipids (Figure 1.10).\textsuperscript{16,17,51} Model bilayers formed from outer leaflet lipids show phase separation between different lipid types but those formed from inner leaflet lipids form only a single homogeneous phase.\textsuperscript{10,11} This means that it is possible that there are AR domains in the plasma membrane, areas where domains of one lipid phase align opposite a different phase in the opposing leaflet. Model lipid bilayers such as vesicles and SLBs, however, show complete registration between phases. This is shown by two clear fluorescence signals or two clear heights in AFM, with no intermediate.\textsuperscript{8,53}

Based on the presence of a line tension at the interface between coexisting domains, caused by the exposure of hydrophobic lipid tails to water, domain AR should be the equilibrium state and not R. As this is not the case and model systems form R domains, there must be interleaflet coupling forces acting to align like domains across the leaflets. The identities of these coupling forces is not clear and there is little experimental evidence. However, based on simulations and theoretical calculations dynamic chain interdigitation and cholesterol flip-flop are considered to likely be having a strong effect.\textsuperscript{9,10}

Results from a mean-field model\textsuperscript{14} and coarse-grained molecular dynamics simulations\textsuperscript{13} suggests that at high line tension the inter-leaflet coupling forces
favouring R will be overcome and AR bilayers will form. In this chapter an experiment is designed to gradually increase the hydrophobic mismatch between phase separated domains, to see if AR bilayers form. By quantifying at what hydrophobic mismatch and what line tension R domains switch to AR, it should be possible to estimate the mismatch free energy/interleaflet coupling parameter.

Lipid systems designed to increase height mismatch between coexisting L_0 and L_d phases are used. This is to increase the line tension between the coexisting phases and thus the energy penalty for the interface boundary between the two phases.

Four different ternary lipid mixtures were used for this project, all consisting of a saturated lipid, an unsaturated lipid and cholesterol. As discussed in the introduction, with a knowledge of the phase behaviour of these ternary lipid systems a composition can be formed that shows phase separation into the Liquid-Ordered (L_0) and Liquid-Disordered (L_d) phases. For all of the mixtures cholesterol was used and the unsaturated lipid was 14:1PC. 14:1PC is not a commonly used lipid but has been used in protein reconstitution studies. It was chosen due to its short acyl chains, which allowed a larger height
mismatch between saturated and unsaturated lipid. 14:1PC is structurally analogous to the more commonly used DOPC (18:1 PC), but with 2 less carbons in each of its two tail chains. While detailed phase diagrams of these systems have not been determined, binary and ternary phase diagrams of the various combinations of a low $T_m$ unsaturated lipid, a high $T_m$ saturated lipid, and cholesterol, exhibit broadly similar phase behaviour. The hydrophobic tail chain length of the saturated lipid component was increased from 16 to 22 carbons between the four mixtures (16,18,20,22) to increase the height of the $L_o$ phase and increase the hydrophobic mismatch between the coexisting $L_o$ and $L_d$ phases. This will increase the line tension between the two phases and increase the free energy of the $L_o$-$L_d$ phase boundary. As shown by Williamson and Sachs, this should lead to a switch from symmetric R bilayers and to AR bilayers.\textsuperscript{13,14}

### 4.2 Atomic Force Microscopy of DPPC/14:1PC/Chol

DPPC/14:1PC/Chol, as well as the other ternary mixtures containing the saturated lipids DSPC, 20:0PC and 22:0PC, are novel mixtures that have not been studied before. Therefore the first step was to test the simplest of the new mixtures, DPPC/14:1PC/Chol. DPPC is a commonly studied lipid and DPPC/DOPC/Chol mixtures have been well studied. As 14:1PC is structurally analogous to DOPC (18:1PC) with just 2 less carbons in each of its tail chains, it should from bilayers in ternary mixtures and show similar phase behaviour. A range of compositions from this mixture were made into SLBs, so that the phase behaviour over a range of the phase diagram could be observed. The different compositions were imaged by AFM and are shown in Figure 4.2 with their corresponding position shown on a ternary phase diagram. The choice of compositions were based on the $L_o$-$L_d$ coexistence region in the DPPC/DOPC/Chol phase diagram (Figure 1.5 in Introduction), where you expect to see roughly equal proportions of the two coexisting phases.
All of the compositions formed showed L₀-L₉ phase separation, and the trends in area fraction and phase morphology of the two phases are as expected based on the phase behaviour in similar systems. As the percentage of saturated lipid in the mixture increases, there is an increase in the percentage of L₀ phase. The percentage of L₀-L₉ is not just based on molecular composition but on the tie lines in the coexistence region. Figure 1.5 in the introduction shows that the tie lines, which dictate the compositions and ratios of the two coexisting phases for any point in the coexistence region, are slanted. This means that the L₀ phase has a higher percentage of cholesterol, assuming a similar shape coexistence region to DPPC/DOPC/Chol and similarly angled tie lines. The area fractions in Figure 4.2 show that the coexistence region has a similar shape to DPPC/DOPC/Chol and that the tie
lines lay at similar angles. As the percentage of cholesterol is increased and the DPPC/14:1PC ratio stays similar, the ratio of phases stays similar. The phase morphologies are characteristic of nucleation and growth, many small domains, towards the left and right edges of the coexistence region. Towards the centre where the centre of the tie lines lie, the morphologies are spinodal. This indicates that the mixture formed and cooled close to a critical composition, where the free energy difference between the two phases was low and thus the energy barrier for longer domain boundaries was also low.

Domain size appears to be larger higher up in phase diagram i.e higher cholesterol content. The reason for this is not immediately obvious, but there are a few potential reasons. If both phases have higher cholesterol content, the phases will both be more fluid-like, lipids will be able to diffuse faster and domains will be able to flow faster. This should allow domains to move and coalesce into larger domains, as the mixture cools through the transition temperature from one-phase to two-phase, before the domains are trapped by substrate interactions. At lower cholesterol content the domains will be less fluid and less mobile across the substrate, resulting in smaller trapped domains that cannot coalesce. Also, a higher cholesterol content will mean that the height mismatch is lower. The L₀ phase will protrude less towards the substrate, feel a weaker interaction and thus its domain’s hydrodynamic motion will be less hindered.

AFM data with L₀-Lᵈ area fractions can be used to plot out phase boundaries, using the lever rule. The observed area fractions are not the molar fractions however, due to the different surface area of the different lipid types and phases. Lipid surface area can be determined using X-ray Crystallography, Small Angle Neutron Scattering (SANS) and Nuclear Magnetic Resonance (NMR), for example the estimated mean surface area per molecule for DOPC is 0.68 nm², for DPPC is 0.41 nm² and for Cholesterol is 0.36 nm². There have been no literature reports on the area per molecule of 14:1PC. Cholesterol also has a concentration dependent effect on the area per molecules of lipids in both the L₀ and Lᵈ phases. Therefore it was not possible to map out phase boundaries and this was not explored any further using AFM.
4.3 Reproducibly Forming Supported Lipid Bilayers

Experiments were performed to ensure lipid compositions could be formed into supported bilayers reproducibly with similar phase behaviour. Figure 4.3 shows a hydrated lipid vesicle composition deposited onto five separated mica stubs and imaged using AFM. The area fractions are all similar, showing that the lipid composition in the vesicles has transferred to each of the stubs. The phase morphology on each stub is similar, showing domains characteristic of the nucleation and growth mechanism with similar shapes. There is a slight variation in domain size, likely caused by slight variations in temperature in the lab between repeats. Changes in temperature in the lab will affect the cooling rate, from incubation temperature at 50 °C to room temperature. Slower cooling rates have been shown to allow larger domains to grow. Lipids have more time to diffuse and join larger domains and fluid domains

Figure 4.3 AFM images showing five bilayers made on five different AFM stubs subsequently using the same hydrated DPPC/14:1PC/Chol (1:1:1) lipid mixture. Percentage Lo areas and height mismatches between the Lo and Ld phases are shown above each image and are averages with standard deviations taken from three different areas of the stub.
have more time to coalesce as the mixture is slowly cooled through the miscibility transition temperature ($T_m$), before the temperature is sufficiently below the $T_m$ that phase separation is complete. This phenomenon is explored later in the chapters on Substrate Interactions (Chapters 7 and 8).

The samples from Stubs 1-5, as well as other mixtures were sent to collaborators at the University of Durham (Dr John Sanderson) for Mass Spectrometry experiments. Mass Spectrometry has been used previously to determine the composition and ratio of different lipids in vesicles. The composition and ratio of lipids in our mixtures after imaging would show whether the composition of the SLBs matches the measured out composition i.e. is the lipid ratio maintained through hydration, sonication, extrusion and vesicle deposition. After AFM imaging, lipid films were dried under vacuum and then washed into a vial using CHCl$_3$:MeOH, to send to Durham on dry ice. Unfortunately, these experiments were not successful due to the small quantities of lipid from each stub (300-400 ng). No Mass Spectrometry data is presented and these experiments were not repeated.

### 4.4 Increasing Hydrophobic Mismatch

Coarse-grain simulations$^{13}$ and a mean-field free energy model$^{14}$ both show that as the hydrophobic mismatch between coexisting phases is increased, anti-registration becomes favoured. In this section, the hydrophobic mismatch is increased experimentally in order to verify these findings. The saturated lipid chain length in a ternary lipid mixture was increased from 16 to 22 carbons, all for the same molar ratio composition. In this section the data is presented for each hydrophobic mismatch system first and then the implication of bilayer heights on $R$ and AR is then discussed.

Figure 4.4 and Figure 4.5 show AFM images as the hydrophobic mismatch is increased. For the lowest hydrophobic mismatch system, DPPC/14:1PC/Chol, two bilayer heights are clearly observed, the $L_o$ and $L_d$ phases. All of the DPPC compositions formed showed just two bilayer heights (Figure 4.2). For the DSPC and 20:0PC ternary systems at the same composition, there are also only two observable phases present. When the hydrophobic mismatch is increased in the 22:0PC system however, there are three different observable
heights, indicating that there are three different phases present (Figure 4.4 and Figure 4.5).

Figure 4.4 Increasing hydrophobic mismatch in ternary lipid mixtures. AFM images of DPPC/14:1PC/Chol, DSPC/14:1PC/Chol, 20:0PC/14:1PC/Chol, 22:0PC/14:1PC/Chol at the same 45:20:35 composition, showing the morphologies of domains as the length of the saturated lipid hydrocarbon tail in the mixture is increased from 16 to 22 carbons. The L_o area percentage is shown above each image, except for 22:0PC where assigning phases and calculating areas is more challenging and is addressed in a later section. The L_o area is an average of repeat readings with standard error. DPPC) N=4 DSPC) N=4 20:0PC) N=3.
4.4.1 Further DSPC and 20:0 PC Registered Examples

As with the DPPC system, several different compositions within the ternary phase diagram were formed for DPSC and 20:0PC. Example images for a range of DPSC compositions are shown in Figure 4.6. Again at each composition there are just two phases present. The compositions have not been presented on a phase diagram. This is because the trends in composition were not all as expected, unlike the DPPC phase diagram (Figure 4.2). The data is instead presented in increasing $L_o$ area fraction (Figure 4.6). Generally as the percentage of DSPC is increased the fraction of $L_o$ increases. This makes sense as the mixture will be closer towards the phase boundary on the right hand side of the coexistence region, and thus the position on the tie line will dictate that there is a larger fraction of the $L_o$ phase. The DPPC/14:1PC/Chol (50:15:35) mixture however does not match this trend. This mixture should be closer to the right hand side of the coexistence region than any of the other mixtures. Therefore the mixture should not only show a higher $L_o$ area fraction but should also be predominantly $L_o$ with domains of $L_d$, and not the opposite as shown in the data (Figure 4.6). There is also a remarkably large change in composition between the 40:25:35 and 41:21:38

![Figure 4.5 More example AFM images of increasing hyrophobic mismatch. The images shown in this figure are from the same sample stubs as Figure 4.4 and show the mixtures DPPC/14:1PC/Chol, DSPC/14:1PC/Chol, 20:0PC/14:1PC/Chol, 22:0PC/14:1PC/Chol, all 45:20:35. The morphologies are similar to the images in Figure 4.4 and show the same number of phases.](image)
samples, despite a relatively small movement in the phase diagram. This all suggests that the compositions that are imaged in the SLBs are not necessarily the same compositions mixed together. At some stage in the process of mixing lipid CHCl$_3$ stocks to form ternary mixtures, drying to form lipid films, rehydrating in water, vortexing, sonicating and extrusion to form vesicles, and incubation on the mica surface, the lipid ratios are potentially altered. The reasons for this are not clear but there are several possibilities. Lipid may be lost during the formation of vesicles because aggregates of the longer chain lipids are not broken down sufficiently by the sonication and extrusion process. Vesicles may not have a monodisperse composition of lipids and sediment and fuse to the surface at different rates.

Example images for a range of 20:0PC/14:1PC/Chol compositions are shown in Figure 4.7. Like DPPC and DSPC, all the mixtures show just two phases. Like DSPC, there appear to be potential issues with compositions potentially not matching the measured out compositions. For example the change in area fraction between 45:25:35 and 50:20:30 is significantly larger than the small change between 50:20:30 and 55:15:30, despite the same change in 20:0PC composition and change in phase diagram position.

The issue with composition was only present in the systems of higher saturated chain length and not DPPC. It may be that the methods refined for DPPC systems were not adequately adapted for the higher hydrophobic

![Figure 4.6 Examples of different DSPC/14:1PC/Chol compositions, all showing two heights and registered phases. The compositions are shown at the top of each image. The percentage L_o area is shown above the image, with standard error for C and D and an average with no standard error for A and B. A) N=2 B) N=2 C) N=6 D) N=6.]
mismatch systems. Despite this issue, the data collected show just two heights and enabled height mismatch to be measured.

4.4.2 22:0 PC Heights and Morphologies

As was shown in Figure 4.4, when the hydrophobic mismatch was increased to 8 carbons in the 22:0PC/14:1PC/Chol system, there were three different bilayer heights present. A range of different morphologies were seen for different 22:0PC compositions, as well as for the same composition and within the same sample stub. This is shown in Figure 4.8. Images A-D all have the composition 22:0PC/14:1PC/Chol (55:15:30), and all show the presence of three heights. The morphology of domains and the relative areas of the three phases varies greatly between the samples however. A, B/C and D are from 3 separate mixtures of the same composition, and B and C are from the same
sample stub. These differences could be a manifestation of the issues discussed for DSPC and 20:0PC, where the composition mixed may not be reproducibly forming into a SLB of the same composition. For example longer chain lipid aggregates may be resulting in lost lipid, or polydispersity in vesicle compositions may result in different sedimentation and rupture. However this cannot explain why the morphologies and area fraction are so drastically

Figure 4.8 Example Images of 22:0PC/14:1PC/Chol Bilayers, showing a range of morphologies. A-D show three bilayer heights, E and F show only two. Below each image is a line height profile corresponding to the white line in the image above. A-D = DPPC/14:1PC/Chol (50:20:30). E = 45:25:30, F = 45:20:35.
different for B and C which are from the same sample stub. This could be due to variations in cooling rate across the stub or variations in local lipid density. Although three heights were observed for the 22:0PC/14:1PC/Chol composition in A-D, only two heights were observed for the compositions in E and F. As will be shown in the next section, the height of the top phase matches closely to the middle height in the systems with 3 heights.

Figure 4.9 shows examples of the more unusual morphologies observed for 22:0PC/14:1PC/Chol mixtures. Figure 4.9A shows three bilayer heights but there are periodic corrugations in the top phase. This phase was identified as the ripple phase and structure matches to AFM images of known ripple phases. The ripple phase forms as a pre-transition before the gel phase melts to the fluid phase (the transition can be observed in the DPPC DSC in Figure 6.3). It is not fully understood but is thought to form as a result of local spontaneous curvature, likely to accommodate packing constraints caused by coexistence of gel and fluid phases at a local level. The only explanation for its presence in this 22:0PC ternary lipid system is that this specific composition formed at room temperature lies between the ripple pre-transition and the main transition for the mixture. Figure 4.9B has the same composition as A, but shows thin filament morphologies which could be small extensions of the ripple phase. Figure 4.9C shows three heights but in two drastically different coexisting states. There are areas with 100-300 nm domains of the top height within the middle height, as well as areas of small nanoscale middle height domains within the lower height.

![Figure 4.9 Examples of other morphologies observed in 22:0PC/14:1PC/Chol ternary mixtures. A = 22:0PC/14:1PC/Chol (50:15:35), B = 55:15:30, C = 50:15:35.](image)
Overall three heights were observed for at least one area of a sample stub for four out of the five different compositions formed, with the exception 22:0PC/14:1PC/Chol (45:25:30). This can be seen by examining Figure 4.4, Figure 4.5, Figure 4.8 and Figure 4.9.

### 4.4.3 Hydrophobic Mismatch

The height mismatch between coexisting phases was measured and the results summarised in Figure 4.10. There is quite a large range of height mismatch values for the DPPC and DSPC systems. One of the reasons for this is that the data is averaged from across different compositions within the phase diagram. When the height mismatch values for the DPPC system are plotted on a phase diagram the variation in heights can be partially rationalised (Figure 4.11). Different compositions will lie along a different tie line in the 2-phase coexistence region in the phase diagram, and thus will have different heights.
L₀ and L₁ compositions. Towards the critical point (star in Figure 4.11B), the two phase will have similar heights, and the height mismatch will be smaller. The tie lines shown in Figure 4.11B are for DPPC/DOPC/Chol. The tie lines for DPPC/14:1PC/Chol are unknown. The trend in heights in Figure 4.11A show an overall decrease as the composition of DPPC drops and 14:1PC increases. There are a few anomalous values, but the values only vary from the trend by a few Ångstroms. Based on these heights, the tie lines would need to be tilted at a larger angle compared to DPPC/14:1PC/Chol, which is entirely possible.

Ideally with fully mapped phase diagrams and boundaries for each of the ternary systems, it would be easier to directly compare the increase in height mismatch. It is likely that the position of phase boundaries move as the saturated lipid length is increased. For a direct comparison in Figure 4.4 the four hydrophobic mismatch systems are compared at the same molar ratios, however due to the moving phase boundaries the heights could be affected by their position along a tie line and proximity to a boundary instead of just the increase in saturated lipid length. With a full knowledge of the phase diagrams, a composition could be picked for comparison that was a set distance from the critical composition for example. Without the phase diagrams, the average across a range of compositions is used to compare height mismatch between the different hydrophobic mismatch systems.

Figure 4.11 Change in height mismatch with composition across a phase diagram. A) Ternary Phase Diagram for DPPC/14:1PC/Chol with height mismatch values. B) Example Literature Phase diagram for DPPC/DOPC/Chol²⁰
A SM bilayer, which is a mixture of chain lengths but predominantly 16:0, has a L₀ tail thickness of 1.64 nm, based on published data. Assuming that the thickness of the bilayer increases linearly with increasing carbon chain length and that the bilayer is still in the L₀ phase, an increase in bilayer thickness of 0.41 nm can be estimated when 2 carbons are added. The measured height mismatch values for the DPPC and DSPC systems are 1.16±0.08 nm and 1.51±0.13 nm (mean ± standard error). This is an increase of 0.35 nm between the mean values for DPPC and DSPC, matching closely to the estimated increase of 0.41 nm inferred from literature values. However the increase to the 20:0PC system (2.27 nm) is 0.76 nm, significantly larger than the estimated height increase. This estimate assumed a L₀ chain length, but as the saturated chain length increases it is likely that the bilayer will form a gel (Lβ) phase. The Lβ phase has fully extended tail chains, which for DPPC gives a tail thickness of 1.9 nm. Using this value to calculate the bilayer thickness gives an expected increase of 1.06 nm between the DPSC and 20:0PC systems. This is larger than 0.76 nm, but the observed jump in height mismatch can be explained by a straightening of the acyl tail lipid chains. This is strong evidence that the coexistence observed in the 20:0PC system is Lβ-Ld and not L₀-Ld. The phase boundary between the Lβ-Ld and L₀-Ld regions must have risen above the compositions imaged when height mismatch was increased between DSPC and 20:0PC.

As there are three phases present in the 22:0PC system, there are two height mismatches shown in Figure 4.10, from the bottom to intermediate height and from the bottom to the top height. The jump in height mismatch from the 20:0PC to the top 22:0PC height was 0.45 nm. This matches closely to the expected increase in Lβ chain length, 0.48 nm, assuming a linear increase in chain length with carbon chain length. This is evidence that the 22:0PC system, like the 20:0PC system, is showing Lβ-Lβ phase coexistence. Considering the symmetry and two leaflets of the bilayer now, the heights imply that the top height is the R Lβ-Lβ state.

The observed increases in height mismatch match closely to those inferred from bilayer thickness in the literature. This provides circumstantial evidence that the bilayer headgroups of both phases are the same distance from the substrate, and that the height mismatch between the bilayers is fully
accommodated on the top of the bilayer. For a free-floating bilayer the two coexisting phases would align at the midplane between the two bilayer leaflets, and the height mismatch would be equally distributed on each side. If this was true for the SLBs in this study the increases in height mismatch would be half. The midplanes are likely aligned at the interface between phases but curve down to the substrate over nm length scales not observable by AFM. This suggests a strong substrate-lipid interaction.

4.4.4 Absolute Bilayer Heights

The preparation of SLBs was optimised to achieve full surface coverage of the substrate. This includes optimisation of vesicle formation, incubation time and MgCl$_2$ concentration. Defects are still sometimes observed in bilayers. They can be due to degraded lipid which is unstable and collapses upon AFM force, not washing with MgCl$_2$ to make vesicles burst and form onto the substrate, washing with buffer at a different temperature to the bilayer, and exposure to air. Defects often mean that the images are hard to process, level and analyse. Despite all of this however, defects can be incredibly useful for measuring the absolute heights of bilayers and phases, not the just the height mismatch between phases. Assuming that the defect reaches down to the substrate, shown by a clean flattened bottom as the probe images the substrate, the

![Figure 4.12 Line profiles of Defect Bilayers. Line profiles across defects in DPPC, DSPC and 20:0PC images highlighting the height mismatch and also the absolute phase heights. Line scans correspond to the white line on the AFM image above.](image)
height of the bilayer can be measured (Figure 4.12). From the limited data with defects across the four hydrophobic mismatch systems, the absolute height of the lowest phase stays constant at 3.9 ±0.1 nm. There is not the same volume of data as obtained on height mismatch. If there had been, many repeat measurements could have been taken to obtain statistically relevant absolute bilayer heights and the height mismatch values in Figure 4.10 could be normalised. Due to limited data however, this was not done. This analysis shows that all of the height mismatch values are relative to this base 14:1PC height of 3.9 ±0.1 nm. It should be noted that SLBs sit upon an interstitial water layer 0.3-2 nm thick.\textsuperscript{106} It is not immediately clear whether the absolute height measured included this water layer and whether the hydration shell of the substrate in the defect is a similar size.

\subsection*{4.5 Anti-Registration}

As has been discussed, the height mismatch of the DPPC, DSPC and 20:0PC systems show the expected increase as saturated chain length is increased, assuming complete symmetry between the two leaflets. The height mismatch between the bottom and top phases in the 22:0PC also matches to the expected increase assuming symmetry between the two leaflets. The bottom height is the 14:1PC \textit{L}\textsubscript{d} phase in both leaflets, a symmetric registered phase. The intermediate height in the 22:0PC system however does not match to any

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{ar_bilayer_schematic.png}
\caption{Schematic showing the two possible orientations of an AR Bilayer. Black headgroups are gel phase, white headgroups are fluid phase.}
\end{figure}
expected symmetric heights. For an AR bilayer, with \( L_d \) phase in one leaflet opposite \( L_\beta \) in the other leaflet, the expected height would be exactly halfway between the R \( L_d \) and \( L_\beta \) phases. This can be understood by examining the schematics in Figure 4.13. The average height of the intermediate phase above the bottom phase (1.44 nm) is almost exactly halfway (53%) between the average height of the top phase above the bottom phase (2.73 nm), matching the expected height of the AR state.

Figure 4.8 E and F show that not all 22:0PC systems have three heights, some compositions and areas only show two. The height mismatch between the bottom and top heights in the two phase system matches with the height mismatch between the bottom and intermediate height of the three phase system. Both the two phase and three phase 22:0PC height data are included in Figure 4.10. This suggests that the two phase 22:0PC system is a coexistence of R \( L_d-L_d \) and AR \( L_d-L_\beta \). The thorough measurements of height mismatch values and comparison with expected literature values was vital to understand the heights seen here, otherwise the two phase 22:0PC system could easily have been mis-assigned as a completely symmetric \( L_\beta-L_d \) coexistence.

It should be noted that three bilayer heights can also be observed for compositions within the three phase region of the ternary phase diagram. The three phase region is a thin region in the phase diagram with coexisting \( L_\beta \), \( L_o \) and \( L_d \) phases. The three phase region can be observed in the DPPC/DOPC/Chol phase diagram in Figure 4.11. It is plausible that the three phase region boundaries move up higher (compositions closer to the top cholesterol vertex of the ternary phase diagram) in the 22:0PC phase diagram compared to lower hydrophobic mismatch systems and that the compositions formed in this work are within this region. Based on the observation that 20:0PC shows \( L_\beta-L_o \), and that this region is below the three phase region it is extremely unlikely that the 22:0PC mixtures are in this region. Imaging and obtaining the heights of this region have been challenging, but published work from our lab has shown that at low imaging force the \( L_\beta \) and \( L_o \) phases are so similar in height they are almost indistinguishable. The three phase region heights do not match up at all with the AR heights shown by bilayers in this work.
4.6 Summary

In this chapter the hydrophobic mismatch in ternary lipid bilayers was sequentially increased, resulting in three phase bilayers for 22:0PC. Thorough analysis of the height mismatches in all the ternary lipid mixtures, provides strong evidence that the intermediate phase in the 3 phase system is an asymmetric AR state. This validates the simulations and the mean-free model that predicted that if line tension was increased high enough it would overcome the interleaflet coupling forces favouring R, and that amount is a mismatch of 8 carbons.

Although the ternary lipid compositions used in this project are a vast simplification of the plasma membrane, which has many lipid types as well as proteins and other bio-molecules incorporated, the results here have implications biologically. The physical mechanisms and interactions between the two leaflets of the bilayer that cause model bilayers to register must also be acting in biological membranes. This study shows that there is a finite coupling that can be overcome to force domains in opposite leaflets to anti-register. The dynamic plasma membrane must be overcoming this coupling force to enable asymmetry. Linked in to this idea is the plasma membrane’s ability to hold the lipid compositions of the two leaflets away from symmetry. Identical lipid compositions in both leaflets would be the equilibrium state, and lipid flip-flop enables translocation of lipids between the two leaflets, which would allow the system to move towards equilibrium. The mechanisms by which the plasma membrane holds the lipid compositions out of symmetry, including spontaneous flip-flop and translocase proteins, and the identity of the interleaflet coupling mechanisms which favour domain registration, are still to be fully understood. With a further understanding of these specific areas, a deeper understanding of the dynamic and asymmetric plasma membrane will be gained.

In the next chapter (Chapter 5), methods are explored to distinguish between the two leaflets of the bilayer, in order to figure out whether the AR state is orientated with the Lβ on the top or on the bottom. In Chapter 6, experiments are designed to attempt to force out anti-registration in lower hydrophobic
mismatch systems. At the end of Chapter 6, the value of the interleaflet coupling is estimated using existing theory.
Chapter 5. Determining Anti-Registration Orientation

5.1 Introduction

The previous chapter showed how increasing the hydrophobic mismatch in two-phase bilayers, by increasing the length of the saturated lipid chain in ternary mixtures, resulted in the formation of AR bilayers. The AR state appeared in the 22:0PC/14:1PC/Chol system, when the lipid chain lengths mismatch between the two phases was 8 carbons, and height mismatch above 2.27±0.07 nm. The AR state was inferred from the bilayer heights. For the 22:0PC bilayers, there were either two or three phases present, with the middle height in 3 phase bilayers and the top height in the two-phase bilayers being too short to be the R Lβ-Lβ state. The AR height was also close to the predicted height halfway between the R Ld-Ld and Ld-Lβ states.

The next question to ask concerns the orientation of the AR state. Is the Lβ or Ld phase on top of the asymmetric state? Based on the mean-field free energy model of Williamson et al., both possible AR orientation states have the same energy. However, the model does not currently take into account the substrate interactions in SLBs. It is possible that the substrate is breaking the symmetry of the AR states and favouring a certain orientation. By determining the orientation of the AR state in our experimental model, it will be possible to answer many outstanding questions from the research of Williamson et al. Is the orientation of AR the same across a single sample stub, is the same AR orientation repeatably observed for the same mixture and is the same AR orientation observed for all mixtures?

There are several possible methods which could distinguish between the two different possible AR states. This chapter will focus on AFM methods to do this and in particular how mechanical properties can be used to distinguish between different phases.
5.2 Tapping Mode Phase Imaging

Initially tapping mode phase (TM Phase) imaging was tested to try to isolate the lipid phase identity of the top leaflet. TM phase is the phase lag between the sinusoid of the driving piezo for tapping mode and the oscillating cantilever which is damped when in contact or close proximity with the surface. At the resonant frequency the lag between the driving piezo and the cantilever is 90° in free air. The TM phase signal represents the lag away from this value. As the cantilever is damped by the surface, this implies a transfer of energy to the sample. The lag can be a value that is positive or negative in relation to 90°, depending on whether the interaction of the probe is attractive due to Van der Waals forces, or repulsive when in hard contact due to coulombic forces. The phase image therefore contains information on the mechanism by which tapping energy is lost to surface, which in turn is sensitive to the material properties of the surface. Tapping mode was first developed in 1996, and until 2012/13 was the only means of obtaining high resolution material discrimination via AFM.

Using TM phase to look at three height AR bilayers, reveals just two different contrasts in the phase, despite there being three phases (Figure 5.1). Therefore, it seems reasonable to infer that the tip is detecting the same surface physical properties for the AR top phase as one of the other R phases. In Figure 5.1, the two examples show the intermediate AR phase matching to the opposite R state, one to the R gel and one to the R fluid. This is shown schematically below the images. Based on this interpretation, the AR state can be orientated either Lβ up or Lα up and has formed both in different systems.
Figure 5.1 Tapping Mode Phase Imaging of three height AR bilayers. Two different three height AR bilayers are shown, with height images, tapping mode phase images and a schematic bilayer showing the orientation of the intermediate AR state as implied by the phase signals.
5.3 Quantitative Nanomechanical Mapping

This section details the development of QNM. Whilst TM-AFM can produce phase images which give good mechanical contrast, the images can be difficult, if not impossible, to interpret due to the many and varied ways in which energy can be damped. Much research effort was expended in disentangling these complex responses and met with some success when imaging in air. Unfortunately, the difficulty is exacerbated when imaging in liquid which further damps the response. Hence around 10 years after TM-AFM was introduced, new modes were developed to enhance the quantitative aspect of mechanical imaging, with the development of QNM by Bruker. QNM uses Peak Force Tapping (PFT) imaging mode to obtain force curves for every pixel of an AFM image and then fits the curves in real time to give AFM image maps of modulus, dissipation, adhesion and deformation (Figure 5.2). QNM was only introduced commercially in 2012. When this project was started there

![Figure 5.2 Example QNM Force Curve showing how physical properties can be obtained. The blue arrow and line represent the approach curve and the red arrow and dotted line represent the retract curve. The y axis is force. Peak Force is the maximum force exerted on the sample and this is set by the user for AFM feedback. The green line on the retract portion of the curve is fit for the DMT model to obtain modulus. The dissipation is the area under the curve. Deformation is the distance from initial contact of the tip with the sample to the tip-sample separation at the Peak Force. Adhesion is the negative force on the y axis as the tip retracts and sticks to the sample. From reference 87]
was only one paper, from the group of Simon Scheuring, using QNM to look at SLBs. They successfully distinguished between liquid and gel phases by differences in modulus using QNM. This is a new technique which was still in the development phase in the authors laboratory. This section details the development of this technique towards using it to study the mechanical properties of lipid bilayers, focusing first on the important calibration steps.

5.3.1 Calibrating Peak Force Quantitative Nanomechanical Mapping

First of all the AFM cantilever must be calibrated for deflection sensitivity, spring constant and tip radius. These are the calibration steps that would be required to get quantitative information from a standard linear ramp force spectroscopy curve (detailed in sections 2.8.1 and 3.4.3). Then there are a few important extra calibration steps unique to QNM, and some of these were introduced by the manufacturers in the period 2015-17.

The first of these parameters, and most important, is ‘sync distance’. This is actually a time constant between the start of a force curve and the maximum force/lowest point reached by tip i.e. peak force. It is the turning point between the approach and retract parts of the force curve. When sync distance is not calibrated properly, the peak force registered by the QNM software does not match the actual maximum force i.e. the maximum piezo extension. When this is the case there is hysteresis in the force curves that are being analysed in real time to give live physical property maps, and this results in incorrect and sometimes meaningless property values.

To calibrate sync distance, a force curve must be performed on a hard surface prior to imaging any sample. There is now an auto-configuration option which will match up the peak force registered by the QNM software and the actual maximum force, but in the period when most of the data in the thesis was taken this was a manual operation. Once this has been performed on a hard sample, this value must be used for all subsequent imaging with that cantilever. It is vital that the sync distance is calibrated on a hard sample as when viscoelastic samples are imaged, such as bilayers, there can be time-dependent deformation. This means that when the tip reaches its lowest position, the force might not yet be at its highest because of the time-
dependent response of the viscoelastic surface. By calibrating on a hard surface initially to get a correct sync distance, i.e. maximum force is at cantilevers lowest position, the time dependent response of the viscoelastic material is known to be correct and should give correct physical property values.

Another property that needs to be calibrated for QNM is the Drive3 Amplitude Sensitivity. This is the signal from the Z offset Digital to Analogue Convertor (DAC) to drive the oscillation and force curves in PFT. The deflection sensitivity calculation for regular Z ramp force curves and QNM force curves use different Digital to Analogue Convertors to drive the force curve. Therefore, the Drive3 sensitivity needs to be calibrated to match to the regular deflection sensitivity. There is also a frequency dependence of Drive3 sensitivity, so different PF frequencies can amplify the oscillation of the lever. In simple terms, the oscillatory motion of the z-piezo (which has mass) has its own frequency dependant inherent lag due to inertia. Drive3 amplitude sensitivity can be calibrated, as long as regular z ramp sensitivity has been calibrated. A force curve must be captured against a hard surface using the PFT DAC and not the linear Z ramp DAC. The gradient of the linear deflection regime of this force curve must be taken. As the regular deflection set point has been calibrated, the gradient of a force curve should be 1 if the deflection axis is set in nm. If it is not, then the Drive3 amplitude sensitivity is out. To calibrate the actual gradient of the graph can be used to scale the Drive3 sensitivity to make the gradient 1. In the later version of the Nasoscope software (v9.2, circa Oct 2017), Drive3 amplitude sensitivity can be automatically calibrated without the need for the force curves and taking gradients.
5.3.2 Test samples

First of all, QNM was tested against test samples of known modulus, once all of the calibration steps had been achieved (deflection sensitivity, spring constant, sync distance and Drive3 amplitude sensitivity). Figure 5.3 shows a PFT tapping height image with a QNM DMT modulus image and a logDMT modulus image (log modulus is used because the values can vary over up to 4 decades with a single probe, 1 MPa to 10 GPa). This is for a calibration test sample of polystyrene blended with low density polyethylene (PS-LDPE). This sample of known modulus values enables checking and refining of the calibration (calibrated modulus values for PS-LDPE provided by Bruker). Due to the potential damage to the tip from imaging the sharp sample needed to measure tip radius, it was decided that this step would be skipped. A sharp sample can break tips and change all the calibration. Instead the test sample of known modulus is used for a relative calibration. The tip radius can now be altered manually on the software while imaging the sample of known modulus values, until the measured modulus values are correct.

5.3.3 Symmetric two phase bilayers

Next QNM was used to look at DPPC/14:1PC/Chol L\(_o\)-L\(_d\) bilayers. Figure 5.4 shows how the L\(_o\) and L\(_d\) phases can be distinguished based on physical properties as well as height. The trends in the channels are as expected. The modulus is higher on the stiffer and more tightly packed L\(_o\) phase (101 MPa) and less on the softer L\(_d\) phase (75.1 MPa). These modulus values are within

![Figure 5.3 QNM AFM images on a test sample with a mix of Polystyrene (PS) and Low Density Polyethylene (LDPE). The LDPE is the bulk surface and the PS is the circle within it. The modulus of the PS was 2.04GPa and the LDPE 87MPa.](image_url)
the expected 10s of MPa regime. The deformation is much higher on the softer L\textsubscript{d} phase than the stiffer L\textsubscript{o} phase.

PeakForce Tapping also allows fine control of the force exerted on the bilayer by the AFM tip, a parameter that cannot be controlled directly in TM-AFM. By systematically increasing the force on the bilayer, the bilayer phases can be compressed. The less dense and less rigid L\textsubscript{d} phase compresses more than the L\textsubscript{o} phase and thus an increase in force (0.25-1.5nN) manifests itself as an increase in height mismatch between the two phases (1.24-1.66 nm, 33.9% increase). This increase in height mismatch is shown in Figure 5.5.

![Figure 5.4 QNM images of two-phase DPPC/14:1PC/Chol bilayers](image-url)
Figure 5.5 Increasing imaging force increases Hydrophobic Mismatch. Peak Force Tapping Imaging of a DPPC/14:1PC/Chol bilayer at two forces, with histograms of heights in the images. An increased imaging force increases the height mismatch between the L₀ and the Lᵈ phases.
5.3.4 Anti-Registered 3 phase bilayers

Next QNM was used to image three phase AR bilayers. This was in an attempt to isolate the different leaflets, and try to distinguish whether the intermediate

![Figure 5.6 QNM channels with increasing force on a three Phase 22:0PC/14:1PC/Chol bilayer. DMT modulus, Adhesion, Deformation, Dissipation and Sneddon Modulus images are shown as force is increased from 150-pN-4nN. Details on the fits to obtain physical properties are included in Figure 5.2.](image)
AR height is $L_\beta$ up or $L_d$ up. Figure 5.6 shows a scheme of QNM modulus channels as the imaging force is increased. It should be noted that although every effort was made to calibrate and obtain quantitative values, some of the interpretations in this section rely on relative values between different phases, as can be observed from the images. Absolute values are given when it is helpful for clarity.

At low force the DMT modulus channel shows only two modulus values (for example 13.4 MPa and 16.0 MPa at 150 pN), even though there are three bilayer heights (Figure 5.6). Then as force is increased, three clear modulus values are seen for the 3 different heights (for example 14.5 MPa, 15.5 MPa and 16 MPa at 3 nN). This is shown again in Figure 5.7, but with the Z scales corrected so the relative values (colours) between images match. The Sneddon model should not provide a good model for bilayers as the deformation on bilayers should not be high enough for the contact area to become conical.\textsuperscript{87} Despite this however, the trends in Sneddon modulus

![Figure 5.7 QNM DMT modulus and deformation with increasing force on a three phase 22:0PC/14:1PC/Chol bilayer. These are the same images as in Figure 5.6 with the Z scales corrected. Bilayer schematics are shown to indicate the interpreted bilayer phases and symmetries from DMT and deformation channels.](image-url)
match up with the DMT modulus trends as force is increased. The absolute values do not match to the DMT modulus (for example at 3 nN the Sneddon modulus values are 32.1 MPa, 36.1 MPa and 38.4 MPa), but in relative terms Sneddon modulus shows the same trends as DMT modulus with increased force. The fact that the intermediate AR height matches with the bottom R fluid-fluid height, in terms of modulus at low force, gives an insight to the top leaflet of the AR phase. At a low force, the tip is likely only lightly deforming the top leaflet of the bilayer. The force from the tip is dissipated within the upper leaflet of the viscoelastic bilayer, instead of being coupled through to the bottom leaflet. If this was not the case and the force was coupled through to the bottom leaflet, it would be expected that there would be three different modulus values from the beginning. As the force is increased, the force begins to be translated to the bottom leaflet too and the modulus value then starts to reflect the whole bilayer, resulting in three modulus values.

Initially at low force, deformation is much lower in the top phase, the R gel phase. This makes sense as this would be the stiffest phase. The intermediate AR state and the bottom R fluid state show the same deformation, matching to the modulus channel which also showed these two states matched at low force. At low force, if the tip is only lightly deforming the top leaflet it makes sense that the deformations would match, based on both the heights having the fluid phase in their top leaflet. Then as force increases, unusually the

Figure 5.8 Tapping Mode Height, Tapping Mode Phase and QNM of the same three phase AR 22:0PC/14:1PC/Chol bilayer area.
deformation in the AR intermediate state begins to match to the lower height R fluid instead of upper height R gel. This could be explained if the fluid phases in the top leaflet have been significantly deformed that they stop deforming anymore and instead the bottom leaflet start to deform. The AR state has the opposite lipid phase in the bottom leaflet, so this would explain the switch in deformation. At even higher force, there are three different deformations observed indicating that both of the leaflets are being observed. The R gel phase now shows the lowest deformation, then the AR state and then the R fluid state shows the largest deformation. This is reiterated in Figure 5.9, which shows that the bottom height, the R fluid compresses the most (0.5 nm deformation between 200 and 4000 pN).

The modulus and deformation channels are consistent with the AR state being L_d fluid phase up. This is shown schematically in Figure 5.8 below the DMT modulus channel. The trends in the adhesion and dissipation channels are slightly more complicated to interpret with the R gel phase confusingly showing the highest adhesion at low force. Usually the fluid phase, in which the tip can penetrate more deeply and the contact area between the tip and the bilayers is larger, shows higher adhesion. The effect might have something to do with the contact between tip-water-bilayer at high frequency used (1 or 2 kHz), but the adhesion and dissipation channels are not analysed further here.

When tapping mode phase imaging was applied to the same bilayer area, the results were unexpected (Figure 5.8). Based on how the AR state was assigned orientation in Figure 5.1, the AR state would have the opposite orientation for the data shown in Figure 5.8 when examined by tapping mode phase imaging and by QNM. This throws into doubt the orientation AR state assignments made via phase lag imaging in Figure 5.1. Based on observations over multiple controlled force regimes consistent with the AR state being orientated L_d up, this is likely to be the correct orientation. As explained earlier, it is not possible to directly control imaging force in tapping mode, and it is even difficult to measure what the force is in controlled experiments designed for the purpose. Therefore, we do not know the force regime in which the tapping mode is interacting with the bilayer. As the TM phase image matches the QNM deformation and dissipation channel at quite
high forces $> 1$ nN, an explanation is that the tapping mode phase image is operating in the same imaging regime where the bottom leaflet is being shown more clearly. This shows that apparently clear phase contrast images can be highly misleading, despite their high resolution and ability to resolve fine differences in material property. It is still useful to see difference, but what that difference is must be measured by other means.

5.3.5 Summary

QNM was successfully used to image phase separated bilayers with physical property values. A significant amount of time was spent ensuring that the calibration procedures were correct. Applied to two phase symmetric $L_o$-$L_d$ bilayers, the phases can clearly be distinguished based on modulus, and also the height mismatch can be increased by increasing the force and compressing the $L_d$ phase more than the $L_o$. When applied to asymmetric AR states, the QNM modulus and deformation channels provide evidence that

![Graph showing the change in height mismatch between the three phase AR heights for a 22:0PC/14:1PC/Chol bilayer with increasing force. Blue is top phase identified as registered Gel-Gel, Red is the intermediate phase identified as AR Gel-Fluid, and black is the bottom phase identified as registered Fluid-Fluid. The absolute heights were not known, so the top height was fixed to zero.](image)
the AR state is orientated with the $L_d$ phase up in the example shown. This is based on the modulus and deformation matching to the R fluid-fluid phase at low force. The tapping mode phase imaging suggests the opposite orientation for the AR state. It is suspected that the tapping mode image, where force cannot be as precisely controlled or known, is compressing the bilayer more than at low force with PFT, and thus bringing in contributions from the bottom leaflet.

In relation to the mean-field free energy model of Williamson et al. we can begin to consider key outstanding questions from their work. One of these questions relates to whether the substrate for SLBs will break symmetry and favour one AR orientation, or whether both orientations will be equally likely. From the QNM data shown, the orientation of the AR state is $L_d$ in the top leaflet (Figure 5.7). However, based on tapping mode phase imaging, the data suggests that the orientation could be either way around (Figure 5.8). As already discussed, the phase contrasts in tapping mode can be misleading as it is not possible to directly control imaging force. Based on the TM phase images matching to the QNM deformation and dissipation channels at higher forces (> 1 nN), it is likely that the TM phase imaging is operating in the same regime where the bottom leaflet is more clearly observed. QNM with controlled force over multiple force regimes gives data consistent with the AR state being orientated $L_d$ up, and this is likely the correct orientation. The TM phase data does however suggest that both orientations of AR are possible. The limited data indicate that the substrate prefers the $L_\beta$ phase in the lower leaflet and $L_d$ in the top leaflet, however more repeat QNM data is needed. This would show whether the same AR orientation is observed across a whole sample stub, across repeated samples, and across different compositions.

On important question which arises, is how the orientation of AR bilayers may link to possible AR in vivo. The paragraph preceding this one discussed the potential symmetry breaking of the bilayer by a substrate and the potential preference for one AR orientation over the other. Is this biologically relevant, as the bilayer does not sit on a mica substrate? What would be the orientation of AR domains in free-floating systems? Would AR states be stable long enough to even observe in free-floating systems? These are all
questions which need answering if the findings of this thesis can be linked to the plasma membrane. Interestingly, the plasma membrane is not like a free-floating vesicle but sit between the cytoskeleton and extracellular matrix polymer networks. Therefore the properties of lipid bilayers on substrates may be a more accurate model of the plasma membrane than free-floating systems. This idea is discussed further in Chapter 7 and Chapter 8, where the effects of different substrates on domains formation is investigated.
Chapter 6. Attempting to form Anti-Registered Bilayers in Shorter Chain Mixtures

6.1 Introduction

Since it has been established that bilayer anti-registration will spontaneously occur once the hydrophobic mismatch reaches between 6 and 8 carbons in adjacent phases in each leaflet (so an energy cost arising from approximately 12-16 carbons in the two leaflets of a R bilayer), experiments were attempted to establish a more refined basis for the limit of AR in terms of kinetics and possible regions of metastability. The strategy developed was to increase the probability of an AR state forming in lower height mismatch systems.

AR should be most favoured when the energy cost of the hydrophobic mismatch between phases is maximised. As this cost is proportional to the length of domain boundaries, the solution is to design a phase structure with the largest domain perimeter length. This can be achieved in two ways. Firstly, a phase structure containing 50% of each phase by area will maximise the domain perimeter, all else being equal. This can easily be justified by reference to a typical ternary phase diagram (Figure 1.5) where composition close to a phase boundary will have very small isolated domains of one phase in a majority of the other. Hence the optimal composition will be equidistant between the end-points of the tie-lines in the two phase coexistence region.

A perfectly 50:50 mixture favouring AR should mean that it is possible for the whole of a bilayer to be AR. If however the majority of the bilayer and thus the two leaflets is one of the two phases, the majority of the bilayer is forced into registration. This is better explained by observing Figure 6.2, which shows that if 20% of the bilayer is phase 1 and 80% is phase 2, then only 40% of the bilayer can possibly anti-register. The interleaflet coupling forces favouring R occur across the bilayer midplane and are therefore proportional to domain area. The energy penalty for hydrophobic mismatch between domains increases with the perimeter of the domains.
Secondly the phase structure is governed by the route taken through the phase diagram as it develops. If, upon cooling from the single phase melt it passes through the demixing transition close to a critical point, the hydrophobic mismatch at that point is at a minimum (by definition), hence the energy penalty for domain boundary is also minimised, resulting directly in a low line tension. This results in the entire phase structure emerging instantaneously from the melt with a very long and convoluted boundary, with interdigitating fingers of phase. This process is termed spinodal decomposition (Figure 1.6), large in extent but small in energy terms, and is the type of structure required to maximise the energy penalty driving AR. Cooling away from the critical region into a region termed the bimodal results in nucleation and growth mechanisms of phase separation where the large extent of phase mismatch leads to an immediately high energy cost for phase nucleation, and subsequent minimisation of phase boundary by subsequent growth of isolated circular domains.

One caveat to the above design rules is that if the composition remains too close to the critical point at the final temperature, the hydrophobic mismatch will remain small. The composition must be sufficiently below the critical point (i.e. 10 °C) to make sure the ordered and disordered phases are eventually sufficiently different and have a large hydrophobic mismatch, whilst still retaining the spinodal structure locked in during cooling.

The same mean-field free energy model that predicted increased hydrophobic mismatch would cause AR, also predicts that these AR states may be formed preferentially by temperature quenching the bilayers. This results in the formation of smaller domains, with larger perimeter to area ratios. This results in a larger energy penalty for R, and AR is favoured.

This section details attempts to form close to critical 50:50 compositions and use temperature controlled AFM to heat them above $T_m$ into a single phase, and then quench down through a critical point.
Figure 6.1. DPPC/14:1PC/Chol Ternary Phase Diagram with AFM Images. Images are representative examples from repeat images. The DPPC/14:1PC/Chol compositions are shown as percentage ratios at the top of each image. Percentage L_o areas are shown above each image and are averages with standard errors taken from at least three different areas across two different repeat stubs from the same hydrated mixture. L) N=3 I) N=4 J) N=5, K) N=15. Sample L is the same composition as sample G in Figure 4.2.

Figure 6.2 Schematic showing the maximum possible anti-registration (AR) bilayer area for two different bilayers of different compositions of Phase 1 and Phase 2. Bilayer A has a 80:20 ratio of Phase 1:2 and has a maximum possible AR area of 40%, 60% is forced into registration (R). Bilayer B has a 50:50 ratio of Phase 1:2 and has a possible AR area of 100%, none of the bilayer area is forced into registration.
6.2 Critical Compositions in DPPC/14:1PC/Chol

Using the percentage L\(_\alpha\) area fractions and morphologies from Figure 4.2, a second set of compositions were formed deep in the two phase coexistence region that will pass as close as possible to the critical point during cooling, and hence spinodally decompose. All of the compositions show two heights consistent with R, and are close to 50:50 L\(_\alpha\):L\(_\beta\) area fraction. Compositions J and I show convoluted domain boundaries formed via spinodal decomposition, whereas the domains in K and L are a little more characteristic of nucleated domains. This suggests that the critical line in the ternary phase diagram that maps out the critical composition at each temperature follows a line that intercepts close to composition I and J. Compositions K and L lie to the left of the critical line closer to the L\(_\beta\) phase boundary and thus have L\(_\alpha\) domains nucleated in a majority L\(_\beta\) phase.

6.3 Differential Scanning Calorimetry of DPPC/14:1PC/Chol

DSC was used as a complimentary method to AFM to attempt to map out the phase boundaries of the ternary lipid systems used. DSC of MLVs is in theory faster than forming and imaging SLBs, but more importantly gives the T\(_m\) of mixtures. This is complimentary to the information gained from AFM images on phase behaviour. AFM can be used with temperature to obtain T\(_m\) values,\(^{19}\) although it is non-trivial as detailed in Section 6.4 of this thesis. Also, AFM temperature measurements are complicated by water evaporation at higher temperatures. DPPC has a T\(_m\) of 41 °C so evaporation is not a big issue, but for higher hydrophobic mismatch systems with longer saturated lipid chains, the T\(_m\) values are higher (DSPC = 55 °C, 20:0PC = 66 °C, 22:0PC = 75 °C)\(^{10}\) and evaporation is a bigger problem. Engaging AFM cantilevers on surfaces also becomes increasingly more difficult as temperature is increased due to the increased disturbance due to convection in the liquid surrounding the cantilever (detailed further in section 6.4). Therefore for the higher hydrophobic mismatch systems, DSC is a faster way to map out the phase boundaries with temperature. The DSC sample cells are pressurised so there is no evaporation. The phase behaviour of the higher hydrophobic mismatch systems is unknown, and more specifically it is not known how the phase
boundary between the two phase coexistence region and the single fluid phase region moves as the saturated lipid chain length is increased. Before attempting DSC on longer saturated lipid systems, DPPC/14:1PC/Chol was studied to test the technique and assess if it was capable of adequately mapping out phase boundaries.

Figure 6.3 DSC of DPPC/14:1PC Mixtures. A) DSC Thermograms, which are heat capacity (mcal/°C) plotted against temperature (°C), for Binary DPPC/14:1PC mixtures ranging from 100% DPPC to 20% DPPC, with the remaining percentage made up of 14:1PC. The thermograms for 40% and 20% are shown on expanded y axes in Figure 6.5 D and E. B) Calculated transition temperature (T_m) from the peaks of the DPPC/14:1PC thermograms plotted against the mole fraction of DPPC, X= X_{DPPC}/(X_{DPPC}+X_{14:1PC}). The T_m of 14:1PC was estimated from known lipid values as detailed in Figure 6.4. Plotting temperature against mole fraction forms a binary temperature phase diagram for the DPPC/14:1PC mixture. C) Reference binary temperature phase diagram for DPPC/DOPC determined by X-ray diffraction, from reference^{110,111}
6.3.1 DPPC/14:1PC Binary Mixtures

Before investigating mixtures in the ternary phase diagram, simpler binary DPPC/14:1PC mixtures were first measured. Figure 6.3A shows DSC thermograms for a set of binary DPPC/14:1PC bilayers, ranging from 100% to 20% DPPC. The pure DPPC thermogram shows a sharp endothermic peak at 41.7±0.05 °C, in agreement with its known T\textsubscript{m} value, and the thermogram matches published DPPC DSC data.\textsuperscript{108,109} The small peak at 35 °C corresponds to the pre-transition from the L\textsubscript{β} phase to the ripple phase. The ripple phase is an intermediate state between the gel and liquid phases, containing parts of both phase to form periodic undulations.\textsuperscript{104} As the percentage of 14:1PC in the mixtures is increased the T\textsubscript{m} values drop in temperature, and the peaks become broader and weaker.

To obtain the most accurate transition temperature value and ranges, we extracted the peak (T\textsubscript{m}) and also the peak onset (T\textsubscript{on}) and offset (T\textsubscript{off}). This is shown in Figure 3.8. In this situation however T\textsubscript{on} and T\textsubscript{off} provide no real additional information for plotting phase diagrams (besides giving a range). In reality T\textsubscript{on} and T\textsubscript{off} are affected by the scanning rate. A faster scanning rate would give a broader peak and a slower scan a sharper peak, thus they are not directly related to the pure transition temperature (this is discussed further in section 7.6). The T\textsubscript{m} values were plotted against mole fraction (1 = pure DPPC, 0 = pure 14:1PC) in Figure 6.3B. For 20% and 40% DPPC the peaks are not clear in Figure 6.3A, but they are shown on expanded Y axes in Figure 6.5 D and E.

There is no published value for the melting transition temperature of 14:1PC. DOPC (18:1PC) melts at between -17 °C and -20 °C, below the experimental range of the DSC used for this study.\textsuperscript{28,108,110,111} T\textsubscript{m} drops with decreasing lipid acyl chain length for saturated PC, PE and PS headgroup lipids, as shown in Figure 6.4B.\textsuperscript{108} In Figure 6.4A the known values for PC lipids with single unsaturated bonds in each tail are plotted.\textsuperscript{108} The trend in T\textsubscript{m} is similar to the trends for the saturated lipids, but at lower temperatures. By extrapolating an estimated T\textsubscript{m} for 14:1PC can be obtained. An exponential fit showed a similar trend, giving a T\textsubscript{m} value of -58 °C. This value could not be measured using DSC, as the limit of the instrument used was 10 °C.
By fitting a line through the T\(_m\) values the phase boundary between the two-phase coexistence region and the single fluid phase region can be mapped, making Figure 6.3B a phase diagram. There are no DPPC/14:1PC systems in the literature but there are phase diagrams for DPPC/DOPC systems\(^{28,110}\). An example DPPC/DOPC phase diagram is shown in Figure 6.3C. The shape of the phase boundary for the DPPC/14:1PC system is similar to the DPPC/DOPC system, but the 14:1PC system drops down to a lower temperature. The top of the phase diagram is flatter, suggesting that 14:1PC does not reduce the miscibility transition of the mixture until it has a high concentration.

### 6.3.2 DPPC/14:1PC/Chol Ternary Mixtures

In the previous section, DSC was used to plot a binary phase diagram with temperature for DPPC/14:1PC, and found it to replicate the features of the published DPPC/DOPC binary phase diagram, but with lower T\(_m\) at high unsaturated lipid content. Next a wide range of mixtures including cholesterol were investigated from across the ternary phase diagram (DPPC/14:1PC/Chol). The obtained thermograms and position in the ternary phase diagram are shown in Figure 6.5. From the thermograms across the

---

**Figure 6.4 Estimating the transition temperature (T\(_m\)) of 14:1PC.** A) Known T\(_m\) values for other PC lipids with single double bonds in both hydrocarbon tails, 16:1PC, 18:1PC (DOPC) and 22:1PC, were plotted against carbon chain length. Both an exponential fit and linear fit were used to estimate the T\(_m\) for 14:1PC, -58.2 °C and -51.0 °C respectively. Values were all for cis not trans double bonds and the double bond approximately half way down the hydrocarbon tail. B) Known T\(_m\) values for saturated PC, PS and PE lipids from reference\(^{108}\)
ternary phase diagram, it is clear that as more 14:1PC and/or Cholesterol is added the signals become broader and weaker. For example at constant

Figure 6.5 DSC of DPPC/14:1PC/Chol mixtures. At the top is a ternary phase diagram for DPPC/14:1PC/Chol with the compositions of mixtures A-P plotted. Below the phase diagram are the thermograms, heat capacity (mcal/°C) plotted against temperature (°C), of mixtures A-P. The extracted Tm values from the thermogram peaks are as follows:

20mol% Chol as the percentage of 14:1PC is increased there is decrease in signal (Data points H-I-J-K). For the binary DPPC-Chol axis with no 14:1PC (right side of phase diagram) there is a decrease in signal as cholesterol is increased. This is shown in Figure 6.6A, where signals have had to be scaled up so that the signal can be seen. Once 14:1PC is taken out, the DSC on this axis can be compared directly with published data as DPPC-Chol systems are well studied. At 20mol% and 40mol% Chol the peak shapes match strongly with both the literature phase diagrams in Figure 6.6B+C. There appears to be a similar drop in signal as Chol is increased in the published phase diagrams, although a direct comparison is difficult as the exact heat capacity units and concentrations are not made clear in the publications.

The signal of the transitions in the thermograms is proportional to the amount of ordered lipid phase present. For pure DPPC, which melts cooperatively over a narrow temperature range, the signal is high and sharp. As 14:1 PC is added, there is coexistence of gel and fluid so a smaller percentage of the membrane is ordered and thus there is a smaller signal. In addition, the

![Figure 6.6 DSC of the binary DPPC/Chol axes. A) Thermograms A,H and N from Figure 6.5 shown with the percentage of cholesterol in the mixture, the remaining percentage being DPPC. The plots have been magnified by a set factor to make the shape visible. B and C are published DSC data examples of the DPPC/Chol axes. All 3 graphs have the separate thermograms offset on the y axis so they can all be seen, B) and C) has also magnified lower signal data to make it visible. The y axis on all graphs is heat capacity, for A it is in mcal/°C, but for B and C the exact units are not made clear in the respective publications.](image-url)
change in quantity of the ordered phase is a function of the movement of the phase boundaries with temperature, hence the ordered phase will only gradually separate upon cooling. Cholesterol also has the effect of fluidising solid phases (hence removing co-operative melting) and of decreasing order in saturated lipids. Furthermore, within the region where two liquid phases co-exist, increasing cholesterol leads to an L\(d\) and L\(o\) phase that are more similar in character, with a less ordered L\(o\) phase and more ordered L\(d\) phase, together meaning there is a much smaller enthalpic change to be measured. The outcome of all the effects of cholesterol is an L\(o\)-L\(d\) coexistence region with extremely small enthalpy changes, and low signals in DSC. Samples F,G,L and M were made up at a concentration of 10mg/mL instead of the 1mg/mL of every other sample in order to increase signal (the letter ordering is based on composition and position on the phase diagram, but these four samples were measured after the rest of the samples). The signal increased by roughly a factor of 10 but the peaks are still broad and indistinct.

Assigning T\(m\) values is now more difficult, due to the broad weak peaks and also the unusual shapes. A literature search revealed no papers on ternary lipid systems using DSC, despite there being many on single and binary lipid systems, and the results obtained here likely explain why there has been nothing published.

Thermograms F and I both show a hump on the transition peak. One possible explanation for this hump on the peak is the presence of the ripple phase, as observed in pure DPPC.\(^{103}\) The broadening of the two peaks results in the ripple phase appearing as a hump in the larger peak. Another unlikely explanation is that these compositions are within the three-phase region of the phase diagram.\(^{44}\) Figure 1.5 (Introduction) shows an example DPPC/DOPC/Chol ternary phase diagram, with a small triangular three-phase region where the L\(o\), L\(d\) and L\(\beta\) phases all coexist. A similar region may exist in the DPPC/14:1PC/Chol phase diagram and the two peaks represent the melting of both the L\(\beta\) and the L\(o\) phases. Both explanations are possible but for the assignment of T\(m\) the main peak will be used.

When these experiments were planned, it was thought that absence of a transition would indicate compositions where there was no phase separation
at room temperature i.e. the $T_m$ was below room temperature. In reality, with such weak signals, it is not easy to distinguish whether mixtures might be an uneven baseline or a transition. That being said, each thermogram does show a peak, but some with ranges seemingly over the whole temperature range studied (10-60 °C). A longer temperature range may elucidate this and show a whole transition.

Despite the broad weak signals and the difficulties in assigning peaks, the assigned $T_m$ values allowed a temperature contour map on a ternary phase diagram to be plotted (Figure 6.7A). The trends in $T_m$ match remarkably well with similar DPPC/DOPC/Chol systems mapped using fluorescence microscopy of GUVs (Figure 6.7B).\textsuperscript{21} The $T_m$ values recede across the phase diagram towards the top left, dropping to slightly lower values than the DOPC phase diagram due to 14:1PC’s lower individual $T_m$.

### 6.3.3 DSC Conclusions

The trends in $T_m$ across the ternary phase diagram of DPPC/14:1PC/Chol were successfully plotted from DSC data, despite the individual thermograms showing weak and broad signals and not being simple to interpret. The plotted $T_m$ values matched well with a similar published system mapped using

![Figure 6.7 Ternary phase Diagrams with transition temperature colour contour plots. A) DPPC/14:1PC/Chol phase diagram with $T_m$ values from the thermograms in Figure 6.5, plotted on a false colour plot with the scale shown to the top right of the phase diagram. B) Literature\textsuperscript{6} DPPC/DOPC/Chol phase diagram with transition temperatures plotted on a false colour scale (shown below phase diagram). This data was obtained using fluorescence microscopy experiments of GUVs.](image)
fluorescence.\textsuperscript{6} It is clear that the lack of reports of ternary phase diagrams mapped by DSC can be explained by the weak signal and difficulty in interpreting the data.

The obtained data is for the DPPC system, where the phase diagram has already been partially revealed using AFM, and the system is not too dissimilar from the well-studied DPPC/DOPC/Chol system. The intention of this work was to use DSC to map out the phase diagrams of the higher hydrophobic mismatch systems with longer saturated lipids. This information would be interesting in itself as it is not known how phase boundaries move as the length of the saturated lipid of a ternary mixture is increased.

Overall it was decided that this DSC project would not be continued. Initially it was thought that the DSC would be a quicker method to map out phase diagrams compared to AFM, but it actually took a similar amount of time. Despite the $T_m$ ternary phase diagram matching closely with literature, this relied on several ambiguous interpretations of $T_m$ from thermograms. To accurately map the phase boundaries, an even larger range of compositions would need to be mapped, and areas of the two phase coexistence region containing a low quantity of ordered phase, and regions of high cholesterol around the critical point, would all have vanishingly small signals. Initially it was thought the critical point could be potentially important for forcing AR in bilayers, but experiments that were being run simultaneously to this DSC work provided AR without the need for near critical mixtures as detailed in Chapter 4. This meant that it was not so vital to map out the phase diagrams of the higher hydrophobic mismatch systems, and time was put into other aspects of the project.
6.4 AFM with Temperature

To be able to perform temperature quenches on critical bilayers, bilayers must first be heated then cooled controllably, all whilst AFM imaging. Different equipment and methods that were tested for this are detailed in this section. By increasing the temperature of bilayers while AFM imaging, the transition temperature ($T_m$) can be determined by observing the phases mixing to a single phase. As was shown earlier with DSC, ternary mixtures give weak and broad signals and so it is hard to determine $T_m$. AFM with controlled temperature may provide more accurate $T_m$ values for ternary mixtures and provide quantitative data for tie-line determination and hence boundary

![Figure 6.8 Images of AFM temperature stages. A) Bruker Fastscan Built-in Temperature Stage B) Home built Peltier Heater/Cooler for Bruker Fastscan C) Home built Peltier Heater/Cooler for Bruker Multimode D) Asylum MFP3D heat stage.](image-url)
compositions. There were many experimental issues which meant that it was difficult to image bilayers at increased temperatures and not possible to perform controlled quenches on critical bilayers and image using AFM. This section demonstrates the different methods and equipment that were used to attempt controlled temperature ramps and quenches, along with experimental issues and demonstrations of how far each method was progressed.

6.4.1 Bruker Fastscan Built-in Temperature Stage

The first AFM temperature stage used was a built-in stage for the Bruker Fastscan AFM (Figure 6.8A). It consisted of a heating stage which sits below the sample and a temperature controller that can feedback on either the temperature of the stage or of a thermocouple temperature probe which can be placed in/on the sample. The temperature probe was large and bulky which made it difficult to use in fluid as it often made the small volume of water used in bilayer experiments spill from the mica stub, destroying the bilayer sample. Therefore temperature was controlled by feeding back on the temperature below the stage, and the temperature of the bilayer was measured using a separate thin thermocouple which was not part of the heating system and did not cause the water to spill. There is a difference in temperature between the stage and the bilayer sample, due to the loss of heat through the steel stub and mica and the setting up of a thermal gradient. Hence the need for a separate temperature probe to accurately measure the bilayer sample temperature.

The Fastscan AFM has very sensitive crash protection software, designed to stop the tip crashing into the sample surface. When the cantilever deflection is too high or fluctuating too much, the AFM will not engage the tip on the sample and instead return a ‘Crash protection’ error message. Temperature fluctuations from the heater in liquid cause cantilever noise, leading to a false detection of imminent tip crash and a Crash Protection Error message. This made it hard to use the temperature controller as the AFM would rarely engage. Also when the temperature stage was on, the laser would often drift and become misaligned on the cantilever. On the advice of AFM Application Specialists at Bruker, the parameters ‘Tapping Mode Engage Gain’ and ‘Sample Clearance’ were altered to reduce the sensitivity of the crash
protection. Sample Clearance is the distance the AFM retracts the tip from the surface after engaging, and lowering this means that the tip is closer to the surface and has less distance to move in which it can be made to fluctuate due to a thermal current. Tapping Mode Engage Gain is the feedback gain on the cantilever deflection before the tip engages, and lowering this means that the system responds more slowly to changes in cantilever deflection due to thermal currents. Altering these parameters enabled slightly easier engaging without crash protection but it still often took numerous attempts and failed engages before the tip would engage on the bilayer surface, or did not engage at all. The crash protection is more sensitive in fluid than in air, in air the AFM will engage more easily with the heater on. This is likely due to thermal currents in the volume of liquid between the heater and the cantilever, with the system not reaching equilibrium.

Despite the experimental issues with imaging while heating, it was possible to image if parameters were optimised and engaging was repeated several times until the tip engaged. Figure 6.9 shows an example of a phase separated DPPC/14:1PC/Chol bilayer heated up using the Fastscan built-in temperature stage. As Area 1 is heated up there is a gradual and small change in domain

Figure 6.9 AFM with Controlled temperature on a DPPC/14:1PC/Chol (42.5:25:32.5) bilayer using the built in heat stage on the Bruker Dimension Fastscan AFM.
size, but the morphology stays very similar. As Area 2 is heated the bilayer passes through its $T_m$ and is transitioning from a 2-phase to 1-phase region. In this particular example, the bilayer crosses the $T_m$ close to the critical point where the difference between the $L_o$ and $L_d$ phase is very small, leading to the domains breaking down into critical fluctuations. This provides proof that the mixtures being investigated would pass close to a critical temperature as they transition from single phase to two phase in the phase diagram. This is important as this is the point needed to be quenched through to best favour AR.

As shown it is possible to observe bilayers as they were heated up using this system, but the heater had no active cooling mechanism so bilayers could only be cooled at ambient cooling rate or slower. This made it impossible to perform fast temperature quenches, which are required to attempt to observe the early stage kinetics of domain formation and possible AR.

### 6.4.2 Peltier Heater and Cooler

As the built-in temperature control system had no active cooling mechanism a temperature stage was designed using a peltier chip as shown in Figure 6.8B. The device was designed by Dr Anders Aufderhorst-Roberts and Dr Simon Connell alongside members of the Physics electronic and mechanical workshops. A peltier device uses the thermoelectric effect to convert voltage to temperature changes at a junction of two dissimilar conductors, p- and n-doped semi-conductors. It enables both heating and cooling of a sample, by changing the voltage polarity across the semiconductors. The peltier chip was attached to a copper stage which can be attached to the AFM stage. The copper stage acts as a heat sink and has inner channels built in to enable water to be circulated to help dissipate excess heat quickly from the underside of the chip when in cooling mode, thereby extending the cooling range of the peltier device.

The main issue with this temperature stage was that the PID feedback controller was difficult to adjust to achieve a stable setpoint temperature. The temperature often fluctuated up to ±2 °C, which triggered the Fastscan crash protection software and the system would not engage. When the fluctuations were small enough to allow the system to engage, there was periodic noise in
the images (Figure 6.10A and B). Whilst the device had a proportional feedback controller, it could only maintain a constant setpoint temperature by switching repeatedly between heating and cooling mode, involving a constant switching of the voltage polarity. This switching in polarity of the voltage, changed the electric field felt by the AFM piezo which lies only 1 mm away. As an AFM piezo relies on the direct conversion of voltage to displacement, this electric field causes a tiny extra movement in the piezo, manifested as noise in the image at the frequency of the voltage polarity switching in the peltier. The amplitude of this noise was only on the order of several nanometres in a total z-travel of 4 micrometres (hence a noise of 0.05%) but with bilayer domain steps of the order of 1 nm this periodic noise made it difficult to analyse images to obtain area and height information, and in some cases is not easy to observe domains at all. Figure 6.10 C and D show a bilayer imaged before and after attempting to controllably increase the temperature. The temperature spikes caused by the feedback control caused the bilayer to be heated and cooled quickly. The bilayer can be seen breaking down into critical fluctuations, showing that as it was heated up it was close to a critical point and the fast cool caused the small critical domains to be trapped.

Another issue with this system was that the temperature probe (platinum resistor) was affected by the AFM piezo voltage, meaning that the temperature displayed was often incorrect and erratically changing (as high as 5000 °C). The platinum resistor probe was replaced by a thermocouple for the controller

Figure 6.10 AFM with controlled temperature on a DPPC/14:1PC/Chol bilayer (45:25:30) using a peltier stage built for the Dimension Fastscan AFM. A and B show two different bilayer areas with noise from the temperature controller. C and D show a bilayer area subjected to an uncontrolled temperature spike causing the domains to break down towards critical fluctuations, imaged after the temperature controlled was turned off.
to feedback on. This was not affected by the piezo voltage but still had temperature fluctuation issues. The reason that the platinum resistor was effected by the piezo voltage and not the thermocouple is unclear. Both the metal in the platinum resistor and the two metals in a thermocouple could possibly be effected by the electric field from the peltier voltage, or through stray leakage currents passing through the liquid cell.

A peltier system was also designed to fit on another AFM system, a Bruker Multimode (Figure 6.8C). The peltier had the same feedback and temperature fluctuation issues but the crash protection was less sensitive on the multimode, so it was easier to engage. However there was still periodic noise in the images when the heater was turned on and the same issue with the piezo affecting the platinum resistor probe was seen.

The peltier systems should be able to perform fast quenches but when tested the measured cooling rates did not match and lagged behind the set cool rates. This was likely due to build-up of heat in the copper stage that could not be dissipated fast enough.

### 6.4.3 Asylum MFP3D Heater Stage

As the heaters used so far have had issues with stably controlling temperature, an Asylum MFP3D AFM with a much more stable temperature stage was used (Figure 6.8D). The feedback control for the stage is tuned by the AFM software and the stage has channels for coolant liquid to be pumped through for cooling. This coolant enables fast cooling by dissipating heat and also aids the control of stable temperature as there is a controlled cooling mechanism to equal out the heating. There is no periodic noise from the heating stage when imaging, and low fluctuations in heat do not cause large cantilever fluctuations.

Bilayers were successfully imaged with controlled temperature but a new issue arose with the water on the bilayer stub evaporating when the temperature was raised for prolonged periods. Figure 6.11 shows how once water had evaporated, the bilayer was ripped apart due to the hydrophilic lipid heads being exposed to air, and this caused holes to form in the bilayer. Evaporation also occurred on the Bruker system, but water kept at a similar temperature in a hot plate or an oven could be added to the bilayer to keep it
hydrated. With the Asylum MFP3D this is not possible when the scanner head is attached, as a pipette cannot reach the sample. One of the reasons for evaporation being such an issue is the small approx. 200 µL water volume on the bilayer AFM stubs. To solve this issue, the whole heating cell was filled with water (approx. 2/3 mL) to cover the bilayer stub instead of just placing the water stub on the heater. This larger volume of water takes longer to evaporate and can be filled up more easily. Filling the whole heater cell with water introduced a new problem, how to put the stub into bulk liquid without the stub de-wetting and destroying the bilayer. When adding the stub into the bulk water or when filling the temperature stage once the stub is in there, the result was the water de-wetting from the sample stub. This results in the bilayer being destroyed and holes appearing.

This was as far as the project was taken with the Asylum Heating stage. By moving the AFM head down so that the water on the stub forms a meniscus around the tip on the tip holder, and then filling the whole heat cell with water, there was no de-wetting when this was tested briefly. At this stage however other parts of the project took precedence and the aim was for this to be revisited at a later date. The Asylum temperature stage is theoretically capable of performing fast quenches (120 °C/min), which would enable critical mixtures to be quenched in an attempt to force out AR. However the larger
volume of water needed to stop evaporation will likely cause issues when quenching temperature, as the larger thermal mass will take longer to cool.

### 6.4.4 Temperature Work Summary

This section has shown the difficulties in performing AFM imaging while increasing and controlling temperature, it can be achieved but the process is often temperamental. This made it difficult to be able to obtain information such as melting transition temperatures. The ultimate goal was to be able to perform fast temperature quenches on critical mixtures to try to force out AR. The Asylum MF3PD system is capable of performing quenches but the experiments did not reach a stage where this was possible. The Asylum MFP3D would enable quenching and imaging at room temperature afterwards and possibly even imaging while quenching a few degrees through the $T_m$. Imaging at room temperature would enable the imaging of metastable kinetically trapped domains like those in 22:0PC mixtures, if these were also present in lower height mismatch lipid systems. However only the Bruker Fastscan AFM has the imaging speed to be able to image early stage kinetics, which theory has suggested is when AR domains may form.$^{14, 75, 77, 78}$ Although these domains in the theory are only in the AR state for microseconds, it is likely that the frictional drag effect of the substrate on domain movement would cause them to be stable for longer, as shown in 22:0PC examples. The fast scan imaging may not be needed at all. Imaging just above $T_m$ and then cooling a few degrees to just below $T_m$ to see in real time how domains were forming and evolving was a future goal, but the Asylum AFM could not image fast enough and the Bruker AFMs would not engage with controlled temperature.

### 6.5 Mismatch Free Energy

It has been shown that it is possible to reliably and repeatedly form AR bilayers by increasing the hydrophobic mismatch. Up to 6 carbons per leaflet difference always resulted in R bilayers despite attempts to force out AR. A mismatch of 8 carbons per leaflet led to AR, either as a mix of AR and R states leading to three visible heights, or as fully AR as the proportion of the $L_d$ and $L_o$ phases would allow, leading to two visible domain heights. One of the main
goals of this study was to quantify the force, or energy, that results in domain registration. Whilst several simulation studies had derived a value,\textsuperscript{9,10,57–59} no experimental data existed at the start of this project. During the project a single study emerged from one of the world leading groups in membrane biophysics using a completely different method to the one employed here, using the frictional force due to fluid flow to decouple the upper R leaflet.\textsuperscript{73} The method used in this thesis was to calculate the mismatch free energy (also known as the interleaflet coupling parameter), in relation to the hydrophobic mismatch between phases. By calculating the free energy for bilayer systems at the different hydrophobic mismatches, the mismatch free energy i.e. the energy that must be overcome to form AR bilayers can be estimated.

By using the equation below, free energy of the bilayer was calculated based on hydrophobic mismatch.\textsuperscript{113}

\[
G = G^o + k \left( \frac{\rho_p}{\pi \xi_L} + 1 \right) |d_p - d_L|^2
\]  

(6.1)

Where \( G^o \) is the free energy of the unperturbed membrane, \( k \) is a phenomenological constant related to the bilayer area compressibility modulus, \( \xi_L \) is the persistence length of lipid-bilayer fluctuations or phases and \( \rho_p \) is the circumference of the domains. The physics in this equation was developed to calculate the free energy of a membrane in terms of hydrophobic mismatch with inserted proteins. However, the terms can just as readily be applied to phase separated domains, and simply take account of the hydrophobic mismatch, the length of the boundary and the density/spacing of domains, and hence the energy density in a given area. Hence, the theory should apply similarly to hydrophobic mismatch between lipid phases.

As the free energy being considered here is only the relative difference between the unperturbed bilayer with no hydrophobic mismatch, and the different cases with hydrophobic mismatch, the free energy of the unperturbed bilayer is not needed. The area compressibility modulus, \( k \), was estimated as 0.193 Nm\textsuperscript{-1}.\textsuperscript{114} This is the value for a fluid SOPC (1-stearoyl-2-oleoyl-sn-glycero-3-phosphcholine) bilayer measured using micropipette aspiration of GUVs, and matches closely to measurements made using AFM.\textsuperscript{84,115} The persistence length was estimated by the measuring the average distance
between domains manually, although this parameter could also be determined using a correlation function. The distance between phase separated domains in the registered DPPC, DSPC and 20:0PC systems was simple to measure, but in the anti-registered systems it was more complicated, due to the three different heights. Ideally, the phase structure before AR is the value that should be measured, but as the domain sizes and spacing are likely to be similar, it was decided that the distance between fully R domains would be taken.

<table>
<thead>
<tr>
<th>Lipid Chain Length</th>
<th>Hydrophobic Mismatch (nm)</th>
<th>Free Energy (K₅T/nm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.16</td>
<td>0.000194</td>
</tr>
<tr>
<td>18</td>
<td>1.52</td>
<td>0.00136</td>
</tr>
<tr>
<td>20</td>
<td>2.27</td>
<td>0.00848</td>
</tr>
<tr>
<td>22</td>
<td>2.73</td>
<td>0.0490</td>
</tr>
</tbody>
</table>

**Table 6.1 Table showing free energy values calculated for lipid bilayer systems of different hydrophobic mismatch**

The output of this equation was free energy values in Joules, which were converted to K₅T/nm², the unit used for published values of mismatch free energy, simply obtained by dividing through by the average area of the domains.⁹,¹⁰,⁵⁷–⁵⁹ Figure 6.12 shows the free energy of the bilayer plotted as a function of the hydrophobic mismatch between the coexisting phases (data is shown in Table 6.1). The free energy increases as the square of the hydrophobic mismatch, hence the large jump between 20:0PC and 22:0PC. This is the area of interest as this is where the bilayers change from being R
to being AR, and where the mismatch free energy, or the interleaflet coupling parameter, is overcome by the increased line tension due to the hydrophobic mismatch. This means that the interleaflet coupling parameter is somewhere between 0.0085-0.049 \( k_B T/\text{nm}^2 \). Furthermore, if C20 is R, and C22 is AR, and we say the boundary is at C21, then the value for interleaflet coupling is 0.021 \( k_B T/\text{nm}^2 \). This estimate is remarkably close to the published estimates. Estimates based on simulations and theoretical calculations are as follows; 0.01-0.03 \( k_B T/\text{nm}^2 \) \(^{(57)}\), 0.1-0.2 \( k_B T/\text{nm}^2 \) \(^{(9)}\), 0.146 \( k_B T/\text{nm}^2 \) \(^{(58)}\), 0.15\( \pm \)0.05 \( k_B T/\text{nm}^2 \) \(^{(59)}\) and 0.5 \( k_B T/\text{nm}^2 \) \(^{(10)}\). The only estimate based on experimental work was recently determined by using flow to force the domains in the top leaflet of a bilayer out of registration, giving a value of 0.016\( \pm \)0.004 \( k_B T/\text{nm}^2 \).\(^{73}\)

This value sits within the range calculated based on the AR observed in this thesis, and is remarkably similar to our estimate considering the entirely
different method utilised. It should be noted that type and compositions of lipid will affect the coupling, and this must also be taken into account.

### 6.6 Chapter Summary

Several methods were explored that might help to force out AR in lower height mismatch ternary lipid systems. DPPC/14:1PC/Chol mixtures, formed close to critical points with 50:50 L₀:Lₐ compositions, still show two bilayer heights and complete bilayer registration (Figure 6.1). DSPC mixtures also form two height R mixtures at close to critical compositions (Figure 4.5). More is needed to force out AR in these low height mismatch systems. Models from the literature suggest that temperature quenching through critical points may favour metastable AR states.  

A range of temperature stages were tested to control bilayer temperature while AFM imaging, but this proved challenging. Once a system was developed for controlling temperature and quenching while imaging, critical bilayers can be quenched to attempt to further favour AR.

DSC was used in an attempt to more accurately map out the phase diagrams for the ternary lipid systems used in this thesis, some of which have not been studied before and thus there are no phase diagrams. This would help to locate critical points for performing quenches and attempting to force AR. The simplest system, DPPC/14:1PC/Chol, was mapped first which is a similar system to the well-studied DPPC/DOPC/Chol. It was found that as the proportion of cholesterol and 14:1PC was increased the DSC signals become broader and weaker. Although it was possible to plot a ternary phase diagram with temperature that matched well with literature, this relied of several ambiguous interpretations of peaks and the data collection took longer than expected. It was decided that this would not be continued as the time to get the extra data for the all the ternary systems would be huge, and the broad and weak peaks made the data slightly unreliable.

Using the hydrophobic mismatch values measured for the different lipid systems, the free energy of the bilayers as a function of this mismatch could be calculated. The mismatch free-energy calculated matches remarkably well
with published estimates from simulation and theoretical calculations as well as one experimentally determined value.

Now we have an estimate for the energy that the plasma membrane must overcome to force bilayers out of the equilibrium registered state seen in model membranes. The same physical mechanisms and interactions in model membranes must also be present in the plasma membrane, so these energies must be overcome to maintain the dynamic and asymmetric membrane. If AR could have been forced out in lower height mismatch systems, this value could be refined further. The 20:0PC/14:1PC/Chol system is the key in this regard as it is the height mismatch system before AR is observed for 22:0PC. There was not enough time, but this chapter was logically leading to the formation of spinodal 20:0PC mixtures and quenching these to try to force AR. Forming mixtures using 21:0PC could enable further refinement of the interleaflet coupling value and the absolute height mismatch in terms of carbons and in terms of nm. This could also be achieved by using multiple different phase separated systems with different lipids e.g. SM or PE, and observing if the height mismatch where AR occurs is the same.
Chapter 7. Substrate Coupling in Supported Lipid Bilayers - Glass

7.1 Introduction

This chapter and the next concern substrate coupling to SLBs, and how this affects domain formation. There are two main justifications for this work:

1. The simulations of Williamson et al. show that AR states are metastable kinetically trapped states on the way to R equilibrium, and they are only stable for microseconds. This would be hard to observe experimentally. However, the AR systems observed in this thesis remain stable at least for hours/days, perhaps due to the presence of a substrate.

2. Now that AR systems have been formed, fluorescence can be used to investigate them. AR states should show three different intensities, and this could be easily tested. Langmuir Blodgett bilayers would also be useful for experiments looking into interleaflet coupling forces and mismatch free energy. Although mica is used for AFM, glass is usually used for optical microscopy, due to its transparency. Do different substrates effect phase behaviour?

Before results are presented, the relevant literature regarding substrate effects will be summarised briefly. A larger bulk of the literature is then discussed in relation to the results presented, at the end of the next chapter.

7.2 Brief Overview of Substrate Coupling in Bilayers

Substrates can affect bilayer properties compared to free-floating systems. Although there is a thin interstitial water layer between the bilayer and the substrate which allows the bilayer to remain fluid, the diffusion has been shown to drop for both mica and glass SLBs compared to free standing GUVs and Black Lipid Membranes (BLMs). Phase separation can also change significantly in SLBs. Phase domains on solid supports can vary in shape and size compared to GUVs, and in particular domains appear to be static in SLBs.
due to an interaction with the surface. Domains in GUVs however can collide and coalesce to form larger domains, driven by the reduction in free energy due to the hydrophobic mismatch at the boundary between phases.

Issues arise when comparing results between different surface sensitive techniques due to the different substrates used. As an experimental group using different techniques and different substrates, it is vital to understand the effects the different substrates are having. This will enable comparison of SLBs between different surface-sensitive instruments and with free-floating vesicles.

Phase behaviour has been well characterised on mica, to give information on domains such as size, height and dynamics. This is demonstrated in literature but also in the first three results chapters of this thesis (Chapter 4, Chapter 5 and Chapter 6). However, reports of phase separation on glass are scarce. Domains have been observed on glass from Langmuir-Blodgett Deposition, where the domains are already present at the liquid-air interface before deposition, and in phase separated GUVs ruptured onto glass. However, these domains do not re-form upon temperature cycling. In the literature there are only a few studies showing domains forming on glass via vesicle fusion, where the domains would have to nucleate and grow from a single homogenous phase on the substrate. This is remarkable considering the ubiquitous use of glass in optical microscopy, and the hundreds if not thousands of papers showing phase separation in free-floating GUVs, and in SLBs on mica.

Strategies to decouple the bilayer from the substrate include the use of multibilayer stacks, as used in scattering experiments, tethering of a free floating bilayer to a surface, or supporting the bilayer on a hydrated polymer cushion. Whilst these methods can be effective, they increase the complexity of the sample preparation, and are only suitable for certain techniques, for example AFM and fluorescence microscopy require a single bilayer.
In this chapter and the next, phase separated bilayers are formed on different substrates (mica, glass and PDMS), to characterise how phase separation is affected by substrate interactions.

### 7.3 Phase Separation is Different on Mica and Glass

DPPC/DOPC (60:40)+TR-DHPE SLBs were prepared on both freshly cleaved mica, and on a Piranha and UV Ozone cleaned glass substrate. This mixture was chosen, by examining the phase diagram of DPPC/DOPC and trying to form mixtures with a high percentage of nucleated domains. The Fluorescence Microscopy images on mica show clear gel-liquid phase separation, with the fractal domain morphology matching closely to DPPC/DOPC domains in literature. The TR-DHPE dye associates preferentially with the fluid phase lipids (bright areas) and is excluded from the tightly packed gel domains (dark areas) (Figure 7.1A). AFM images show the

![Figure 7.1 DPPC/DOPC (60:40) SLBs imaged with AFM (B,D,F,H) and DPPC/DOPC (60:40) + 0.5%TR SLBs imaged with fluorescence (A,C,E,G). A,B,E,F are on mica and C,D,G,H are on glass. The AFM images on glass are representative examples from a heterogeneous surface, heterogeneity highlighted in Figure 7.7. The XY scales are indicated on all images with a scale bar. The Z range of all the AFM images is 4 nm. The cooling rates from incubation temperature to room temperature are shown on the left-hand side and apply to the whole row. Standard Errors for cooling rates = 0.080±0.008 °C/Min (N=4), 0.25±0.02 °C/min (N=3). A-H are 8 separate experiments i.e. A and B are not the same sample, but the same lipid mixture incubated similarly for two different techniques.](image)
same gel phase domain morphology (Figure 7.1B). The two sets of domains, formed separately for different techniques but with the same incubation conditions, have a similar average radius (Table 7.1). Details on radius calculation are shown in Figure 3.5 (Methods Chapter). Figure 7.2 shows AFM and Fluorescence images of the same bilayer area, proving that the domains observed by the two techniques are the same.

When the same DPPC/DOPC (60:40) lipid mixture was identically incubated on a glass substrate, fluorescence images showed no clear phase separation (Figure 7.1C). FRAP bleaching and recovery confirmed that freely diffusing bilayers had formed. Imaging with AFM enabled a much higher resolution and confirmed that domains had formed on the glass substrate but were below the diffraction limit of the fluorescence microscope. The domains formed on glass (Figure 7.1D) have a significantly smaller length scale and show rough domain boundaries, compared to the larger domains with smoother boundaries and fractal morphologies on mica.

Figure 7.2 DPPC/DOPC (60:40) SLBs on mica, imaged using both fluorescence (A and B) and AFM (C) on the same area using a combined AFM/Fluorescence microscope. B is a separate image from A taken at a higher magnification. B and C are the same area as the black box in A. Z Scale of C is 3.5 nm. The white specks in the images correspond to lipid vesicles and aggregates stuck to the bilayer surface. The two different populations of domain size present in these images (large 20um domains and small 5um domains) demonstrates the effects of a non-controlled faster cool on domain formation. Domains nucleate and grow large but as the solution becomes super-saturated smaller domains crash out.
<table>
<thead>
<tr>
<th>Substrate</th>
<th>Cooling Rate (°C/min)</th>
<th>Domain Radius (AFM)</th>
<th>Domain Radius (Fluorescence)</th>
<th>Correlation Length (AFM)</th>
<th>Correlation Length (Fluorescence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mica</td>
<td>0.25±0.02</td>
<td>5.3±0.2 µm</td>
<td>4.57±0.04 µm</td>
<td>2.26±0.4 µm</td>
<td>3.2±0.2 µm</td>
</tr>
<tr>
<td>Mica</td>
<td>0.080±0.008</td>
<td>8±1 µm</td>
<td>8.9±0.2 µm</td>
<td>3.31±0.09 µm</td>
<td>7.3±0.1 µm</td>
</tr>
<tr>
<td>Glass</td>
<td>0.25±0.02</td>
<td>Domains connected so analysis fails</td>
<td>Resolution too low</td>
<td>74±5 nm</td>
<td>Resolution too low</td>
</tr>
<tr>
<td>Glass</td>
<td>0.080±0.008</td>
<td>Domains connected so analysis fails</td>
<td>Resolution too low</td>
<td>65±7 nm</td>
<td>Resolution too low</td>
</tr>
</tbody>
</table>

Table 7.1 Domain Sizes and Correlation Lengths for Mica and Glass bilayers at different cooling rates. Domain fitting and correlation length methods can be found in Methods Section

It should be highlighted how extreme the contrast in length scales between the domains formed on glass and mica are. This is shown both by AFM images with the same X,Y and Z scales in Figure 7.3, but also using correlation length analysis. The partially interconnected morphology of the domains on glass meant that fitting the domains to ellipses, as was done for the micron size domains on mica, was impossible. Correlation length analysis has been used previously to measure the length scales of critically fluctuating bilayer mixtures.\textsuperscript{43,126} When a two phase bilayer image is converted to a binary black and white image, the correlation length is a radially averaged quantitative measure of the length scale between black and white pixels i.e. the two different phases. The average AFM image correlation length of domains on glass was 74±5 nm, but almost 2 orders of magnitude larger for domains on mica at 2.26±0.4 µm. (Table 7.1).
Visualising the nanoscale domains on glass optically is challenging due to the diffraction limited optics. At high magnification the fluorescence images of bilayers on glass show a fine speckled structure (Figure 7.4C). Even though the correlation length of the domains is only 74±5 nm, there is a heterogeneity in domain sizes and also aggregation of domains. This results in features that are just on the resolution threshold. An AFM image (Figure 7.4A) of the same size as the optical image was converted to greyscale so the domains have the same intensity as gel domains depleted of dye in the fluorescence, and the background fluid phase appears light grey like the domains enriched in dye in the fluorescence. The AFM image was then processed using a Gaussian filter of 500 nm, recreating the diffraction limiting effects of the optical microscope, governed by the of the wavelength of light used to image, and the numerical aperture of the lens, and the imaging medium. The result of this AFM image processing is shown in Figure 7.4B, and as can be seen the observable pattern made by domains is similar to the optical image (bearing in mind they are not the exact same area and the domains on the surface are heterogeneous). This shows that although the fluorescence images appear to show no domains but just a speckled pattern, the nanoscale domain images by AFM run through an optical resolution mimicking process show a similar pattern.

Figure 7.3 DPPC/DOPC (60:40) SLBs on mica (A) and glass (B), highlighting the discrepancy in size and morphology of domains. X,Y and Z scales of the two images are the same. Z scale is 4 nm. Both A and B were cooled at 0.25±0.02 °C/min.
7.4 Single Lipid Gel Phase Structure is also different on Mica and Glass

In the next section (7.5), experiments are described that look at lipid dynamics to investigate how diffusion might affect domain formation. Interestingly, during these experiments it was noticed that in pure DPPC +16:0 NBD PC bilayers the dye was preferentially segregated during domain growth. This left behind a signature of domains with the same shape as the DPPC domains in the mixed DPPC/DOPC system (Figure 7.5). We attribute the structure to exclusion of the sterically bulky head-group fluorophore, as the DPPC crystallises. Pure DPPC bilayers with a different dye, TR-DHPE, show similar behaviour (Figure 7.5). The much bulkier Texas Red group however is excluded from the crystallising DPPC even more vigorously, leading to a much more concentrated and thin boundary around the nucleated domains and not a gradient, and the final liquid phase to freeze contains all of the TR-DHPE.

Above the T\textsubscript{m}, DPPC is in the fluid phase and mixes with the dye molecules, shown by a homogenous phase (Figure 7.6). As the bilayer cools through DPPC’s T\textsubscript{m} (40-41 °C), pure DPPC crystallises excluding the DPPC molecules containing the fluorophore. Sufficiently below the T\textsubscript{m} and at room temperature
all the molecules are crystallised, as the dyes have the same PC chains. This leaves the original nucleated domains of pure DPPC surrounded by an increasing gradient of dye, with the final remnants to freeze containing the highest concentration of dye.

When DPPC +16:0 NBD PC and DPPC +TR-DHPE were formed on glass, no structure was observed optically (Figure 7.5). Even the fluid phase TR-DHPE...
dye that was significantly excluded from pure DPPC on mica, does not show any separation on glass optically. Just like for the phase separated systems, the glass substrate is hindering the growth of lipid structures compared to mica. There have not been many studies showing a pure lipid bilayer excluding a lipid dye, perhaps due to the ubiquitous use of glass, where the exclusion might not be noticed due to the sub diffraction limited structures. However similar gel-like structures of cationic lipids excluding dyes were observed by McKienan et al. which they attribute to a coexisting tilted lipid phase, and Crane et al. note the exclusion of dyes from the gel phase during compression in a Langmuir Trough.

7.5 Difference in Phase Separation between Mica and Glass is not due to Molecular Diffusion Rate

To understand the factors affecting domain sizes on the different substrates, we investigated lipid dynamics on glass and mica. Fluorescence Recovery after Photobleaching (FRAP) was performed on DOPC + 0.5mol% TR-DHPE bilayers. The diffusion coefficients on mica (0.96±0.04 \( \mu \text{m}^2/\text{s} \)) and glass (1.02±0.04 \( \mu \text{m}^2/\text{s} \)) were remarkably similar. The diffusion coefficients of DPPC + 0.5mol% 16:0 NBD PE above its \( T_m \) on mica (2.1±0.1 \( \mu \text{m}^2/\text{s} \)) and glass (2.1±0.3 \( \mu \text{m}^2/\text{s} \)) were also the same.
The diffusion values match with literature values from different techniques, which vary between 0.5-5.0 µm²/s for fluid lipid systems.^{29,36,120,128} Fluorescence Correlation Spectroscopy (FCS) experiments have also found that DOPC diffusion is the same on glass and mica, all other experimental parameters being identical.^{36} Harb et al. find DPPC FRAP diffusion on glass and mica to be the same when high ionic strength buffers are used, but it is faster on glass when ionic strength is low.^{129} These two studies vary in bilayer deposition technique, the first using Vesicle Fusion (such as in this study), the second using Langmuir Blodgett Deposition, and this can potentially affect bilayer properties. Langmuir-Blodgett Bilayers are formed by pulling a substrate though a monolayer at the air-water interface to deposit a monolayer, and then a second time to create a bilayer. Also, the different ionic strengths of buffers used clearly affect bilayer-substrate interactions. Diffusion values can vary significantly for different lipid types and on other surfaces than mica or glass. Studies often use different dyes, different buffers, different techniques, different substrate manufacturers and different bilayer deposition methods, so these must be considered when comparing results. Seu et al. also show how the preparation procedure and etch time of glass can have a big effect on the diffusion of DOPC by FRAP.^{38} As long as the methods used within an experimental group’s own experiments are consistent, this allows comparison between those experiments. For the experiments presented in this thesis, where the same lipid, dye, buffer, deposition technique, equipment and analysis methods are used, the molecular diffusion is not affected by the different substrates, so cannot be affecting the growth of different size domains.

As the FRAP data shows that overall lipid diffusion is not hindered on glass, we attempted to produce larger domains by using slower cooling rates, giving more time for phase growth following nucleation. This would give information on whether domain motion is being hindered by the surface, despite lipid diffusion being similar. Decreasing the cooling rate through the miscibility transition temperature (T_m) has been shown to increase the size of domains formed on mica.^{44,101} Moving through T_m more slowly, allows more time for lipids to diffuse towards and attach to an expanding nucleating domain, creating larger domains with larger area to perimeter ratios and thus lowering
the free energy due to hydrophobic mismatch between phases. A faster quench through the \( T_m \) however, means there is less time for lipids to diffuse and they are kinetically trapped into many smaller nucleated domains. As expected, when the cooling rate from incubation temperature (50 °C) down to room temperature was slowed from 0.25±0.02 °C/min to 0.080±0.008 °C/min, the size of the gel domains on mica increased both in AFM and Fluorescence experiments (Figure 7.1A to E and B to F, and Table 7.1). The correlation length of domains on mica was shown to increase by 46% as cooling rate was slowed, matching closely to the increase of 51% in domain size fitting, showing that correlation length is a good quantitative indicator of length scale. Importantly, the average correlation length on glass does not increase as the cooling rate is increased. The images in Figure 7.1 are example images, Figure 7.7 highlights the heterogeneity of different substrate areas. The correlation length averaged across repeat images produces similar values for both cooling rates. Even though there is more time for molecular lipid diffusion, larger domains do not form. The glass substrate is the limiting factor hindering the formation of larger domains.
7.6 Molecular Ordering is affected by Different Substrates

Next, it was investigated if the substrates were having an effect on the molecular ordering of the lipids. An experiment was designed to determine the transition temperature \( T_m \) of a DPPC bilayer on both glass and mica (similar to methods used in literature\(^{37,130}\)), as \( T_m \) gives a quantitative measure of molecular ordering in a bilayer. DPPC was chosen instead of DPPC/DOPC (60:40) due to the sharper co-operative melting transition of pure lipids. The \( T_m \) value is just above room temperature, making it easy to observe.

The \( T_m \) of free-floating DPPC MLVs was characterised first using DSC (Figure 7.8A). DPPC shows a sharp melting point at 41.72±0.05 °C and sharp freezing point at 39.73±0.02 °C, with a 1.5 °C/min ramp rate. These values match to DPPC values from literature for MLVs and LUVs, where the dependence of heating and cooling rates on \( T_m \) offset is also observed.\(^{30,131,132}\) DSC instruments have a finite capacity to transfer heat from heat source to the sample or vice versa, and if the heat required for a thermotropic transition

![Figure 7.8 Transition Temperature Determination for DPPC with DSC and temperature FRAP studies. A) DSC of DPPC MLVs showing the change in Differential Power/Heat Capacity with heating and Cooling. The peaks correspond to the gel-liquid transition temperature of the lipid (Heating cycle shows a pre-transition (?) and a sharp peak at 41.65 (this image) and 41.72±0.05 (Average, N =5). Cooling cycle shows a transition at 39.75 (this image) and 39.73±0.02 (Average, N=3) B) Calculated Diffusion coefficients (D) at each temperature for mica and glass, plotted against temperature. For Mica 4 repeat runs are plotted, for glass 5 repeat runs. Data fitted to a Boltzmann sigmoid, \( T_m \) value taken as midpoint of sigmoid. \( T_m \) values are averages of all repeats](image)
exceeds this, the measured temperature will lag behind. On the heating scan the $T_m$ is offset to a higher temperature and on the cooling scan the $T_m$ is offset to a lower temperature. Slower cooling rates would reduce these offsets.

A DPPC SLB was formed on mica and cooled from 50 °C down to room temperature through $T_m$, performing FRAP at regular intervals (Figure 7.9A-C). Above $T_m$ the bleached FRAP area recovered as it was in a fluid phase and could freely diffuse. Below $T_m$ the bleached spot did not recover or recovered very slowly, indicative of a gel phase. Fitting the exponential recoveries allowed diffusion coefficients (D) to be calculated, which could then be plotted against temperature. A sigmoidal fit of this data revealed where the transition occurred (taken as the midpoint of the curve). The transition temperature determined by this method for mica was 40.2±0.3 °C (N=4). This value is close to the cooling scan DSC value for MLVs, 39.73±0.02 °C. The cooling rate for the FRAP Fluid Cell (0.6 °C/min) was slower than the DSC (1.5 °C/min), thus the measured $T_m$ from the FRAP is less offset towards lower temperatures. Other FRAP with temperature studies also show DPPC’s $T_m$ on mica to be similar to free-floating MLVs. Some AFM studies report a similar $T_m$, but others report an increase of a few degrees.

The $T_m$ determined by FRAP on glass was 38.6±0.2 (N=5). This is shown in Figure 7.9D-F. There is a small but significant drop in $T_m$ of 1.6 °C from mica, 40.2±0.3 °C (N=4), to glass. This implies a slight disordering of the lipid molecules within the bilayer on glass compared to mica. The second bilayer in DPPC double supported bilayers has been shown to have a 1.4 °C higher $T_m$ than single bilayer SLBs on glass, more evidence that $T_m$ is reduced slightly by proximity to the glass surface. A reduction of 2 °C in the $T_m$ of DPPC supported on glass-like Silica beads compared to MLVs has also been observed.

The method used could be improved by controlling the temperature of the bilayer instead of allowing it to cool ambiently. This could be achieved by flowing water through the bilayer flow cell using a pump and a water bath at controlled temperatures. This would enable smaller temperature increments
Figure 7.9 FRAP on DPPC + 0.5mol% NBD bilayer on mica (A,B,C) and glass (D,E,F) as the bilayer cools. A+D are fluorescence Images at 3s and 33s after photobleach as the bilayer cools. Temperature is indicated above images. B and E are Fluorescence recovery over time at each temperature with exponential recovery fit. C and F are calculated Diffusion coefficients (D) plotted against temperature. Data fitted to a Boltzmann sigmoid. Averages across data shown in this figure and repeat experiments gave $T_m$ on glass 38.6±0.2 (N=5) and $T_m$ on mica 40.2±0.3 °C (N=4).
meant the temperature was not decreasing during the FRAP measurements. The chemical nature of the surfaces may be influencing domain formation and bilayer order. The contact angle is a measure of the hydrophilicity of the surface and the density of hydrophilic functional groups i.e. hydroxyl groups. Hydrophilic surfaces have contact angles close to 0°, hydrophobic surfaces approaching 90-110°. The contact angle of mica was measured to be 3.0±0.2° after cleavage and glass to be 4.8±0.4° after Piranha and UV ozone cleaning. There is little difference, both surfaces are hydrophilic before the vesicles are deposited and the bilayer is formed. This is unlikely to be having any effect on ordering or dynamics. We also show using contact angle how successive cleaning treatments are needed to form the most hydrophilic glass possible for bilayer formation. (Table 7.2).

<table>
<thead>
<tr>
<th>Washing Steps</th>
<th>No wash</th>
<th>Water Rinse</th>
<th>Decon Rinse</th>
<th>Decon +Piranha</th>
<th>Decon +Piranha +UV Ozone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Contact Angle</td>
<td>83±2</td>
<td>56±2</td>
<td>36±1</td>
<td>17±2</td>
<td>4.8±0.4</td>
</tr>
</tbody>
</table>

Table 7.2 Contact Angle Measurements of glass cover slips after successive cleaning steps. *N=9 for all (3 repeats on 3 different glass cover slips)*

### 7.7 Substrate Roughness is linked to Domain Size

AFM images were used to measure the physical roughness of mica and glass, to see if roughness could be affecting domain formation and bilayer ordering. The $R_a$ roughness of glass (0.148±0.004 nm) after piranha cleaning and UV ozone cleaning is over 4 times rougher than the mica (0.029±0.002 nm) after cleavage (Figure 7.10A+B). These values match closely to previous AFM roughness measurements of mica,$^{39,128}$ and piranha cleaned glass.$^{38}$ Power
density spectra, which show the power of different length scale fluctuations, are shown for the 3D surface topography AFM images of glass and mica. The spectra show that the roughness is larger on glass than mica across all length scales (Figure 7.10C).

As such a significant difference in domain size and morphology is seen on the rougher glass compared to the smoother mica, we developed a method for investigating the effect of roughness by introducing a defined and controllable degree of roughness to the mica substrate. Mica was treated using Hydrofluoric Acid (HF) to form 1 nm deep etch pits (Figure 7.11A). The etched mica used has an order of magnitude larger $R_a$ roughness than freshly cleaved mica, from 0.029±0.002 nm to 0.26±0.01 nm. Forming DPPC/DOPC (60:40) bilayers on etched mica produced much smaller domains than on flat mica (Figure 7.11B), with morphologies and correlation lengths (57 nm) much
closer to the domains on glass. The roughness is higher than glass, but proves that as the surface is roughened, large scale domain formation is hindered.

7.8 Glass as a substrate for bilayer formation

Although glass is used ubiquitously for optical imaging purposes, in many ways it is not ideally suited for reproducibly forming bilayers. Glass requires extensive cleaning in harsh chemicals to render it clean enough and hydrophilic enough to support lipid bilayers, and after this treatment the surface is still molecularly rough and heterogeneous. Mica in comparison, can be cleaved in a matter of seconds using tape/tweezers/scalpel, leaving a

Figure 7.12 Variability and Nanoholes on glass substrates A) From reference187 B) From reference39 C) and D) Different glass slides showing different distributions of nanoholes. Z Scale of a is 4nm, Z scale of b is 12 nm, Z scales for c and D are 3 nm. All images are 1 um².
clean, hydrophilic and atomically flat surface. Mica is commonly used as an AFM substrate but can be used optically, if the mica is cleaved thinly and a suitable working distance objective is chosen. This is shown by the results presented here and also in literature,$^{37,128}$ but mica is still less common than glass for microscopy.

Glass samples from different manufacturers can vary significantly in terms of surface structure (Figure 7.12), one of the reasons why a harsh chemical etch is so necessary. The glass used in this study shows nanoscale hole defects (Figure 7.13), observed but not thoroughly discussed in other literature reports (Figure 7.12).$^{39,135,136}$ The frequency and size of the holes is not consistent. No further analysis of these holes was performed, but the images are included to highlight the variability and defects in glass surfaces. The nanoholes can also be observed through a SLB (Figure 7.13 B+C), although further work is needed to investigate how the nanoholes affect phase separation.

7.9 Formation of Optically Visible Domains on Glass

As shown in Figure 7.1, domains on glass that are beyond the resolution of traditional microscopy are clearly visible using AFM. This is likely why there is a disproportionate number of publications researching phase separating systems on glass, compared for example to the ubiquitous phase separation in GUVs and SLBs on mica. It has likely been tried by many researchers who
have assumed that no domains have formed and thus not published, when in fact the domains were likely forming but were not observed by lower resolution techniques. Only one paper shows similar nanoscale domains on glass as in this study. Using DPPC/DPhPC/Chol SLBs they observed distinct micron scale liquid-liquid (L$_o$-L$_d$) domains on mica using fluorescence. DPhPC (1,2-diphytanoyl-sn-glyero-2phosphocholine, 4ME 16:0PC) is used as an equivalent to an unsaturated lipid to avoid photo degradation of the susceptible double bonds. Despite having saturated chain, the four methyl groups on each tail chain, disrupt the chain packing and form a fluid phase. The same lipid system on glass however only showed unclear phase separation, not fully resolvable due to the diffraction limit. Experiments using STED and STED-FCS, enabling super resolution, showed the presence of nanoscale domains ranging from 40-300 nm with an average of 90 nm. The study complements the finding in this thesis, by showing that the nanoscale domains formed on glass occur for liquid-liquid phase separating systems as well as gel-liquid systems. It should be noted that highlighting the difference in phase separation on different substrates was not the focus of their research. They had developed and were testing a new far-red emitting fluorescent dye that preferentially partitions into the L$_o$ phase. They used this dye to observe phase separation in L$_o$-L$_d$ bilayers and measure diffusion using FCS.

Seu et al. and Burns et al. show domains on glass with DPPC/DOPC and DPPC/DOPC/Chol systems respectively that do not match with any domains we have observed in similar systems, or with domains observed by Honigmann et al. The reason for this discrepancy is unknown, however it is telling that these are the only two papers showing phase separated domains on glass (with the exception of Honigmann et al.) and that they have never been reproduced in the literature in over ten years since their publications.

Based on examples in the literature, silicon substrates with roughness values matching those of glass, seem to also hinder the formation of phase separating systems of phospholipid/glycolipid and phospholipid/protein, compared to the same systems on mica. Reports of domains on silicon substrates in the literature are also rare, like on glass.
Visible domains have been observed in GUVs deposited onto glass substrates, if domains were already present in the GUVs before deposition.\textsuperscript{40,45,118} These domains do not reform when the temperature is increased above $T_m$ and then cooled down again,\textsuperscript{40,45} but a ‘speckle’ pattern is observed.\textsuperscript{40} From the AFM studies of bilayers on glass in this thesis, these results can be explained. Pre-formed micron size domains in GUVs are not hindered in growth by the substrate as they have already formed. Once raised sufficiently above the miscibility transition temperature the lipids are mixed homogenously. When the lipids are cooled and become immiscible again, the presence of the glass surface hinders the growth of domains and results in a ‘speckle’ pattern of domains just below the optical resolution, like observed optically in Figure 7.4. Similarly to GUVs, Langmuir-Blodgett/Langmuir Schaefer bilayers formed on glass show phase separation, provided there was phase separation in the initial monolayers before deposition.\textsuperscript{40,53} Again when the temperature is cycled these domains do not re-form but a ‘speckle’ pattern is observed.\textsuperscript{40}

\subsection*{7.10 Summary}

Nanoscale domains have been shown to form on glass, in lipid mixtures that form micron scale domains on mica and in GUVs. These domains have likely only been observed once before, despite the 100s if not 1000s of studies on phase separated lipid systems and of lipid bilayers on glass, due to the domains being below the resolution of diffraction limited optics. Molecular diffusion is not affected by the different surfaces, but instead it is likely hydrodynamic flow of groups of lipids and domains that is hindered on glass, preventing formation of micron scale domains. This is discussed in much more detail at the end of the next chapter, after reporting the effects of PDMS substrates on domain formation. There is a link between the micron scale domains formed on molecular smooth mica and the hindered domain formation on rough glass, as well as the hindered domain formation on mica roughened on the nanoscale. The effect of roughness on domain formation is further discussed at the end of the next chapter. There is a more thorough discussion of the results in this and the next chapter, and how they are related
to literature. There is also discussion regarding the potential mechanisms by which domain formation is hindered.

Although the effects of substrates on bilayer properties may only seem relevant in terms of understanding the limitations of a surface sensitive technique, which needs a substrate, there is a more important biological relevance too. The plasma membrane is not free floating but sits between the cytoskeleton and extracellular matrix polymer networks. With this in mind, supported bilayer systems may be more biologically relevant than free floating systems, with properties that better model the plasma membrane. In fact, substrates formed from polymers could be used to replicate the cytoskeleton and extracellular matrix, and design artificial membranes that more closely mimic in vivo membranes.
8.1 Introduction

A longer term aim of this project was to investigate how asymmetry and curvature are linked in lipid bilayers. Curvature is responsible for many in vivo processes such as controlling cell and organelle shape, vesicle and protein tethering, protein sorting and enzyme activation. Curvature can be induced by changes in lipid composition, lipid asymmetry, conical shaped transmembrane proteins, insertion of hydrophobic protein motifs, peripheral protein scaffolding and cytoskeleton scaffolding. It has been shown in model systems how L<sub>d</sub> domains in L<sub>α</sub>-L<sub>d</sub> systems align with areas of high curvature in supported double bilayers systems and in GUVs. The bending modulus of the L<sub>d</sub> phase is much lower than the L<sub>α</sub> phase, resulting in a lower free energy when the L<sub>d</sub> domains align with high curvature.

It is not fully understood, however, how asymmetric bilayers would behave on curved surfaces. Would the high curvature areas remain symmetric in terms of domains, or would an AR state reduce the free energy? Could lipids be used with different positive and negative intrinsic curvatures, to design asymmetric systems where the localisation of AR is controllable? Over time, would the flip-flop of lipids between leaflets alter the asymmetry to reduce the free energy on the curved surface? These questions could be investigated by forming the AR bilayers formed on mica in this thesis, but on curved substrates. Langmuir-Blodgett Deposition could also potentially be used to make bilayers with forced asymmetry on curved substrates.

In order to investigate asymmetry and curvature, a topographically patterned substrate with controllable curvature is required upon which to form curved SLBs. PDMS (polydimethylsiloxane) is an optically clear polymer that is easy and fast to fabricate into a wide array of microscale and nanoscale patterns. PDMS has emerged as a versatile substrate for investigating bilayers because the surface can be easily patterned, mechanically deformed, and
PDMS was chosen to form curved substrates to investigate how asymmetry and curvature are linked. It will also be interesting, in light of the hindered domain formation on glass findings in the previous chapter, to observe how other substrates affect domain growth.

Before results are presented, the literature regarding the use of PDMS as a bilayer substrate will be summarised briefly.

### 8.2 Overview of PDMS as a Substrate for Supported Lipids Bilayers

Hovis and Boxer first demonstrated lipid self-assembly on PDMS, with hydrophobic PDMS surfaces supporting monolayers and plasma oxidised hydrophilic PDMS surfaces supporting bilayers.\textsuperscript{143,144} Oxidising the surface of PDMS using oxygen plasma, UV Ozone or chemical treatment, results in chemical and structural changes at the surface of PDMS. PDMS has a silicone backbone with methyl sidechains, [Si-O(CH\textsubscript{3})\textsubscript{2}]\textsubscript{n}. X-ray Photoelectron Spectroscopy (XPS) shows that after oxidation there is a decrease in carbon content, an increase in oxygen content, and silicon content remains similar.\textsuperscript{146–148} There is also an increase in the number of Si-O bonds, with Silicon bonded to 3 or 4 oxygens instead of 2 as in unoxidised PDMS.\textsuperscript{146,148,149} Volatile low molecular weight carbon compounds are lost to the atmosphere, while oxidative cross-links result in the SiO(CH\textsubscript{3})\textsubscript{2} surface structure being replaced by a crosslinked silica network (SiO\textsubscript{x}). Silanol groups, Si-OH, at the surface result in a hydrophilic surface suitable for bilayer formation.

PDMS can be used for patterning bilayer arrays in chosen geometries. Oxidised PDMS stamps brought into contact with lipid bilayers results in the transfer of the bilayer to the stamp, that can then be printed onto a fresh surface.\textsuperscript{143,144} PDMS is also being utilised to enable the mechanical stresses in cells to be mimicked.\textsuperscript{150} The cell membrane is not isolated but sits between the actin cytoskeleton and the extracellular matrix, both elastic and dynamic polymer networks. This can be far more accurately modelled using PDMS compared to mica, glass or silicon substrates. Using flexible PDMS to controllably stretch and compress lipid bilayers, they have been shown to accommodate the strain by sliding, fusing with adhered vesicles and reversibly
opening pores.\textsuperscript{145,150} Bilayers can also accommodate compression by forming membrane tubules/protrusions.\textsuperscript{145,150}

\subsection*{8.3 Curved PDMS}

A novel device (Figure 3.1) was developed to stretch PDMS, oxidise the surface and then controllably release the strain to form a curved wrinkled surface.\textsuperscript{91–94} When the PDMS surface is oxidised, a brittle silica $\text{SiO}_x$ layer is formed between 8-150 nm thick, dependent on oxidation method and conditions.\textsuperscript{147–149} There is a modulus difference between the silica layer and the bulk PDMS below. If the PDMS is pre-strained before oxygen plasma exposure, when released post-oxidation the difference in moduli between the glassy surface and the elastic bulk causes nanoscale periodic sinusoidal wrinkles to spontaneously form on the surface, so long as a critical strain is overcome. This strain must also be below 200\% as this is the breaking point of the PDMS. The inelastic surface layer cannot contract in conjunction with the underlying elastic bulk and so the excess surface area is compensated by the introduction of the surface waves. The wavelength and height of the

![AFM images showing curved PDMS](image)

\textbf{Figure 8.1} AFM images showing curved PDMS A) An example AFM image of wrinkled PDMS formed with 15\% pre-Strain and Oxygen Plasma for 25 min, inset is height line profile of the white line on the image B) Wrinkle wavelength and height as a function of oxygen plasma exposure time C) Wrinkle wavelength and height as a function of pre-strain (\%) – For B and C a linear fit is provided as a guide to the eye. D) An example AFM image of a Sphingomyelin/DOPC (60:40) bilayer on wrinkled PDMS. E) Force curve on D showing the characteristic rupture of a lipid bilayer.
wrinkles can be controlled by changing the amount of excess surface via two methods: i) the pre-strain (%) applied to the PDMS before plasma exposure, and ii) the depth of the inelastic layer by varying the oxygen plasma exposure time. Strain release rate can also influence the surface waves, but in this study it was not possible to dial in a rate, and so this was controlled slowly by hand, in turning a micrometer screw.

The relationships between the experimental conditions and PDMS surface structure is described in the graphs in Figure 8.1. Wavelength and height followed a linear relationship with plasma exposure, i.e. both increasing relative to the surface layer thickness, up to a maximum wavelength of 5 µm and height of 1 µm. The ratio between wavelength and peak height was more controlled by the amount of pre-strain applied and using both factors the dimension of the surface waves could easily be controlled. Whilst this was undoubtedly a success, the smallest wavelengths achieved were on the order of 500 nm, with heights of around 50 nm which might not have had sufficient curvature to observe bilayer curvature effects. However, bilayers were successfully formed on the curved PDMS shown by the characteristic bilayer break-through using AFM force spectroscopy (Figure 8.1E).

8.4 Phase Separation on PDMS

Despite literature reports of phase separation being observed in double bilayers on curved PDMS, and GUVs ruptured on curved PDMS, large scale phase separation was not observed in SLBs directly on PDMS, for mixtures that are well known to phase separate in GUVs and in SLBs on mica. Figure 8.2G shows a fluorescence microscopy image of a DPPC/DOPC (60:40) SLB incubated on flat PDMS and there is no observable phase separation, much like on glass. The only examples of phase separation directly on PDMS are from ruptured GUVs with phases already present before rupturing, and potentially on curved PDMS after dynamic buckling once the bilayer has formed. In this last case, there are no observable phases before this dynamic buckling and there are no publications showing phases from vesicle rupture on PDMS, despite this being common on mica. This is a curiosity considering how many published studies have looked at phase
separating systems in other model systems, and how common it has become to use PDMS as a bilayer substrate. PDMS is well studied in the literature and is being used and tested for many bilayer applications. It is therefore vital to understand the way it is affecting bilayer properties, specifically phase separation.

8.5 Phase Separation on PDMS shown by AFM

DPPC/DOPC (60:40) bilayers were prepared on plasma oxidised PDMS and nanoscale gel domains were observed using AFM (Figure 8.2). These domains however are not observable when imaged using fluorescent microscopy, as they are below the diffraction limit. The nanoscale domains on PDMS are in stark contrast to the micron scale domains on mica, but are similar to the domains observed on glass (as detailed in the previous chapter),

![AFM images of plasma oxidised PDMS with and without DPPC/DOPC (60:40) bilayers, and comparison to bilayers on Glass and mica.](image)

Figure 8.2 AFM images of plasma oxidised PDMS with and without DPPC/DOPC (60:40) bilayers, and comparison to bilayers on Glass and mica. AFM images of plasma oxidised PDMS with no bilayer, A-5μm, B-15μm. AFM images of plasma oxidised PDMS with a DPPC/DOPC (60:40) bilayer showing nanoscale domains, C-5μm, D-15μm. C and D are not the same substrate areas as A and B, but relative examples. AFM images of piranha and UV ozone cleaned glass with a DPPC/DOPC (60:40) bilayer showing nanoscale domains, comparable to those on PDMS, E-5μm, F-15μm. Fluorescence Microscopy image of plasma oxidised PDMS with a DPPC/DOPC (60:40) bilayer, showing an apparently homogenous bilayer, domains are below the diffraction limit, G-300μm. AFM image of mica with a DPPC/DOPC (60:40) bilayer showing micron scale domains, in contrast to the domains on PDMS and glass, H-40μm.
all using the same lipid mixture and incubation conditions. Patches of bilayer on PDMS confirmed the presence of bilayers, showing an overall bilayer height of 5 nm and a 1.5-2 nm height difference between the gel and fluid phases (Figure 8.3). Force Spectroscopy also confirmed the presence of a bilayer, due to the characteristic bilayer rupture at around 5 nN. Due to the small and partially attached and connected domains on PDMS, it was hard to fit individual domains to obtain a characteristic size. Correlation length was used, as for the nanoscale domains on glass in the previous chapter. The domains on PDMS are around 2 orders of magnitude smaller than the domains on mica (Table 8.1), and show rough corrugated edges compared to the fractal domains on mica. AFM shows clear phase separation on plasma oxidised PDMS surfaces, but the surface is clearly having an effect on the size and morphology of domains, much like on glass.

8.6 Lipid Mobility

To investigate the origins of the change in size and morphology of domains on PDMS, lipid diffusion was investigated. The diffusion of DOPC+ 0.5mol% TR-DHPE measured by FRAP on PDMS (1.04±0.03 μm²/s) was shown to be similar to both mica (0.96±0.04 μm²/s) and glass (1.02±0.04 μm²/s). This shows that molecular diffusion is not hindered on PDMS and so this cannot be affecting the size and morphology of domains. Blachon et al. have shown that increased nanoroughness can effect lipid mobility but this is for etched surfaces with higher roughness values than our substrates, over much larger
Slowing the cooling rate from incubation temperature (50 °C) to room temperature, has been shown to increase the size of domains on mica but not on glass as shown in the previous chapter. The correlation length of domains on mica increases by 46% as the cooling rate is slowed from $0.25\pm0.02$ °C/min to $0.080\pm0.008$ °C/min, (Table 8.1). The correlation length on PDMS does not increase as the cooling rate is reduced, $49\pm7$ nm to $37\pm8$ nm (Table 8.1). In fact it slightly decreases, although the two values are within error. This shows that even though the lipids have more time to diffuse and flow to form larger domains at slower cooling rates, the surface is acting to hinder the formation of large scale domains.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Cooling Rate (°C/min)</th>
<th>Domain Radius (AFM)</th>
<th>Correlation Length (AFM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mica</td>
<td>0.25±0.02</td>
<td>5.3±0.2 µm</td>
<td>2.26±0.4 µm</td>
</tr>
<tr>
<td>Mica</td>
<td>0.080±0.008</td>
<td>8±1 µm</td>
<td>3.31±0.09 µm</td>
</tr>
<tr>
<td>PDMS</td>
<td>0.25±0.02</td>
<td>Domains connected so analysis fails</td>
<td>49±7 nm</td>
</tr>
<tr>
<td>PDMS</td>
<td>0.080±0.008</td>
<td>Domains connected so analysis fails</td>
<td>37±8 nm</td>
</tr>
</tbody>
</table>

Table 8.1 Domain Sizes and Correlation Lengths for DPPC/DOPC(60:40) domains on Mica and PDMS, at different cooling rates from incubation temperature down to room temperature.

8.7 Molecular Ordering of Bilayers on PDMS

To further investigate how the surface is affecting bilayer properties, the lipid transition temperature ($T_m$) on PDMS was measured. As for glass, a DPPC SLB was formed on PDMS and FRAP was performed as the bilayer cooled (Figure 8.4). The FRAP recoveries were fit to exponentials to calculate Diffusion Coefficient (D), plotted against temperature and then fit to a sigmoid to calculate $T_m$. The $T_m$ is lower on PDMS, $38.2\pm0.2$ °C, than for free MLVs measured by DSC, $39.73\pm0.02$ °C. It is also lower than on mica, $40.2\pm0.3$ °C, but similar to glass, $38.6\pm0.2$ °C. The $T_m$ is linked to the intermolecular attractions between lipid molecules and will be lower for a more disordered
system. Based on observations that rough glass surfaces are reflected in more disordered SLBs, it is likely that the surface roughness of PDMS is being reflected in the bilayers thermal transition. Roughness is causing disorder in the bilayer and thus slightly reducing the transition temperature.

8.7.1 Lipid-Coated PDMS microspheres

Another method was attempted to measure the $T_m$ of DPPC on PDMS, this time using DSC, a more traditional and established method for measuring the temperature and enthalpy of thermal transitions. However, the criteria for this
study was that the bilayers must be supported single layers on the PDMS which will inevitably cause sensitivity problems due to the nanogram mass of bilayer on a 1 cm$^2$ surface area. A solution developed was to coat small micro-particles or micro-spheres of the substrate under study to magnify the surface area. For this purpose we created microspheres of PDMS and deposited a bilayer on them using the standard vesicle fusion method. The PDMS microspheres (Figure 8.5A+B) were formed using emulsion polymerisation and were random in size, ranging from the optical limit < 1 µm up to 80 µm. These microspheres were then successfully coated with DPPC+0.5 mol% TR-DHPE bilayers, with excess solution vesicles subsequently removed by gentle centrifugation and replacing the supernatant (Figure 8.5C-D). As far as the author is aware this is the first time single bilayers have been supported on PDMS microspheres, which could find uses in many areas, such as surface force or colloidal probe measurement on biomimetic systems, for molecular recognition measurements involving membrane proteins, and in tribology of biological systems, such as joints and in the mouth.

The lipid-coated microspheres were analysed using DSC to measure the $T_m$. This experiment was run twice, the first time a small peak at 41.8 °C was observed and the second time there was no peak at all. The data was inconclusive and this is probably because the amount of PDMS microspheres was insufficient to register a clear signal in the micro-calorimeter. Based on the observation that the $T_m$ dropped on PDMS compared to free vesicles, it is likely that in the first experiment there were leftover vesicles in the solution that had not been washed away, resulting in the peak at 41.8 °C which

Figure 8.5 Images of PDMS Microspheres with and without DPPC+ 0.5 mol% TR-DHPE bilayer coating. A) In water B) In air C)-E) Coated with DPPC + 0.5 mol% TR-DHPE bilayer. A and B are imaged using white light and C and D using TR fluorescence. All scale bars are 50µm.
matches the peak in MLVs perfectly. For both sets of experiments it is likely that the concentration of the lipid on the particles was too low to be observed in the DSC. Based on the volume of microspheres by eye in the microscopy images and their packing, there was a maximum lipid concentration of 40ug/mL based on full coverage of each sphere. This is 25x more dilute than the 1mg/mL used for measuring pure DPPC, explaining why there was likely no signal. Based on the absence of any peaks in the second run, it is likely that the washing procedure was successful at getting rid of vesicles.

Lipid-coated PDMS microspheres could also have potential uses for high throughput screening against protein targets, similar to lipid bilayers supported on silicon nanoparticles. Bilayers supported on PDMS microspheres may have additional benefits due to the ability to pattern the PDMS microsphere surface, and also to mechanically deform the microspheres.

8.8 Hydrophobic Recovery

The SLBs on PDMS showed disruption over time (Figure 8.6), with bilayer height defects appearing. This was not observed when the same mixture was incubated and imaged on glass or mica. Hovis et al. report seeing patches of bilayers coming off of PDMS SLBs on the hour/day timescale, which were not observed on glass. Faysal et al. also observe large bilayer defects appearing by around 60 hours on PDMS using fluorescence, but not on glass. We see holes appearing after around 6/7 hours, the resolution of AFM enabling us to observe the bilayer patches forming sooner than in the published optical microscopy observations.
It is well-documented than PDMS undergoes hydrophobic recovery over time.\textsuperscript{148,157–159} When oxidised, the SiO(CH$_3$)$_2$ structure is replaced by a cross-linked SiO$_x$ silica structure with silanol groups at the surface, resulting in a hydrophilic substrate. The recovery is due to free unreacted monomers or low molecular weight oligomers in the bulk PDMS diffusing to the PDMS-air interface either through the microporous silica PDMS surface or through cracks in the PDMS surface.\textsuperscript{147,148} This results in hydrophobic SiO(CH$_3$)$_2$ and hydrophilic Si-OH groups being mixed on the nanoscale, as shown by XPS and Chemical Force Microscopy.\textsuperscript{148,160} This is reflected in the gradual hydrophobic recovery as the ratio of hydrophilic silanol to hydrophobic methyl increases, and this recovery can be monitored using contact angle measurements (Figure 8.6H).

Figure 8.6 The effect of PDMS hydrophobic recovery on DPPC/DOPC (60:40) bilayers. A)-F) AFM images of DPPC/DOPC (60:40) bilayers on plasma oxidised PDMS, showing nanoscale domains. The time after the PDMS was oxidised with oxygen plasma is shown above each image. The images show defects appearing over time as the bilayer becomes less mechanically stable. G) shows another example of how PDMS can destabilise the bilayer. H) Graph showing the contact angle recovery of oxidised PDMS over time when stored in water and in air. Exponential fits are included as a guide to the eye. Each experimental point is a separate piece of PDMS stored in water for the specified time, hence explaining the slight variability in contact angle and why it appears to drop at around 20 hours.
Untreated PDMS is hydrophobic with a contact angle of 105±1°, but after oxygen plasma treatment the contact angle drops to around 15°, reflecting the higher proportion of silanol groups at the surface. This is hydrophilic but not as hydrophilic as mica (3.0±0.2°) or glass (4.8±0.4°). Fluid Bilayers have been reported to form up to approximately 30°. Interestingly when the contact angle of PDMS stored in water over time recovers to above 30° at around 3/4 hours (Figure 8.6H). This is close to when the holes start to appear in the bilayers, 4/5 hours. There is a clear link between the bilayer structure and the PDMS surface structure. Lenz et al. have also shown how contact angle of PDMS can be linked to bilayer structure and self-assembly. By varying the extent of oxygen plasma to a PDMS surface they find that contact angles of 109-110° support lipid monolayers, 98-100° show no vesicle adsorption, 60-62° supports unruptured adsorbed vesicles and <20/30° supports bilayers. The fact that they see no lipid self-assembly on intermediate PDMS hydrophilicities matches with our observations that a hydrophobically recovering surface becomes unstable to bilayers with defects appearing.

The hydrophobic recovery of PDMS in water is significantly slower compared to in air (Figure 8.6H), which matches literature observations. The water PDMS recovery in water is closer to the situation where a bilayer is present at the interface than the recovery in air. The reason that hydrophobic residues such as unreacted PDMS monomer or short chain oligomers diffuse to the PDMS-air interface is to reduce the surface tension between the hydrophilic silanol groups and air. The thermodynamic drive for this diffusion and recovery is significantly reduced when the hydrophilic silanol groups are in contact with water. It is also likely that the hydrophobic recovery of PDMS with a bilayer film at the interface with water is slowed further, due to the hydrophobic lipid heads at the oxidised PDMS surface. This could not be tested due to bilayers being ripped from the surface when exposed to air, when taking contact angle measurements.

8.8.1 Attempting to slow down hydrophobic recovery

Next, methods were investigated to try to slow the hydrophobic recovery of PDMS so that bilayers are longer-lived or permanent. For PDMS to be used to look at curvature and how this affects asymmetry, there may be affects that
take place on hour/day timescales, such as lipid flip-flop. Therefore longer lived bilayers on PDMS are essential, if this is to be studied without defects forming in the bilayers. As discussed in the last section, hydrophobic recovery of PDMS is due to unreacted monomers and short chain oligomers diffusing from the bulk PDMS to the surface. Therefore if these monomers are removed then, the hydrophobic recovery should not proceed.

First of all PDMS was soaked in CHCl3 or MeOH for 2 hours, in an attempt to wash out the free monomers. Neither of these washes slowed down the recovery compared to unwashed in air (Figure 8.7). Next a washing method suggested in the literature was attempted. PDMS was sonicated in acetone, then IPA, then ultrapure water. However, the same procedure did not bring about a significant change in recovery. The published data was based on observation of bilayers on PDMS over time using fluorescence. When PDMS was washed using the stated method, the onset of defects (like those seen in Figure 8.6) is slowed compared to unwashed PDMS. However, this does not

![Figure 8.7 Attempting to slow down hydrophobic recovery of PDMS using solvent washes, shown by contact angle measurements with time. Contact angle measurements over time for PDMS 1) washed in Methanol (MeOH) for 2 hours, 2) Washed in Chloroform (CHCl3) for 2 hours and 3) Washed in Acetone/IPA/Water for 30 min each in a sonicator bath. After the washes the samples were stored in air between measurements. The hydrophobic recoveries of PDMS stored in water and air are shown for reference.](image)
necessarily link straight to contact angle recovery, as measured here. The washed PDMS in Figure 8.7 was stored in air not water after oxidation and between measurements. Hydrophobic recovery in water is slower than in air, so perhaps in air the thermodynamic drive to recover is so large that the solvent washes have little effect. Stored in water, the recovery might have in fact been more hindered after the solvent wash compared to in air, however there was not time to perform these experiments.

Overall none of the washes of PDMS slowed down recovery. This may be due to the thickness of PDMS used. When the surface is oxidised with plasma, only a finite layer is oxidised and cross-linked, but it is dependent on power and oxidation time. Therefore the rest is bulk with unreacted monomer that can diffuse to the surface and cause PDMS to recover. The PDMS used for contact angle measurements and washes was approximately 5 mm thick, so there was lots of volume for monomer, and this was likely hard to completely wash out. Lawton et al. show that a thin spin-coated 30 nm piece of PDMS oxidised for 1 min shows drastically reduced recovery.\textsuperscript{161} This is rationalised by considering the fact that a higher percentage of the thickness will be oxidised in a thin film, so there will be less bulk monomer to cause recovery.

Practical difficulties were encountered when trying to measure the contact angle of PDMS stored in water, to mimic bilayer formation conditions. Water drop contact angle measurements require a dry surface, so PDMS had to be dried before measurement. Therefore, during the time to take 3 repeat measurements (form droplet, deposit droplet and take picture), the surface with air will be recovering at a different rate. A better suited method would have been to measure the contact angle of an air droplet in a chamber of water. This would remove the practical constraints on this experiment and ensure that all hydrophobic recovery occurs while PDMS is in contact with water. There was not access to equipment for air-in-water contact angle measurements, and not time in this project for developing this new technique.

\section*{8.9 PDMS Surface Structure and Roughness}

The surface structure and roughness of PDMS were measured from AFM images, to assess the potential impact on bilayer structure and phase
behaviour. Figure 8.2A-D show that the waves and corrugations in the PDMS can also be seen in the bilayer images, showing that the bilayer is mapping to the micron scale surface features of PDMS. When imaging cured PDMS before plasma treatment, there is a honeycomb-like polymer structure with 10-20 nm pores (Figure 8.8). This reflects the porous nature of PDMS, and the origin of its low modulus, being reminiscent of gel or hydrogel structures, such as Agar and Poly-acrylamide used in gel electrophoresis. This surface morphology can also be considered to be extremely high aspect ratio features, with deep holes and sharp protruding side-walls, and it is highly likely that this
surface structure contributes to the hydrophobicity of PDMS, much in the same way as nano-structured surfaces can be designed to be superhydrophobic.

After oxygen plasma treatment this structure disappears, and the surface roughness drops by around an order of magnitude, shown by Ra roughness measurements (2.6±0.9 nm to 0.21±0.01 nm, both over 1µm² images).

A more powerful method for comparing roughness is using power spectra, which show the power of different length scale fluctuations in the 3D topography of a surface, or in other words, the roughness as a function of feature size. This is important because the average $R_a$ value is usually dominated by large wavelength undulations, and might not report on the smaller and potentially more important scales that affect bilayers. The power spectra in Figure 8.8C clearly show that post oxygen plasma, roughness is lower across all length scales measured, 100 nm - 5 µm, compared to pre-oxygen plasma. This matches the $R_a$ roughness measurements but allows characterisation and comparisons of all measured length scales and not the average over the whole image size.

When the PDMS surface is exposed to oxygen plasma, SiO(CH₃)₂ groups are replaced by a silica structure with increased cross-linking Si-O bonds. The disappearance of the honeycomb polymer structure and the drop in roughness is the topographical result of this chemical change in the polymer structure. Hillborg et al. report diffusion of PDMS oligomers through non-cracked PDMS.

![Figure 8.9 AFM images of mica, glass and PDMS substrates with no bilayers. A) Mica after cleavage B) Glass after Piranha and UV Ozone clean C) PDMS after oxygen plasma. $R_a$ roughness values are quoted in the top corner of each image and are averages with standard errors across multiple 5µm images.](image-url)
to cause hydrophobic recovery. It is likely that there is still a microporous structure in the PDMS surface silica layer, otherwise the molecules would not get to the surface and cause the surface to recover. However, the structure is likely at a length scale that is hard to observe.

Despite this reduction in roughness with oxygen plasma treatment (0.21±0.01 nm), the roughness of PDMS is still an order of magnitude higher than mica after cleavage (0.029±0.002 nm), and the same order of magnitude but slightly rougher than glass after Piranha and UV Ozone (0.148±0.004 nm). This can be seen in Figure 8.8C, showing the power spectra of the three surfaces, with PDMS clearly rougher than mica and glass across all length scales. The side by side raw images are shown in Figure 8.9 on the same Z scale, and the differences in roughness are clear to see. The roughness values and power spectra reflect the surface immediately before bilayers are incubated on the substrates.

Relating roughness back to phase behaviour, there is a clear correlation between the micron scale fractal bilayer domains that grow on atomically
smooth mica, and the rough nanoscale domains that form on the molecularly rough PDMS surface. This matches the findings on glass. Mica roughened on the nanoscale, using HF to form 1nm steps, hinders the formation of micron scale phase separation (as shown in the previous chapter). We attempted to render PDMS smoother by casting and curing against mica and silicon, which would then allow us to observe if larger phase separation could occur. The PDMS was actually rougher over the 100 nm - 3 µm scale than the spin-coated PDMS, although it was flatter over >3um (Figure 8.8C). This can be seen in representative images in Figure 8.10, with the surface structure appearing similar for PDMS cast against silicon and mica as for spin-coated, except the micron scale corrugations in spin-coated PDMS. This shows that the limiting factor is the polymer structure of the PDMS formed during the crosslinking/curing process, and despite being able to mould PDMS to different shapes, this is usually on the micron scale and not at the molecular scale. Therefore, it was not possible to investigate phase separation on smoother PDMS, and it is unlikely that it will ever be possible to study phase behaviour directly on PDMS. More permanent solutions to the hydrophobic recovery of PDMS have recently been proposed, for example by coating with hydrophilic PVA and it is possible that this surface could be made smooth enough to allow bilayer deposition and maintain bilayer fluidity.\textsuperscript{162}

\textbf{8.10 Implications for Phase Separation on PDMS Substrates in Published Literature}

Domains have clearly been visualised with AFM on PDMS (Figure 8.2). Despite there being thousands of papers on phase separation in SLBs and many groups working on bilayers on PDMS, it is telling that we can only find a single group, that of Parikh claiming to show phase separation of SLBs on PDMS.\textsuperscript{152,153} They form bilayers with known phase separating mixtures on pre-strained PDMS, which they then release to form wrinkles. This is in a similar fashion to the surface shown in Figure 8.1, but the bilayer is formed prior to the wrinkling. Before wrinkling there are no domains observed optically, matching to our findings. They say that the wrinkling causes a dynamic domain reorganisation, leading to domain formation. The domains
are characterised by an absence of fluorophore, but the domain size and morphologies observed do not match any previously observed (on which the authors comment), or of the domains we have observed on PDMS in this study. Whilst they go to great lengths to prove these domains are $L_0$ phase with complex labelling and binding experiments, we believe what is actually happening is local compression and rarefaction of the lipid bilayer. It is unable to flow on the PDMS surface and therefore holes open up in the low bilayer density areas, which also explains the correspondence with their pattern direction. With this one exception, we have found no other literature showing domain formation on PDMS. It is likely that the nanoscale domains that form on PDMS have not been observed because they are below the diffraction limit of the optical fluorescence techniques used so commonly in bilayer studies. Many researchers have likely attempted to form phase separating bilayers on PDMS but have been unable to observe them without specifically looking for them with high resolution techniques such as AFM.

There is one study that uses PDMS to investigate how phase separated domains align on curved substrates, but for this they used a double bilayer.\textsuperscript{141} The decoupling from the substrate cited as the reason for double bilayers, was perhaps in part due to initial experiments where no phase separation was observed in a single SLB of a known phase separating composition. Reproducible production of double bilayers is extremely difficult to achieve, and seemingly limited to particular lipid systems, so is not universally applicable as a method of studying lipids on PDMS.

Finally, a recent paper from the group of Staykova investigates the effect of PDMS expansion and contraction upon a supported bilayer.\textsuperscript{145} They do so on both PDMS which is only mildly treated with plasma and somewhat hydrophobic (water contact angle 35-60°), and on hydrophilic PDMS that fully wets. Lipid was clearly bound tightly to the more hydrophobic surface (their “sticky membrane” surface), probably due to the minimal lubricating interstitial water layer and hence close proximity of the bilayer to the surface. This leads to the behaviour of membrane patches rupturing upon PDMS expansion, but then rather than reforming upon compression would induce out-of-surface bilayer tubes to form. Sliding is prohibited. Conversely, the bilayer on hydrophilic PDMS (“sliding membranes”) exhibited complex decoupled
behaviour that could not be fully explained. Whilst the sliding membrane could cope with 10% PDMS expansion, after this pores began to open up, but they would reform once the PDMS returned to its original size. However, the motion of the domain boundaries is anomalous, with some areas constant, other regions seeming to flow, on a fine length scale (according to optical microscopy). Upon cycling of expansion and compression the same patch boundary would be recreated, and this could not be explained. From the work in this thesis, it is clear that the PDMS surface has a particular structure which hinders bilayer hydrodynamic flow (but not diffusion) via pinning. This controls how and where the bilayer will flow, and where it becomes fixed. In this fully hydrophilic surface the bilayer can flow to small degree but the flow pattern will be controlled by the underlying nanoscale topography of the PDMS. They also observe that membrane patch-substrate friction is area dependent, as would be expected in any friction scenario. Our interpretation is similar, but is more due to the density of local pinning sites in the PDMS.

8.11 Summary of PDMS Substrate Coupling

Phase separated domains form on PDMS, but they are nanoscale and below the diffraction limit of optical microscopy. This is likely why these domains have not been observed in the literature before. The rough-edged, nanoscale domains observed on PDMS are in stark contrast to the micron scale fractal domains observed on mica with the same lipid mixture, but match closely with domains observed on glass. Molecular diffusion is not significantly affected by the different substrates, but it is the hydrodynamic flow of lipid domains that is hindered. The roughness of PDMS is similar to glass, and this is likely a cause for the hindered domain formation. A decrease in transition temperature ($T_m$) on PDMS compared to free vesicles and mica was also observed, attributed to induced disorder in the bilayer from the rougher surface. Again, this matches observations on glass. There is also a link between the surface properties of PDMS and its hydrophobic recovery after oxidation, to the formation of defects in the bilayer with time.

The PDMS findings in this chapter may have implications beyond membrane biophysics. The high-resolution images of the rough and porous surface
structure of cured PDMS changing to a smoother less rough and porous structure after plasma treatment, and the link to the surface chemistry, will be of interest to any researcher using PDMS. The finding that the polymer structure of PDMS has a limiting intrinsic structure despite being cast against atomically flat mica, will have ramifications for anyone trying to use PDMS for any patterning on the nanoscale.

8.12 Overall Substrate Discussion Points

8.12.1 Roughness affects Bilayer Structure

Blachon et al. show how increasing the roughness of glass and silicon substrates from 0.1-3 nm using etching methods, decreases fluid phase bilayer diffusion 5 fold.\textsuperscript{154} Goksu et al. also show reduction in diffusion on 0.71 nm roughness silicon xerogels compared to mica.\textsuperscript{163} The proposed mechanisms for this decrease in diffusion on rough surfaces are based on the observation that bilayers have been shown to map to the surface topography, as shown using AFM and Neutron Reflectometry.\textsuperscript{153,154,164,165} These mechanisms are;

1) Curvature induced areas of ordered bilayer with slower diffusion coexisting with the bulk fluid phase to reduce average diffusion\textsuperscript{154}. The coexistence is below optical resolution, hence an average diffusion value.

2) Curvature induced holes if the curvature is too high (radius of curvature is <40 nm) and the bilayer cannot curve over the features.\textsuperscript{154} This reduces diffusion.

3) Hidden area effects due to the vertical component of diffusion up and down the side of rough features.\textsuperscript{154,165} Vertical diffusion does not appear in the lateral diffusion measurements.

The roughness values of mica (0.029 nm) and glass (0.148 nm) in this thesis follow on from the lower range investigated by Blachon et al. (0.1-3 nm), and there is no reduction in diffusion between mica and glass. This suggests at these small roughness values, there are no sufficiently high curvature areas to introduce the mechanisms discussed above.
AFM observations show that bilayers are rougher on rougher glass and silicon compared to mica,\textsuperscript{39,128,163} CG simulations show that molecular scale corrugations 0.3 nm in height and width decrease the degree of periodic bilayer ordering,\textsuperscript{166} and the FRAP experiments in this thesis showed that $T_m$ and thus lipid ordering was reduced on rougher glass compared to mica. These results suggest that relatively low underlying substrate roughness values are being transferred though the interstitial water layer and being observed through the bilayer.

The lateral dimensions of surface roughness are also important. For 1-10 nm surface features, the bilayer does not simply follow the surface curvature,\textsuperscript{163} and bilayers can span across pores that are less than twice the bilayer width (around 8-10 nm).\textsuperscript{167} This all suggests if the roughness is a small percentage of the lipid bilayer height and the lateral separation between roughness peaks is small compared to bilayer dimensions, instead of curving to follow the surface corrugations of the surface, the roughness induces disorder in the bilayer.

8.12.2 Substrate Roughness affects Hydrodynamic Lipid Flow and Domain Formation

There is a clear correlation between the micron scale fractal domains that form on atomically smooth mica and the rougher nanoscale domains that form on PDMS and glass. Molecular diffusion of lipids is not significantly affected by the different substrates. Slower cooling rates, allowing more time for the lipids to diffuse, results in larger domains on mica but not on glass or PDMS. This suggests that the rough surfaces are limiting the hydrodynamic motion of domains and pinning them to a limiting length scale. Radler et al. show that lipid spreading velocity is 1-2 orders of magnitude slower on glass than on mica and this is attributed to the increased roughness on glass.\textsuperscript{168} The surface of PDMS is rougher than glass but a similar order of magnitude. As both the rough PDMS and glass surfaces result in hindered domain formation while smooth mica does not, this is strong evidence that the roughness is the cause of the hindered domain formation. Mica deliberately roughened on the nanoscale also hinders domain growth to a similar length scale.
There are several mechanisms by which roughness can affect domain formation and lipid flow;

1) The rough surface provides local pinning sites, where the substrate to bilayer distance is smaller and the interaction is larger. These sites increase the friction on the bilayer, and reduce the hydrodynamic flow of groups of lipids and domains.

2) Rougher surfaces mean more highly curved areas. For a bilayer to maintain the same positive Van der Waals attraction to the surface it must curve over the surface, which involves an energy penalty for bending. If this energy penalty is too high then domains will not be able to flow over this area. Gel domains have a higher bending modulus than fluid phases due to their tightly packed solid structure, and so gel domains will have a larger energy penalty to flow over molecularly rough and curved areas. For large scale surface corrugations with low curvature (large radius of curvature), the bilayer follows the surface corrugations due to the low bending penalty. This is seen in bilayers on PDMS (Figure 8.2) and also in literature. For smaller scale molecular roughness where the curvature is higher (lower radius of curvature), the hydrodynamic flow of gel domains can be significantly hindered due to the energy penalty for flowing over a curved area. This may be having an affect here but the molecular scale roughness is likely having more of an effect on the overall bilayer order than the hydrodynamic flow, as shown by the decreased T_m on rough surfaces.

3) There is a thin lubricating water layer between the SLB and the substrate. Changes in the structure of this water layer due to pH have been shown to affect the spreading of groups of lipid, due to the change in flow and lubrication. It is likely that the structure of this water layer is different on substrates of different roughness values i.e. mica, PDMS, glass. The rough surfaces could disrupt the flow of water and in turn disrupt the hydrodynamic flow of groups of lipids and domains. The local pinning points discussed earlier could also disrupt the water flow. An important consideration is this thickness of the lubricating water layer, which for SLBs is around 0.3-2 nm. Blachon et al. show that the thickness of the interstitial water layer does not change on silicon surfaces as roughness is
increased.\textsuperscript{154} It is not known however, how the thickness of this layer changes between different substrates. The thickness and structure of the water layer on different substrates could be affecting the flow of lipid domains.

It is likely a combination of the effects discussed and further experiments are needed to isolate the specifics of the physical mechanisms by which roughness affects lipid flow and domain formation. It is clear however that the hydrodynamic motion of lipid domains is hindered on the rougher PDMS, and the rougher glass. After incubation, the single phase bilayer is cooled to room temperature. As the temperature reaches $T_m$ gel phases begin to nucleate out. On the atomically flat mica, once a gel domain has nucleated, it is able to grow to micron size via lipid diffusion and by hydrodynamic lipid flow. Small gel domains can flow and join together to form larger domains via coarsening (flow) or Ostwald Ripening (diffusive). On rougher substrates such as PDMS and glass however, there are lots more sites for nucleation due to the roughness surface. This results in a larger number of domains. As these domains grow, they reach a critical size where they become pinned to the local surface roughness, to the higher pinning point. This friction, due to the pinning sites, curvature and interstitial water, scales with domain area. As the domains become immobile, they are not able to flow and join together to form larger domains. The simulations of Ngamsaad et al. show that the asymmetric bilayer leaflet dynamics induced by proximity to a surface, result in a limited characteristic domain size in phase separating mixtures.\textsuperscript{169} Two 2D fluids capable of phase separation are made dynamically asymmetric, where phases can grow diffusively in one leaflet and by hydrodynamic flow in the other leaflet. This matches the situation in an SLB we have been describing where the lipids in contact with the substrate cannot grow by hydrodynamic flow. Due to a coupling of domains across the two leaflets, i.e. an energy penalty for misaligned AR domains, domains become pinned across the two leaflets and the size of the domains in both leaflets is limited to a characteristic size, $L_{\text{pin}}$.\textsuperscript{169} Although this model does not account for the roughness of different substrates, it is consistent with our findings that domain length scales are limited due to the frictional effects of substrates. The length scale just varies on different substrates.
8.12.3 Leaflet Decoupling due to Substrate

SLB substrates can potentially affect the proximal (bottom) leaflet more than the distal (top) leaflet, resulting in decoupling of physical properties. Recent Single-Particle Tracking (SPT) experiments have shown two separate diffusion coefficients for a DOPC bilayer on glass, the slower attributed to the proximal bilayer leaflet.\textsuperscript{120} FCS experiments of DOPC however show no clear decoupling of the two leaflets on mica or glass\textsuperscript{29,36} Several studies have also shown that decoupling of leaflet dynamics may be substrate dependent, with decoupling on mica but not glass or silica.\textsuperscript{37,128}

Lipid dyes may be excluded from the proximal leaflet of a SLB, due to steric constraints with the surface or the more tightly packed proximal leaflet. Based on Fluorescence Interference Contrast Microscopy (FLIC) and Fluorescence Quenching experiments, the TR-DHPE dye is likely partitioning 70-78\% into the distal bilayer leaflet in the DOPC fluid lipid system used in this thesis, and the NBD 16:0 PE 50:50 between the two leaflets.\textsuperscript{55,56} Therefore an average of the two leaflets is observed when measuring diffusion, and it is not possible discern if there is dynamic asymmetry. Diffusion decoupling is possible and further studies may link asymmetric lipid dynamics to domain formation.

Decoupling of the leaflet melting transitions ($T_m$) have also been reported multiple times for DPPC and DMPC SLBs on mica by AFM, the results summed up nicely by Giocondi et al.\textsuperscript{19,134,170–173} The $T_m$ transitions are broad with the lower of the two decoupled transitions between 41-52 °C and the higher between 46.5-60 °C. The values from the different studies vary significantly within these ranges, with the lower range just above the $T_m$ of MLVs. DSC of DPPC supported on mica chips also shows two transitions but closer together at 42.4 °C and 44.8 °C.\textsuperscript{174} There is a possibility that if the decoupled transitions are close in temperature then this might be hard to observe with the temperature resolution of the FRAP cooling experiments (around 1°C).

The FRAP with temperature results in this thesis show only one transition on mica, glass and PDMS up to a temperature of 55 °C, which is above the onset of all upper temperature decoupled transitions reported. The dyes are present in both leaflets, so decoupling of $T_m$ should be observed if it is occurring. For
mica, glass and PDMS the fluorescence did not show partial recovery during the transition, which would be indicative of one leaflet crystallising and its diffusion dropping earlier than the other. Instead they showed close to total recovery above $T_m$ and close to no recovery below, meaning both leaflets have gone through the transition. Literature FRAP studies with temperature show similar results with no decoupling of $T_m$.\textsuperscript{37,129,130} Also, on mica DPPC crystallises from liquid to gel excluding the dye in a single event, not two (Figure 7.6). Both the crystallisation and the growth are coupled across the leaflets.

### 8.12.4 Cytoskeleton

The limitation in domain sizes in SLBs compared to GUVs is due to asymmetry introduced by the surface. In vivo the cytoskeleton, a dense layer of actin filaments which is pinned to the membrane by protein interactions, can potentially provide this asymmetry. Macroscopic optically resolvable phase separation is not observable in the plasma membrane of cultured mammalian cells, but is observable in induced Giant Plasma Membrane Vesicle (GPMVs) from these same cells.\textsuperscript{175} GPMVs have lipid compositions similar to the mammalian cell but are free from the cytoskeleton. This provides evidence that the presence of the cytoskeleton is a factor in restricting macroscopic

![Figure 8.11 Comparison of Hindered Domain Formation to Domains formed by pinning of a cytoskeleton to the bilayer. A) DPPC/DOPC (60:40) bilayer on glass B) From reference\textsuperscript{42} showing DPPC/DOPC/Chol bilayer domains when biotinylated lipid streptavidin complexes are used to pin an actin meshwork to the $L_o$ and $L_d$ phases.](image-url)
phase separation. Simulations have linked how the phase separation of membranes, some of them critically fluctuating, is affected by the presence of cytoskeleton-like pinning sites. Honigmaan et al. show experimentally the effect that pinning a minimal cytoskeleton to a DPPC/DOPC/chol mixture has on phase separation. They show nanoscale domains restricted from growing to the micron scale by pinning of the cytoskeleton, like in the simulations. When they add pinning sites to both the $L_o$ and the $L_d$ phase via biotin-streptavidin links, the nanoscale phase structure is strikingly similar to the phase separation we see in our study on glass (Figure 8.11). Although curvature has been proposed as a possible mechanism for this nanostructure, we show that roughness on a smaller scale can provide the same nanoscale structure as the cytoskeleton, suggesting that the rough glass acts to pin domains much like the cytoskeleton. It should also be noted that there are several other proposed mechanisms for why macroscopic phase separation is limited in vivo, and like most biological cases it is likely a combination of several factors.

As the membrane biophysics community search for more accurate and controllable models for the cell membrane it is important to try to replicate the effects of the polymeric networks of extracellular matrix and actin cortex supporting the outer and inner surfaces of the lipid bilayer. The nucleation of domains could be effected by the properties of the cytoskeleton and extracellular matrix. This implies strongly that the cytoskeleton could be hindering the formation of large scale domains, much like the roughness of glass in this study. The next stages would be to look at bilayers on a range of polymeric substrates that could have properties controlled to match those of the surfaces in contact with cell membranes.

8.12.5 Summary of Substrate Coupling Chapters

Blachon et al. have shown how increasing substrate roughness of silicon and glass using etching between 0.1-3 nm reduces bilayer diffusion 5-fold. For commonly used bilayer substrates with common preparation procedures, such as piranha cleaned glass and cleaved mica, the roughness values are 0.148 nm and 0.029 nm. At this scale, molecular diffusion is not affect by the substrate, likely due to the absence of high curvature features on the smoother
surfaces to induce ordering or holes in the bilayer. Instead hydrodynamic flow of groups of lipids and domains is hindered on rough surfaces, preventing the formation of micron scale domains. The mechanism by which the roughness reduces hydrodynamic flow is not fully understood but it is likely a combination of increased interactions through pinning points, bending energy penalties for flow over high curvature surface features, and disrupted flow in the interstitial water layer. Electrostatics may also effect domain formation. Salt concentration has been shown to have an effect on diffusion, and changes in pH can affect water structure and flow, which can affect hydrodynamic flow of domains. Further study is needed to investigate how varying salt concentration affects domain formation.

Decoupling of diffusion or Tm between the two bilayer leaflets was not observed in our study, but both have been observed in the literature. There is still much to understand regarding asymmetry in physical bilayer properties, coupling between the two leaflets, how asymmetry and coupling link to domain formation and how all of this is affected by different substrates.

The hindered domain formation presented in this thesis for gel-liquid systems is also observed when a minimal cytoskeleton network is pinned to a fluid-fluid phase separating SLB. Rough surfaces like glass and PDMS can act to pin domains and restrict their growth similarly to the cytoskeleton in vivo. Despite SLBs being altered from their equilibrium state and from the simpler biophysical models of GUVs, the supported systems may actually be more accurate models for in vivo membranes. As the membrane biophysics community search for more accurate and controllable models for the cell membrane, it is important to try to replicate the effects of the extracellular matrix and the actin cortex polymer networks.
Chapter 9. Conclusions and Future Work

9.1 Conclusions

There is a puzzling disparity between the asymmetry of the plasma membrane and the symmetry observed in model lipid membranes. For phase separation in self-assembled model systems the domains are observed to perfectly align in the opposing leaflets of the bilayer (LB/LS bilayers are an exception, raising questions about the validity of coupling between two self-assembled monolayers that are artificially formed into a bilayer). Some force exists that somehow transmits information about the position of phase separated domains across the bilayer midplane. For the plasma membrane of live cells, however, there is an ever-present asymmetry maintained by synthesis in the leaflet, or by ATP-driven flippases or translocases, proteins that transport lipids across the bilayer. An important example is the selective transport by aminophospholipid tranlocase of PS and PE lipids from the exoplasmic (external) leaflet to the cytosolic (internal) leaflet of mammalian plasma membranes. Lipid compositions in the outer leaflet that phase separate and lipid compositions in the inner leaflet that do not, implies that it is possible for bilayer leaflets to anti-register, when domains mis-align, or even align with the domains of the other phase. Without the active bilayer remodelling taking place in cell then the leaflets are expected to equalise and register, for instance that occurs in cancer cells when the PE and PS lipids leak to the exoplasmic side of the cell becoming more symmetric. Based on the line tension between the coexisting phases, arising from hydrophobic mismatch, anti-registration should be more energetically favourable than registration in membranes with compositions equal in both leaflets. As this is not what is observed in model membranes, this implies the existence of interleaflet coupling forces that favour domain registration, and that these forces must be overcome in the plasma membrane to force asymmetry. The identity and magnitudes of these interleaflet coupling forces are not agreed upon and experimental evidence is severely lacking. Results from a mean-field model and coarse-grained molecular dynamics simulations suggest
that at high line tension the inter-leaflet coupling forces favouring R will be overcome and AR bilayers will form.

In Chapter 4, ternary lipid mixtures of saturated lipid, unsaturated lipid and cholesterol were used to sequentially increase the hydrophobic mismatch between coexisting phases. This was achieved by increasing the length of the saturated lipid chain length. For lower height mismatch systems, registration of domains was observed shown by two bilayer heights with the expected height mismatch values. When the saturated lipid chain length was increased from 20 to 22, resulting in an 8 carbon difference with the unsaturated lipid 14:1PC, AR was observed. AR was identified by three different heights in the bilayers, R gel, R fluid, and an intermediate AR gel-fluid state. The mismatch between the R gel and R fluid was always minimised by positioning the AR domains in between the two R phases, leading to a more gradual step-up and step-down. When the proportion of each phase was almost 50:50 by area, an almost entirely AR bilayer was observed, where some of the bilayer was R fluid, with the majority being AR gel-fluid, with no R gel-gel.

In chapter 5, AFM methods were used to try to isolate the different leaflets of SLBs and determine the orientation of asymmetric AR bilayers. QNM was used to show that at low force the signal is isolated to the top leaflet and this can be used to match the phase in the top leaflet of the AR state with one of the R phases. This enables the orientation of the AR state, L_α up or L_β, to be calculated.

In Chapter 6, different methods were explored to attempt to force out AR in the lower height mismatch systems. This involved using both AFM and DSC to try to locate 50:50 area fractions close to critical mixtures. This idea was fully explored using the lower height mismatch system, DPPC/14:1PC/Chol as a proof of principle but there was insufficient time to fully optimise the same principle in the 20:0PC system. This was the hydrophobic mismatch system before interleaflet coupling forces were overcome to form AR states. However, in all of the images gathered of various 20:0PC/14:1PC composition bilayers, some of which possessed phase boundaries that were some way between spinodal and nucleated, no AR states were observed. This system would have been the most likely to form AR states with conditions optimised to make it more energetically favourable. Using temperature quenches can also potentially increase the chance of AR state formation by reducing the time available for registration to occur if the registration force had been weakened by the hydrophobic mismatch. A
variety of AFM systems and temperature control systems were tested to control the
temperature of bilayers. There were issues with each system as detailed in the
chapter, but AFM imaging at increased temperature was achieved. Unfortunately, no
temperature quenches were successfully performed. One of the next stages of the
project going forward, would be to locate the critical composition for the 20:0PC
system and then perform temperature quenches on the 20:0PC, DSPC and DPPC
systems to observe whether AR can be forced.

At the end of chapter 6, the magnitude of the interleaflet coupling force parameter
favouring registration was estimated. Using the measured hydrophobic mismatch,
along with domain perimeter and length scale between domains measured from the
images, together with a literature value for the bilayer area compressibility modulus,
the free energy density of the bilayers with increasing hydrophobic mismatch was
calculated. Based on the experimentally determined point where the interleaflet
coupling parameter is overcome by increased hydrophobic mismatch and line tension,
a range can be obtained for the mismatch free energy. The estimated free energy
range for the 20:0PC to the 22:0PC systems was 0.0085-0.048 K_BT/nm^2. Furthermore,
as the 20:0PC system is R, and the 22:0PC system is AR, if we choose 21:0PC as the
boundary the value for interleaflet coupling is 0.021 K_BT/nm^2. The only other estimate
of the mismatch free energy based on experiments that have taken place in the last
couple of years gave a value of 0.016±0.004 K_BT/nm^2, within the range and remarkably
close to the calculated value here, but with an entirely different method. Estimates
based on simulations and theoretical calculations also cover the range calculated
here, but have values up to an order of magnitude higher, and vary more widely, with
a range in published values; 0.01-0.03 K_BT/nm^2, 0.1-0.2 K_BT/nm^2, 0.146 K_BT/nm^2,
0.15±0.05 K_BT/nm^2 and 0.5 K_BT/nm^2. Overall, the value calculated here
directly from the hydrophobic mismatch value for which interleaflet coupling forces are
overcome, matches well with the other experimental measurement, lending weight to
the experimental determinations, and thereby confining the theoretical predictions to
a narrower and lower range.

In Chapters 7 and 8, the effect of substrates on phase separation in SLBs was
investigated. This project was initiated to provide a secondary source of experimental
data to back-up observations of AR using optical microscopy fluorescence
experiments. This would theoretically provide further evidence that the three heights
observed were AR from areas where intensity was half way between the two fully R domains, or even by being able to discriminate by absolute intensity if the fluorescence was carefully calibrated. This also tied directly into the need for temperature control (described above) as slow controlled cooling was essential to be able to crystallise domains large enough to be observable by optical microscopy. Fluorescence microscopy of SLBs is predominantly performed on glass, so standard symmetric two-phase bilayers were formed on both mica and glass to test with fluorescence. It was observed that the optically observable micron scale domains on mica were not formed on glass and there appeared to be no phase separation. There are also only a handful of published studies showing phase separation on glass,\textsuperscript{35,38,119} despite the 100s or 1000s of studies on phase separation in GUVs and in mica SLBs. Using AFM, the presence of nanoscale domains, below the diffraction limit were detected. Using FRAP, controlled cooling rates and roughness measurements, it was inferred that rougher substrates such as glass result in the hindering of hydrodynamic domain motion of groups of lipid molecules. This is despite the individual diffusion of lipid molecules remaining identical at around 1 μm\textsuperscript{2} s\textsuperscript{-1} (which is also the approximate diffusion rate of lipids in cells, and around 10x lower than in free floating vesicles). This hindering of hydrodynamic motion results in domains not being able to coalesce to form large micron scale domains.

The effect of PDMS, which has a similar roughness to glass, was also shown to have the same hindering effect on domain motion and growth, but with some other effects unique to PDMS. The implications of this understanding of lipid-substrate interaction is widespread, and can explain many puzzling and unusual results in the scientific literature, which often have convoluted technical arguments to explain a result that arises from an unforeseen substrate effect.

Importantly, it provides a solid base for understanding the validity of experiments on SLBs. There is always dispute between groups in the highly contentious field of lipid membrane biophysics, between experimentalists using different techniques (and hence substrates), between experimentalists, simulators and theoreticians, and between physical scientists and biologists. The research presented in these two chapters can be used to counter objections invoked on the use of SLBs which usually cite the unknown nature of the bilayer substrate interaction, which would invalidate the research using SLBs in the eyes of the membrane community.
In this thesis, interleaflet coupling has been investigated, which is the interaction between lipid tail to lipid tails. The interaction between headgroups and substrates has also been investigated. Another unconsidered aspect is the lipid headgroup-headgroup interactions, although these are generally not found in mammalian cells. One example in nature might be in the chloroplasts of plant cells, where the antenna complex of the chlorosome exists in a highly convoluted stacked membrane system composed of thylakoid lipids. Tayebi et al. have shown how L₀ domains between stacks of bilayers co-align, in an inter-bilayer registration analogous to the interleaflet registration researched in this thesis.¹²²


9.2 Future Work

9.2.1 Anti-Registration

The experiments performed in this project were based in part on the predictions of mean-field free energy calculations by Williamson et al.\textsuperscript{14,77,78} The experiments have proved their predictions that increasing hydrophobic mismatch, and thus line tension, results in the formation of AR bilayers. The mean-field theory also predicts that these phases might only be metastable and will equilibrate to become R with time. It was originally intended to look at early stage kinetics of the high hydrophobic mismatch ternary lipid systems. Fastscan AFM imaging was going to be used to attempt to image early stage kinetics and the evolution of domains. This ended up being not needed, as AR states in 22:0PC/14:1PC/Chol were stable over hours/days. Based on the work on substrates in this thesis, it is likely that this is due to domains being kinetically trapped by the substrate once they reach a certain length scale, and they are unable to move and reach equilibrium. Therefore, these experiments were not required as AR had already been observed. Also, the problems highlighted in Chapter 5, where AFM imaging was incredibly unstable while trying to increase and change temperature, suggest that it would not have been possible to image stably, immediately after a temperature quench.

Now that there is an experimental system, in which AR bilayers can be controllably formed through a change in hydrophobic mismatch, there are many more theoretical questions based on the work of Williamson et al. that can potentially be answered.\textsuperscript{14,77,78} Figure 9.1 shows an example leaflet-leaflet free energy diagram from the work of Williamson et al. The $x=y$ plane represents a symmetric bilayer and would be equivalent to a single tie line on a standard symmetric ternary phase diagram. Any deviation from this line represents asymmetry between the two bilayer leaflets. Analogous to how a tie line must be drawn between two compositions on a symmetric ternary phase diagram for those two compositions to coexist, a line or a plane must be drawn between the different asymmetric compositions in Figure 9.1 for them to coexist. In this project the coexistence of one AR and one R (two heights) state has been observed as well as the coexistence of both R states.
and one AR state (three heights). These coexistence states can have lines or planes drawn between them on the phase diagram. However, there can be no plane drawn to join all four minima, two R and two AR states. The experimental results presented here match this prediction from the theory, however it should be noted that the nanoscale coexistence of both AR states together is possible.

The next question to ask is which orientation AR state forms, Lμ up or Lβ up? Based on the leaflet-leaflet free energy diagram both AR states are at the same energy, suggesting an equal chance of each forming. However, there is possibly a symmetry breaking due to the substrate where one state will be favoured. Preliminary results from QNM indicate that the Lβ phase aligns in the bottom leaflet close to the substrate. Tapping mode phase imaging however suggests that both AR orientations are potentially possible, but this data is less reliable and more difficult to interpret. The number of experiments

Figure 9.1 Local 3D free energy landscape and leaflet-leaflet phase diagram showing asymmetry within phase separated bilayers. In both, the x and y axes are the individual compositions of the two leaflets and the x=y line corresponds to a symmetric bilayer. Left) Local 3D free energy landscape shown for set values of J, which represents line tension and promotes anti-registration, and B, which represents the mismatch free energy or interleaflet coupling parameter and promotes registration. Right) Phase Diagram calculated from free energy landscape. Black lines or triangles represent equilibrium two or three phase coexistence. Red lines and triangles show metastable two or three phase coexistence. Two phase coexistence can be R-R or AR-AR. Three phase coexistence can be R-R-AR or AR-AR-R. From reference 14
was too low to give a definitive answer at this stage but repeat QNM imaging on AR bilayers should enable the preference for AR orientations to be observed. With QNM to determine AR orientation, we should be able to observe whether the same AR state is observed across a whole bilayer sample, whether the same AR state is repeatedly observed for the same mixture and whether the same AR state is seen for all mixtures. If the substrate does prefer the L\text{\beta} in the lower leaflet, this could be explained by the proximity of the substrate lending slightly more order to the lower leaflet, although this would tend to be contradicted by our results on the transition temperature of DPPC on various substrates. Certainly, mica has no effect on the transition temperature, whereas glass and PDMS have a small disordering effect equivalent to 1.5 °C. Many questions remain and further QNM imaging should help to provide answers.

Another question is how AR domains evolve over time. The theory suggests that AR domains will evolve back to R states with time, via nucleation of R domains or via lipid flip-flop. Monitoring AR domains over hour and day timescales would show whether this does happen.

As mentioned above the substrate is potentially key to enabling the observation of AR states. Therefore, one of the next questions is whether AR states can be observed in free-floating unsupported systems. In unsupported systems the AR states may only be stable over short periods of time. There are several ways in which it could be tested if AR states form in free-floating systems. One of these would be to use 22:0PC/14:1PC/Chol to form multilamellar stacks and investigate using X-ray Diffraction (XRD). X-ray diffraction can be used to distinguish between different lipid phases based on their height, which will give a different d-spacing. For AR systems, XRD should show three different d spacings, for the three different bilayer heights. Another potential way to test this would be to form 22:0PC/14:1PC/Chol GUVs and use fluorescence to image them.

As soon as AR bilayers had been observed in SLBs using AFM, the plan was to image these same bilayers using fluorescence. If there are AR bilayers and a single dye which preferentially partitions into the fluid phase is used, there should be three observable fluorescent intensities, one for R fluid, half
intensity for the AR state and close to zero background intensity for R gel. As bilayer fluorescence experiments predominantly use glass as a substrate, these experiments were planned on glass. The first mixtures to be looked at were symmetric two phase SLBs, to test that the experiments worked in these known systems, before looking at the more complicated AR systems. This is when it was observed that the large micron scale domains formed on mica do not form on glass and that the domains are below the diffraction limit. This meant that these fluorescence experiments to look at AR could not be achieved in the way intended but did lead to incredibly revealing experiments regarding the effect of substrates on phase separation.

However, what was discovered from this work is that fluorescence could be observed for SLBs on mica, if the mica was thin. Although this has been achieved before, it is not common, had not been achieved in our lab, and problems with birefringence of mica were anticipated. With this knowledge, the next experiments would be to image three phase AR bilayers on mica using fluorescence. Another factor that needs to be considered is the size of domains. To be able to observe three clear fluorescent signals the domains would have to be well above the diffraction limit. With the knowledge of cooling rates to make domains larger, gained from the work on different substrates in this thesis, AR domains could potentially be grown larger. Also, by using a fluorescent quencher such as iodide or cobalt, the fluorescence effects of the two bilayer leaflets could be isolated. Langmuir-Blodgett (LB) bilayers could also have been used to only have fluorescent dye in one leaflet and isolate the two leaflets of an SLB, although there is considerable dispute around the correspondence of LB bilayers formed from two pre-formed monolayers. They do not display the phase behaviour of a self-assembled bilayer, so it is unclear whether they are a useful model. A better method might be the enzymatic modification of one leaflet, perhaps after deposition to a substrate.

9.2.2 Substrates

It has been shown that roughness causes the hindering of domains on substrates, and it is likely the combination of local pinning sites where the friction on the bilayer is increased, bending energy penalties for flow over high curvature surface features, and disrupted flow in the interstitial water layer.
An interesting experiment now would be to observe how and where domains nucleate, and how they grow before they are completely hindered. Imaging using AFM while the temperature is cooling has proven to be challenging. However, AFM could be used to image an area of the glass substrate, and then observe the same area after bilayer formation. The areas where domains have nucleated and grown could be correlated to the rougher areas of the substrate. It would also be interesting to then increase the temperature to above $T_m$ and then cool back down again. Repeated temperature cycling and observation of the same area, would reveal if the domains always form in the same places and also if they always nucleate on areas of roughness.

One important aspect that could be affecting the formation and flow of domains are electrostatic interactions. Electrostatics have been shown to affect diffusion, with experiments that alter salt buffer concentrations. Also, changes in pH can affect water structure and flow, which can affect hydrodynamic flow of domains. These effects could be investigated using variations in buffer concentrations to change the charge screening and observe whether the structure of domains changes. Another important consideration is the chemical roughness of the substrates. In sections 7.6 and 8.8, the contact angle was used to investigate the chemical nature of substrates in terms of the hydrophilicity and the density of hydrophilic functional groups. A further consideration is how salt concentrations affect the roughness of the substrates. Ions on the surface can alter the chemical interactions on a local level between the substrates and a bilayer, but can also potentially affect the physical roughness of the substrate. By using variations in salt concentration, for example a range from across the Hofmeister series, we could observe how the chemical and physical roughness of the substrates changes and how the water structure at the surface changes. Then these changes in water structure and surface roughness could be linked to changes in lipid bilayer phase behaviour and domain flow. The chemical and physical roughness could be measured using AFM, the structure of the water layer potentially using scattering techniques, and the effect on phase behaviour using AFM, fluorescence microscopy and FRAP.

Nanoscale hindered domains were observed in gel-liquid bilayers, but Honigmann et al. have also observed what appear to be similar domains in
liquid-liquid systems using fluorescence. AFM imaging could be used to confirm the formation of hindered nanoscale domains in fluid-fluid systems also.

Another important aspect of substrate interactions with bilayers, that is also potentially relevant to the AR work too, is the decoupling of bilayer properties of the two leaflets due to proximity to the substrate. In chapter 8, the conflicting literature reports regarding the decoupling of diffusion and $T_m$ between the two leaflets of SLBs were discussed. One way to isolate the effects of the two leaflets in relation to the experiments in this thesis, would be to use fluorescent quenchers that selectively quench just the top leaflet of a SLB. Then FRAP could be performed to observe if there is a difference in diffusion between the two leaflets. With Single Particle Tracking, decoupling of D and of $T_m$ could be observed simultaneously. If there was decoupling of both D and $T_m$, then the two discrete D values for each leaflet would then be observed changing though a phase transition to the gel phase at different temperatures as a bilayer was cooled down.
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