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ABSTRACT 

 

Purpose – This thesis aims to understand how the designs of social media sites affect the 

transmission of user-generated content, through the impact that different set-ups have on 

identity, groups and relationships, and consequently on the choices of users. 

Design/Methodology – A quasi-experiment is set up, consisting of three experimental 

conditions on an existing online platform. The research uses a mixed- and multiple-

method approach where the primary sources of data are online interactions and a 

questionnaire that, inter alia, mapped participants’ personal networks, with focus groups 

used to obtain more in-depth information about the choices made by participants. The 

examination comprises descriptive and inferential statistics, social network, clustering, 

sequence, and thematic analyses. Notably, sequence analysis is applied for the first time 

to the study of social media and ratings. 

Findings – A key result is that the different designs of websites act as a frame to the 

content shared, i.e. online users make different choices depending on how the information 

is presented. Specifically, different designs affect choices because of: 1) the impact that 

groups and relationships have on identity management; 2) the type and strength of group-

biases; and 3) transmission errors. Most importantly, the online presence of individuals’ 

real-life relationships affects how content is perceived and evaluated. 

Contributions – This research adds to theory by conceptualising the process of variation, 

selection and retention of knowledge in social media and creating a model to study 

selection through choice-making. Also, it contributes by increasing the understanding of 

how certain website designs can increase/decrease transmission errors and biases, hence 

affecting the evolution of knowledge and the ‘wisdom of the crowd’. Regarding 

methodology, this thesis contributes by conducting one of the most complete studies ever 

performed in online environments, combining different methods of data collection and 

analysis. As regards practice, the research identifies important design considerations for 

website developers. Further, concerning policy, the study presents a reflection on frames 

as ethical acts, and outlines a number of questions that should serve as a basis for debate 

among policymakers. 

Future research – The thesis concludes by outlining seven possible lines of research. 

This work is expected to trigger the interest of scholars, practitioners, and policymakers 

in understanding the relevance of appropriate designs for social media sites.  
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CHAPTER 1: INTRODUCTION 

 

1.1 Importance and focus of the research 

At the time of writing this thesis, the number of internet users is 3.92 billion (Internet 

Live Stats 2018), slightly over half of the world’s population (Worldometers 2018). 

Moreover, as of April 2018, 2.2 billion of these online users were using Facebook, the 

world’s biggest social media site (Statista 2018a), which makes the population of 

Facebook more than five times greater than the inhabitants of Europe (PopulationPyramid 

2018)1. People use social media for entertainment purposes, to do business, buy and sell 

products, and to communicate (Correa et al. 2010; Hughes et al. 2012). Further, social 

media is known to have a massive impact on how online users behave, search for 

information, form communities, build and sustain relationships, and how they generate, 

modify and share content across sites and devices (Kietzmann et al. 2012). However, 

there seems to be very little understanding regarding whether, and how, social media sites 

might affect the transmission of information. For instance, the recent news about 

Cambridge Analytica suggested that social media might have been partly responsible for 

worldwide political and socio-economic decisions, such as Brexit in the UK, and the 2016 

presidential elections in the US, together with over a hundred other election campaigns 

in over thirty countries (Ghoshal 2018; Greenfield 2018).  

 

There are several elements that might affect the sharing of information. Yet a component 

that seems to have received little attention – from scholars, practitioners, and 

policymakers – is the design of these sites. As will be explained in the following chapter, 

to date there are only two studies which compare the set-ups of different social media 

sites (e.g. Brandtzæg et al. 2009; Li 2017). In addition, it has been argued that there should 

be more research focusing on the designs of different online platforms (Kietzmann et al. 

2012). Accordingly, the purpose of this thesis is to determine whether – and how – certain 

aspects of the designs of social media sites might enable, restrain or affect the 

transmission of user-generated content (UGC). A particular focus is placed on the impact 

that these aspects – user profiles and rating scales – have on identity, groups and 

relationships, and consequently on the choices of users. 

                                                 
1 In 2015, when this research was starting, the number of Facebook users was only double the population 

of Europe. 
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In regards to choices, this research adopts an evolutionary perspective. Evolutionary 

narratives explain the process of information transmission in terms of the mechanisms of 

variation, selection and retention (VSR). Information varies in the form of beliefs; 

selection takes place when a person acquires these beliefs from others; and retention is 

present as long as there is no more variation of that particular belief (Weick 1969). In the 

context of social media and UGC, variation can be seen as the pool of information that 

individuals generate within social networks, where they communicate their beliefs 

through content such as text, audio, video, symbols or emoticons. The selection part 

would then be when an individual or groups of individuals within a network choose a 

particular piece of information. Finally, the retention mechanism takes place when the 

people who selected the information retain the conveyed belief. This research focuses on 

the selection mechanism, that is, on the way online users choose content from other 

members of the network, studied through the ratings of users. 

 

However, in the era of social media where online data is virtually unlimited and there is 

an unprecedented number of people interacting, it would be impossible for users to gather 

and compare the content posted by all online members in making a choice. Therefore, in 

order for people to obtain information faster and make quicker decisions, they rely on 

heuristic principles (i.e. ‘rules of thumb’) that simplify but may also bias the information 

they acquire (Kahneman 2003; Tversky & Kahneman 1981). Likewise, due to the amount 

of information that is being produced and consumed by users, online sites have adopted 

designs that enable heuristics, simplifying the transmission of information, but potentially 

also biasing the data users receive (Park & Nicolau 2015). In this regard, the different set-

ups that websites adopt can affect, among other elements: the amount of self-presentation 

that users can have through their profiles, the type and length of media that can be shared 

on the site, the way in which people can evaluate the content of others through the use of 

rating scales, and the reach that users’ comments can have among the whole network. The 

present research studies the effects that user profiles and rating scales have on the choices 

of users.  

 

Figure 1.1 presents a general conceptual model of this thesis. As can be seen, the focal 

point of this research is the selection mechanism, which is investigated through the 

choice-making process and the biases that take place when individuals within groups 

make choices. Further, selection is studied in the context of three ‘building blocks’ of 



3 | P a g e  

 

social media: identity, groups and relationships (Kietzmann et al. 2012). Lastly, these 

concepts are analysed within the setting of social media and its different designs regarding 

different user profiles (anonymous versus identifiable) and rating scales (likert versus 

dichotomous). 

 

 

 

Figure 1.1 - General conceptual model of the thesis 

 

Regarding identity, this thesis builds on the argument that, when a person is in the 

presence of others, they try to manage the impressions they give (Goffman 1959). 

Therefore, identity is not an individual attribute, but instead a product of socialisation 

(Goffman 1959; Altheide 2000). For this thesis, identity management comprises the study 

of two elements of the classification of social media: self-disclosure and self-presentation 

(Kaplan & Haenlein 2010). Self-presentation, defined as the way users present 

themselves in cyberspace, is studied by contrasting two types of user profiles on an 

educational platform: anonymous and identifiable. Self-disclosure – the revelation of 

personal information such as likes and dislikes – is investigated through the comparison 

of two rating scales deployed on the same platform: likert and dichotomous.  

SELECTION:
Choice-making

and group-biases

Identity Groups

Relationships

Designs of social 
media sites
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Concerning groups, in a similar way to Goffman (1959; 1963), social psychologists have 

argued that people’s identities are subject to groups and thus vary on a continuum between 

the individual and the collective (Tajfel 1974; Tajfel 1978; Tajfel & Turner 1979). 

Further, individuals cluster into groups whenever differences arise (e.g. gender, race, 

political views, socioeconomic status) and tend to favour the ingroup as opposed to the 

outgroup (Tajfel 1974). Therefore, it is argued here that in the online space, groups have 

an impact on the way users self-present and the information they disclose about 

themselves (i.e. their likes and dislikes). Moreover, the fact that individuals gather in 

groups and favour similar members, has an impact on the content that they access, or 

more specifically, from whom they acquire content. Based on this logic, the thesis 

differentiates between the sharing of content with the entire and with personal networks 

(i.e. users’ outgroups and ingroups).  

 

Further, in terms of relationships, it has long been known that the way in which 

individuals interact has an impact on their sharing of advice and information (Granovetter 

1973). Likewise, research has shown that a person’s information environment resides 

mostly in their social connections (Cross, Parker, et al. 2001). However, not all relations 

have the same strength and, therefore, users do not present themselves or share the same 

content with all of their acquaintances. Thus, based on these arguments, the thesis further 

differentiates within people’s personal networks, through the strength of their ties 

(Granovetter 1973; 1983). 

 

1.2 Aim and Research Questions 

This thesis aims to understand how the designs of social media websites might enable, 

restrain or otherwise affect the transmission of UGC, through the impact that different 

set-ups have on identity, groups and relationships; and consequently, on the choices of 

users. The aim is tackled by comparing two designs regarding user profiles (i.e. 

anonymous and identifiable) and then by contrasting two types of rating scale (i.e. likert 

and dichotomous). Moreover, the research examines whether these elements affect the 

choices of users through the study of ratings, emphasising those that are given to the 

whole network as opposed to those given among individuals’ personal networks (i.e. 

ingroups). 
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Specifically, the thesis poses an overall and three specific research questions: 

 

 RQ-Overall: How is the transmission of UGC affected by the different designs 

(i.e. frames) adopted by social media websites? 

 RQ-1: How are the choices of users affected by different levels of self-

presentation occurring from diverse user profiles? 

 RQ-2: How are the choices of users affected by different levels of self-disclosure 

happening due to the use of distinct rating scales? 

 RQ-3: How are the choices of users affected by the online presence of their 

personal networks? 

 

The proposed model, which combines all the concepts presented so far and highlights the 

posed research questions, is as follows: 

 

 

 

Figure 1.2 - Conceptual model with research questions 

 

In order to address the posed research questions, three quasi-experiment were set-up. 

These comprised three groups of participants experiencing different online conditions. 

The chosen website to conduct the quasi-experiments was PeerWise, an educational 

platform where students author and post multiple-choice questions and later answer, rate, 

and comment on the questions posed by their peers. In order to test different website 

designs, PeerWise was modified with the help of its creator. The data collected comprised 

approximately 200,000 online interactions, 400 questionnaires, and 6 focus groups. Data 

were generated over the course of three years by the almost 1,000 participants who took 

part in the quasi-experiments. 

 

Website’s design
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(Choice = Selection)
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1.3 Thesis structure 

The outline of the remainder of the thesis is as follows. Chapter 2 presents a literature 

review of the key areas and theoretical constructs that underpin the study. It opens with a 

description of social media and the classification of sites presented by Kaplan & Haenlein 

(2010). The building blocks of social media are discussed (Kietzmann et al. 2012), with 

a focus on those of identity (e.g. Goffman 1959; Reicher et al. 1995; Zhao et al. 2008), 

groups (e.g. Tajfel & Turner 1979), and relationships (e.g. Granovetter 1973; 1983; Cross, 

Parker, et al. 2001). Subsequently, the transmission of UGC is explained from an 

evolutionary perspective, and the mechanisms of variation, selection, and retention are 

outlined (Campbell 1960; Weick 1969; Mesoudi 2011). This is followed by a more 

detailed focus on the selection of UGC, which forms the core issue of this thesis. Selection 

is explained through choice-making, drawing on the concepts of bounded rationality 

(Simon 1955; 1979) and frames (Tversky & Kahneman 1981; Kahneman 2003), and by 

making an analogy of choices and online ratings (e.g. Riedl et al. 2010; 2013). Thereafter, 

group-biases are explained in relation to their effect on choices (Richerson & Boyd 2005; 

Mesoudi 2011). Lastly, the chapter presents the resulting theoretical framework deriving 

from this synthesis of ideas and from which the model, aim, research questions and 

objectives the study follow. 

 

Chapter 3 describes the methodology adopted to address the research questions and 

objectives. This chapter starts by outlining the philosophical underpinnings of the 

research, which adopts a post-positivist standpoint (e.g. Guba & Lincoln 1994; Miller 

2005; Robson 2011; Trochim et al. 2016). Then, the mostly used methodologies in online 

environments are discussed, highlighting their advantages and shortcomings. Further, the 

quasi-experimental design is explained (Campbell & Ross 1968), together with the 

mixed- and multiple-methods approach to data collection (Bryman & Bell 2011). Next, 

the process of data analysis is described, together with the following methods: descriptive 

and inferential statistics, social network, clustering, sequence, and thematic analyses. 

 

Research findings are presented in Chapters 4 to 7. Chapter 4 responds to the first research 

question, testing different levels of self-presentation on ratings by comparing anonymous 

and identifiable user profiles. Next, Chapter 5 addresses the query concerning different 

levels of self-disclosure on ratings, by contrasting likert and dichotomous scales. Chapter 

6 examines the third research question, investigating whether users conform differently 
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to the whole than to their personal networks. The last chapter of findings, Chapter 7, 

tackles the overall research question by making a holistic comparison among the three 

quasi-experimental conditions and deepens the analysis on the study of conformity. 

 

Chapter 8 presents the discussion of the key findings of the research in the context of the 

reviewed theories, with an emphasis on the ‘what’ (i.e. the factors that should be 

considered in the explanation of the issue of interest), the ‘how’ (i.e. the relationships 

among the factors), and the ‘why’ (i.e. the psychological or social dynamics that explain 

the selection of factors) (Whetten 1989). Specifically, it reveals an enhanced conceptual 

model for the study and reflects on how website designs impact on the choices of users. 

Further, it presents a discussion on how knowledge evolution takes place in online 

environments, and how different website set-ups affect the variation, selection, and 

retention mechanisms. Finally, Chapter 9 concludes the thesis by summarising its 

contributions to theory and methods, outlining the implications for practice and policy, 

and indicating the limitations of the study and suggested paths for future research. 

 

Taken together, this thesis combines knowledge from different disciplines and merges 

them to explain how and why people’s beliefs and behaviours change depending on how 

social media websites are designed. Theoretically, it contributes by conceptualising the 

process of variation, selection and retention of knowledge in social media, and proposes 

a model to study selection through choice-making, while making use of identity, groups 

and network theories. Further, one of the biggest implications of this research has been to 

detect how certain elements of website designs affect the transmission of errors and 

biases. Therefore, if some of the guidelines outlined on this thesis are followed and the 

designs of websites receive proper attention, the evolution of knowledge in one of the 

biggest repositories of information for the human kind – social media sites – can be 

positively affected. Further, methodologically, the study represents one of the most 

complete examinations performed on social media. Regarding practice, the thesis presents 

recommendations for practitioners by creating a schematic that can assist them in 

identifying a more favourable way to set up a website, or at least to detect which features 

to avoid. Concerning policy, the study reflects on the ethical implications of adopting a 

frame and raises a number of questions that can serve as the basis of debate among 

legislators. Overall, it is believed that this research provides a better understanding of the 

impact that different designs have on the choices of individuals.  
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CHAPTER 2: LITERATURE REVIEW 

 

Every day people use the internet to communicate, search for entertainment, read the 

news, and buy and sell products and services, to mention just a few of the main reasons 

it is used (Correa et al. 2010). The internet has now become an intrinsic component of 

people’s daily lives, and is changing the way they do business, spend leisure time, and 

most importantly, the way they look for and choose information (Hughes et al. 2012). In 

addition, the internet is now characterised by the sharing of user-generated content 

(UGC), defined as diverse types of media content that are both created and utilised by 

end-users (Kaplan & Haenlein 2010), with social media platforms in particular allowing 

individuals and communities to produce, alter, share and discuss UGC (Kietzmann et al. 

2011).  

 

The present thesis focuses on understanding how the designs of social media sites might 

affect the way in which individuals share UGC and the effects on identity, groups, and 

relationships. In order to do this, the literature review firstly describes social media: its 

definition, classification, and how it differs from face-to-face communication. Secondly, 

the transmission of UGC is explained through an evolutionary perspective, outlining how 

content is varied, selected and retained. Thirdly, emphasis is given to the selection of 

information, which is described through the choice-making process. This is followed, 

fourthly, by an explanation of how individuals are influenced by groups and relationships 

when making choices, and three group-biases are described: content, prestige, and 

conformity. Finally, the fifth section of this chapter presents the theoretical framework 

and outlines the model, aim, objectives, and research questions of the research.  

 

2.1 SOCIAL MEDIA: DEFINITION, CLASSIFICATION AND FOCUS 

 

This section defines social media and describes the focus of the study regarding three of 

its building blocks: identity, groups and relationships. Further, the classification of social 

media is presented with a focus on comparing sites with regards to different degrees of 

self-presentation (i.e. user profiles) and self-disclosure (i.e. rating scales). Finally, the role 

of identity is discussed through contrasting offline and online environments.  
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2.1.1 Definition of Social Media 

Social media uses technology, and specifically the internet and digital media, to enable 

users to collaborate, connect, communicate and interact with one another (Correa et al. 

2010; Kaplan & Haenlein 2010; Dabbagh & Kitsantas 2012; Kietzmann et al. 2012; 

Peters et al. 2013). While a variety of definitions exist, two are most suitable for this 

study. The first draws from communication science and sociology (Peters et al. 2013) and 

defines social media as “communication systems that allow their social actors to 

communicate along dyadic ties” (Peters et al. 2013, p.282). Similarly, the second 

definition describes social media in terms of a technological platform enabling the 

transmission of data, and specifically “a group of internet-based applications that build 

on the ideological and technological foundations of Web 2.02, and that allow the creation 

and exchange of user-generated content” (Kaplan & Haenlein 2010, p.61).  

 

These two definitions highlight four elements that are essential to the understanding of 

social media: communication; social networks; technology; and UGC. The first two, 

communication and networks, require the study of social media to take into account 

information shared within social structures. That this happens within a technological 

platform means differences between online and face-to-face communication must be 

taken into account, such as the amount of shared information, (a)synchrony of messages, 

(a)nonymity of users, and the replacement of spoken language and gestures by text. 

Finally, unlike other types of media (e.g. print, television), content shared in social media 

is mainly user-generated, which means that it is created, made publicly available, and 

used by individuals in the network (Kaplan & Haenlein 2010).  

 

According to the Organisation for Economic Co-operation and Development, (OECD 

2007), there are three basic characteristics of UGC. First, it must be publicly available 

online; that is, at least available for a particular group of users on the web, hence 

excluding emails and instant messages. Second, it should involve some creative effort 

and some element of originality rather than merely being a copy of existing material. And 

third, it must be created outside of professional routines and practices, so it should not be 

                                                 
2 “Web 2.0 is a term that was first used in 2004 to describe a new way in which software developers and 

end-users started to utilize the World Wide Web; that is, as a platform whereby content and applications 

are no longer created and published by individuals, but instead are continuously modified by all users in a 

participatory and collaborative fashion” (Kaplan & Haenlein 2010, p.60-61). 
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part of a commercial market context. This research will likewise only consider content to 

be user-generated if it fulfils these three characteristics.  

 

It has been claimed that social media can be understood in terms of seven ‘functional 

building blocks’: identity; groups; relationships; reputation; presence; conversations; and 

sharing (Kietzmann et al. 2011; Kietzmann et al. 2012). Identity refers to the extent to 

which users reveal themselves; groups are how individuals form communities; 

relationships concerns how people relate to each other; reputation involves users 

knowing the social standing of others; presence is knowing if others are available online; 

conversations concerns communicating with other users; and sharing involves sending 

and receiving content (Kietzmann et al. 2012). The present thesis includes elements that 

encompass all of these blocks. However, a particular emphasis has been placed on 

identity, groups and relationships. This is because, as seen from the chosen definitions of 

social media, the communication of individuals within networks is key to the transmission 

of UGC. However, social media comprises an extensive and varied range of sites, and the 

term communication is too broad. Thus, the following sections will further explain and 

refine these terms to narrow the scope of the research more appropriately.  

 

2.1.2 Classification of Social Media 

As previously mentioned, social media describes a communication channel that stores 

and delivers UGC to individuals within social networks. However, the term social media 

comprises a wide range of site types, set up in very diverse ways, with online 

environments allowing for various forms of UGC to be shared, using a range of 

communication processes, and enabling groups to be formed in a number of ways. For 

this reason, it is relevant to outline the differences and similitudes among sites and to 

specify at the outset which types of sites are included in this thesis and which are not.  

 

Kaplan and Haenlein (2010) outlined one of the most comprehensive classifications of 

social media. They proposed two main partitions and two main theories falling into each 

of those elements. The first division has to do with media research and comprises the 

theories of social presence and media richness. In an online context, social presence is 

defined as the physical and visual contact that can be achieved by two online users, while 

media richness is the amount of information allowed to be transmitted in a particular time 
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interval (Kaplan & Haenlein 2010). The second partition concerns social processes, 

encompassing theories of self-presentation and self-disclosure. In the context of social 

media, self-presentation is seen as how users present themselves online, while self-

disclosure is the revelation of personal information such as opinions, likes and dislikes, 

consistent with the image users want to present about themselves (Kaplan & Haenlein 

2010). Table 2.1 shows the classification described, with examples of pertinent online 

platforms for each category. 

 

Table 2.1 - Classification of Social Media (Kaplan & Haenlein 2010, p.62) 

 MEDIA RESEARCH: social presence & media richness 

SOCIAL 

PROCESSES: 

self-presentation 

& self-disclosure 

 Low Medium High 

High Blogs 

Social 

networking 

sites 

(e.g. Facebook) 

Virtual social 

worlds 

(e.g. Second Life) 

Low 

Collaborative 

projects 

(e.g. Wikipedia) 

Content 

communities 

(e.g. YouTube) 

Virtual game worlds 

(e.g. World of 

Warcraft) 

 

 

It should be emphasised that most research on social media has been conducted in relation 

to only one of the categories shown above –  in isolation – and avoids contrasting different 

types (e.g. Dellarocas 2003; Godes & Mayzlin 2004; Zhao et al. 2008; Thelwall et al. 

2011; Wu et al. 2011; Wilkinson & Thelwall 2012; Liu & Park 2015; Park & Nicolau 

2015; Jacobsen 2015). Among those who have performed comparisons, a number 

compare online and offline features (Godes & Mayzlin 2004; Zhao et al. 2008; Berger & 

Iyengar 2013). Nonetheless, the volume of research comparing social media sites is very 

small, and most studies examine factors such as user personalities or perceived enjoyment 

in different social media sites (Hughes et al. 2012; Quan-Haase & Young 2010). 

Moreover, only two papers were found contrasting platforms by emphasizing the design 

of different types of social media (Brandtzæg et al. 2009; Li 2017). Hence, some 

researchers have argued there is a need for more studies focusing on the design of 

different social media sites to understand better the effects that these have on identity 

management, self-presentation, self-disclosure, and real-life relationships (Kietzmann et 

al. 2012).  
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The first literature gap is therefore the need to investigate how the designs of the different 

classes of social media sites might enable, affect, or restrain the transmission of 

information (LG-1). To address this gap, the current research concentrates on the 

comparison of social media sites with the same social presence and media richness, but 

varying levels of self-presentation and self-disclosure (see table above). Namely, this 

thesis studies and compares certain features of social networking sites (SNSs), which are 

characterised by allowing users high levels of self-presentation and self-disclosure, and 

content communities (CCs) which have a lower degree of social processes.  

 

The primary distinction between SNSs and CCs is that the purpose of the former is to 

connect users by sharing personal information like photos, comments, and thoughts; 

whereas the objective of the latter class is the distribution of media content such as videos, 

presentations, or travel advice (Kaplan & Haenlein 2010). Alternatively, it could be said 

that SNSs rely on relationships whereas CCs are built around topics. However, in the past 

five years, these two categories have acquired features from one another, making the line 

that separates them very thin and blurring the boundaries. For instance, YouTube and 

TripAdvisor (examples of CCs) are now suggesting users sign-in with their Google+ or 

Facebook accounts (examples of SNSs), thus increasing the amount of self-presentation 

and self-disclosure of their members. And yet, this process does not appear to have been 

researched or documented, nor any consequences it may have on the transmission of 

information. Thus, it can be argued that it is important to have a greater understanding of 

the impact that different degrees of self-presentation and self-disclosure have on identity 

management and relationships; and the effects that all of these social dynamics might 

have on the transmission of UGC. 

 

However, comparing information transmission between two types of social media can be 

complicated, as the content shared can vary significantly. For this reason, the present 

chapter offers an in-depth description of both SNSs and CCs, making use of several 

examples from some of the most well-known sites. Further, it should be emphasised that 

in the empirical study forming the basis of this thesis, the main features of these categories 

of social media will be emulated in a single site where the same type of information is 

transmitted. 
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2.1.3 Identity management in online environments: self-presentation and self-

disclosure 

When a person is in the presence of others, they will try to obtain information about her, 

such as her conception of self, socio-economic status, background, trustworthiness, and 

competences (Goffman 1959). In the same way, when an individual is before others, she 

will have several reasons for seeking to control the impression she gives, such as making 

others think highly of her, ensuring harmony in the relationship, or misleading people 

(Goffman 1959). The self-concept has been defined as an individual’s thoughts and 

feelings in reference to herself, and comprises of the extant-self (i.e. how she sees herself), 

the desired-self (i.e. how she would like to see herself), and the presenting-self (i.e. how 

she shows herself to others) (Rosenberg 1979). The present research focuses on the last 

of these, which is intrinsically related to the concept of identity, the part of the self by 

which individuals are known to others (Altheide 2000). It should be noted that identity is 

not an individual attribute, but instead a product of socialisation (Goffman 1959; Altheide 

2000). Therefore, as with communication, identity needs to be studied in a social context. 

 

In online environments, identity can be seen as the extent to which users reveal 

themselves, or the amount of personal information that social media sites allow being 

shared (Kietzmann et al. 2012). Some researchers conducting online research have 

referred to this as ‘identity management’ (Suler 2002; Suler 2004; Meng & Agarwal 

2007) or ‘identity construction’(Schau & Gilly 2003; Zhao et al. 2008). For this thesis, 

identity management corresponds to self-presentation and self-disclosure. Self-

presentation – the way users present themselves in cyberspace – is studied through user 

profiles; self-disclosure – the revelation of personal information such as likes and dislikes 

– is observed through the ratings that users provide.  

 

Self-presentation in SNSs and CCs: user profiles  

Self-presentation can be seen as a component of identity by which an individual tries to 

make an impression on others (Goffman 1959). This impression is subject to elements 

that people cannot change termed personal front (e.g. gender, age, racial characteristics), 

components that are under their control called setting (e.g. clothing, personal 

adornments), and a person’s performance (i.e. actions at a given moment which serve to 

influence others) (Goffman 1959). An essential feature of the internet is that it gives 

individuals the opportunity to alter their identity to an extent that would not be possible 
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in face-to-face interaction, allowing them to change even personal front aspects such as 

their age, gender, and appearance (Suler 2002). What is more, online users can interact 

with others without making use of a personal front or a setting. Then, by allowing features 

like disembodiment and anonymity, online environments allow for a new means of 

identity construction (Douglas & McGarty 2001; Bargh et al. 2002; Suler 2002; Suler 

2004; Zhao et al. 2008).  

 

Within social media environments, individuals are free to design their physical forms (e.g. 

avatars, human, animal, hybrids), gender, and any wished symbolic connotations (Schau 

& Gilly 2003). Nonetheless, as this research focuses only on SNSs and CCs, the way in 

which these allow individuals to self-present is described through the user profiles that 

each category allows. SNSs are web-based services that permit users to create a profile, 

produce lists of other users with whom they want to share information, and allow them to 

navigate their list of connections to see other people’s information (Amichai-Hamburger 

& Vinitzky 2010). Conversely, in CCs, users are usually not required to create a profile 

if they only wish to see the available information, although some sites do require very 

basic profiles when people want to post comments (Kaplan & Haenlein 2010). Figure 2.1 

presents the profile of a user in a SNS, while Figure 2.2 shows the profile of the same 

individual in a CC.  

 

 

Figure 2.1 - User profile on a SNS, Facebook 

Identifiable profile Social ties
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Figure 2.2 - User profile on a CC, TripAdvisor 

 

As can be seen from the images presented above and as explained in Table 2.1, SNSs 

allow for and are characterised by a much higher degree of self-presentation. For instance, 

Facebook (Figure 2.1) began by requiring users to sign up with a valid university email 

(Loomer 2012), thus linking users to their real identities. Moreover, it was meant to act 

as ‘a facebook’ where students would display a real picture and write something about 

themselves. Also, for users to become ‘friends’ there needs to be a mutual agreement, 

which arguably makes users more likely to use their real identities in order to be 

recognised by others. Users are typically encouraged to provide as much information 

about themselves as possible, such as current and previous jobs and education, 

relationship status, list of family members within the SNS, and significant life events. 

Similar levels of self-presentation can be found in SNSs such as Instagram, Google+, 

LinkedIn, and Snapchat. 

 

Conversely, CCs do not typically require users to display their real names, and have 

significantly fewer fields displaying personal information. For instance, the TripAdvisor 

account in Figure 2.2 does not display any name, as this is not a requirement. Moreover, 

there is nothing in place for users to include information about themselves. In contrast 

with Facebook, TripAdvisor does not allow for ‘friends’ or ‘followers’, presumably 

emphasising the content being shared rather than social bonds. However, it should be said 

that a few CCs, like YouTube and Quora, do allow users to have ‘followers’, but these 

are ‘directed’ so only one party has to agree to form a connection (i.e. the following need 

not be reciprocated). To sum up, regarding user profiles, the most distinctive 

characteristic that differentiates CCs from SNSs is that the former allows for anonymity, 

mainly because the emphasis is on the content being shared. In contrast, in the latter, users 

Anonymous profile
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are defined as ‘nonymous’3 (i.e. non-anonymous) because in these sites relationships are 

anchored to offline environments, which means users are meant to be known by others to 

a certain extent (Zhao et al. 2008).  

 

The role of anonymity in online environments has been widely studied (e.g. Lea & Spears 

1991; Reicher et al. 1995; Postmes et al. 2001). Further, there seem to be two schools of 

thought as to why individuals behave differently when being anonymous as opposed to 

identifiable. Some research is based on deindividuation theory, which argues that there is 

only one concept of ‘self’ that is reduced to group norms when an individual is within a 

network (Le Bon 1896; Zimbardo 1969). Deindividuation theory is mostly used as a 

justification for anti-normative behaviour. Researchers making use of this theory claim 

that users lose their ‘self’ to the group, a situation that aggravates further when individuals 

are anonymous and communicate through a computer, as opposed to face-to-face (Lu & 

Bol 2007; Brandtzæg et al. 2009). On the other hand, other researchers rely on the social 

identity model of deindividuation effects (SIDE), which claims that individuals do not lose 

themselves in the network because the self-concept adapts to diverse contexts and 

situations (Lea & Spears 1991; Reicher et al. 1995; Postmes et al. 2001). Researchers 

justifying interactions through SIDE recognise that in some situations groups can behave 

negatively, but also argue that anonymity can generate altruistic acts among group 

members, although this would depend on the norms of each group (Howard et al. 2010; 

Whittaker & Kowalski 2015; Mishna et al. 2009; Douglas & McGarty 2001). The present 

research follows a SIDE perspective as it is in line with the identity theory used in this 

thesis, which assumes both that individuals vary their ‘self’ depending on the 

circumstances (Goffman 1959; 1963). 

 

Unlike anonymity, “identity construction in a nonymous online environment has not been 

well studied” (Zhao et al. 2008, p.1818). That is, there is a lack of research exploring the 

way in which individuals manage their identities when they are known by other members 

of the network (LG-2). In one of the few studies to date, Zhao et al. (2008) found that 

when users are identifiable, they do not change their personalities but rather enhance 

certain aspects of these. In identity jargon, this could be described as individuals 

highlighting their ‘desired-self’.   

                                                 
3 Note that the term ‘identifiable’ will generally be used as a synonym for ‘nonymous’ throughout. 
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Finally, one last term to be discussed within identity is what Goffman (1959, p.60) called 

‘embarrassments’, which occur when an individual is caught performing in a manner that 

is not consistent with their ‘official projection’. In this regard, Kietzmann et al. (2012) 

have emphasised the need for a greater understanding of how embarrassments unfold: 

how people react to incongruent information about others, how these affect real-life 

interactions, and the impact they can have in the design of social media platforms (LG-

3). To address these last two gaps, LG-2 and LG-3, the present study compares an 

anonymous with a non-anonymous environment and, with identifiable users, it 

investigates the effects that online interactions can have in face-to-face situations and 

vice-versa.  

 

Self-disclosure in SNSs and CCs: rating scales 

As described above, identity comprises self-presentation and self-disclosure, and SNSs 

are characterised by higher levels of these social processes in comparison to CCs. Self-

disclosure is defined as the revelation of personal information aligned with the image 

online users wish to give about themselves (Kaplan & Haenlein 2010). Thus, it should be 

noted that individuals’ disclosure is aligned and intrinsically related to their self-

presentation. Furthermore, self-disclosure may involve information about the users’ 

emotions, attitudes, feelings, thoughts, likes and dislikes (Moon 2000; Kaplan & Haenlein 

2010). For this study, self-disclosure is studied through the likes and dislikes that users 

expressed through the available rating scales. 

 

Nowadays, mechanisms for user ratings are available on almost every website. This is 

happening due to the proliferation of social participation and co-creation within social 

media (Riedl et al. 2013). Rating within an online community reflects a measure of the 

quality of an idea, and rating scales are used to assess almost every imaginable category, 

such as videos, movies, consumer electronics, travel services, teachers, coding, and books 

(Riedl et al. 2010). Therefore, ratings also serve as online feedback mechanisms that 

disseminate word-of-mouth information about products, experiences and services within 

networks (Dellarocas 2003). Hence, rating scales act as a medium for users to disclose 

information about themselves (i.e. their likes and dislikes), but also as feedback 

mechanisms because individuals are encouraged to use them to share information about 

products and services (e.g. TripAdvisor and Amazon).  
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Rating scales in online environments are under-studied, and there are no clear guidelines 

regarding their designs, and how these impact on the effectiveness and quality of ratings 

(Riedl et al. 2010; Riedl et al. 2013). Although there is a significant amount of research 

focusing on consumer ratings (e.g. Jiang et al. 2015; Park & Nicolau 2015; Liu & Park 

2015; Gopinath et al. 2014; Tsao et al. 2015), the status quo of the available rating scales 

on sites is rarely questioned. Further, from the limited number of studies that question 

and compare different rating scales, the recommendations seem to be contradictory. On 

the one hand, academics tend to suggest that longer scales are needed (Riedl et al. 2010; 

Riedl et al. 2013); on the other hand, practitioners prefer using shorter rating scales 

(YouTube 2009; Ciancutti 2011). Hence, the lack of consensus regarding the design of 

rating scales and the absence of studies that investigate how these affect the transmission 

of information can be considered a gap concerning both literature and practice (LG-4). 

 

In respect of existing rating scales, SNSs are typically characterized by using a one-point 

rating, as can be seen in Table 2.2. Conversely, most CCs use more granular ratings which 

– as seen in Table 2.3 – vary between one and ten-point scales, although the majority uses 

a scale from one to five. Both tables present the rating scales that the sites had in 2015 

and the ones they have now, in 2018. It was decided to leave the ‘old’ and ‘new’ scales, 

so the rapid changes that both SNSs and CCs are having can be appreciated. Further, as 

will be explained in the following paragraphs, most of these alterations seem to be made 

by trial and error with their effects apparently largely unknown a priori. 

 

Table 2.2 – Rating scales of SNSs (2015-2018) 

Social Networking 

Site 

Name of button 

(2015  2018) 

Rating 

scale 

(Aug/2015) 

Rating Scale 

(Apr/2018) 

Facebook Like  Reactions 
  

LinkedIn Like 
  

Google+ +1 
  

Instagram Like   

Tumblr Like 
  

Pinterest 
Like & Pin-it  

Save &    
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Table 2.3 – Rating scales of CCs (2015-2018) 

Content 

Community 

Rating-scale 

type 

Rating scale 

(Aug/2015) 

Rating Scale 

(Apr/2018) 

YouTube 
Likert 4  

Dichotomous   

Twitter5 One-point   

Quora Dichotomous 
  

Stack 

Overflow 

Dichotomous 

& one-point   

TripAdvisor Likert (1-5) 6 
  

Booking.com Grid (1-10)   

Couchsurfing 
Likert  

Dichotomous  
 

 

Yelp.com Likert (1-5) 
  

Amazon Likert (1-5)   

Netflix 
Likert  

Dichotomous   
Google 

reviews 
Likert (1-5)   

 

Even though SNSs allow for higher levels of self-disclosure, they also have smaller scales 

in place, arguably reducing the amount of feedback that users can give to others. 

Interestingly, the site that has been ‘blamed’ for the widespread use of the ‘like’ and ‘love’ 

buttons was the first to adopt a wider scale, thus offering more options on how to respond 

to the posts of other users. As of today, Facebook is the leading SNS with 2,167 million 

active users worldwide (Statista 2018a). Moreover, it is thought that more than a third of 

the UK and US populations access Facebook every day (Sedghi 2014). Regarding its 

rating scale, Facebook had been widely criticised for not allowing users to ‘dislike’ posts, 

which made the website a very attractive site for politicians and marketing campaigns 

(Fraser & Dutta 2008). Therefore, due to the insistence of users and the criticism from 

different parties, the site introduced a range of ‘reactions’ in February 2016 (Krug 2016; 

                                                 
4 YouTube’s likert scale was changed for a dichotomous one in 2010, but it was decided to include this 

image for reasons explained below. 
5 Although some consider Twitter to be a SNS (e.g. Statista 2018a), the official stand of the company is 

that they are not. Rather, “Twitter is for news. Twitter is for content. Twitter is for information” (Perez 

2010; McCracken 2016). 
6 Note that some of these websites (e.g. TripAdvisor, Booking.com, Yelp, Amazon and Google reviews) 

have a two-step rating: 1) people write reviews about products and services, accompanied by a rating using 

a likert scale; and 2) other users rate the written reviews with a one-point rating ‘helpful/useful’ button. 
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Teehan 2016). Consequently, after twelve years of only allowing a single rating button, 

the site now gives its users the option of higher levels of self-disclosure. 

 

Conversely, CCs have been known for having more extensive rating scales but, as seen 

in Table 2.3, the sites that have re-designed them are increasingly opting for offering users 

fewer options to give feedback. An example of this is YouTube, the biggest CC, where 

its 1,500 million users share millions of hours of video every day, available in 61 

languages (YouTube 2015; Statista 2018). Until 2010, they had a 5-point likert scale, 

which then became dichotomous (i.e. ‘thumbs up, thumbs down’). This change, they 

disclosed, was because users would sometimes rate videos when they did not like them, 

but overwhelmingly rated them when they really enjoyed them, as seen in Figure 2.3 

(YouTube 2009). Thus, the video-sharing site asked its users what would they find more 

useful: a ‘like/dislike’ scale or a ‘favourite’ button, and the dichotomous scale was 

adopted (YouTube 2009).  

 

 

Figure 2.3 – YouTube's likert 1-to-5 rating chart (YouTube Official Blog, 2009) 

 

Citing another example, a product engineer in charge of the design of Netflix’s rating 

scale described a real-life experiment that they made with their 5-point likert scale, during 

2011 (Ciancutti 2011). For a limited time, half of the users were allowed to rate using 

whole-numbers (i.e. complete stars), while the other half could give whole or half-points 

(i.e. half starts). This experiment was done because it was considered the software could 

have given ‘better’ movie suggestions if users were allowed to give more fine-grained 

ratings that more accurately described their opinions. However, the result was that Netflix 

members who could rate using half-stars gave significantly fewer ratings, and thus the 
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site continued using a whole-point scale (Ciancutti 2011). It should be noted that in mid-

2017 Netflix subsequently changed its feedback mechanism for a dichotomous scale (i.e. 

‘thumbs up, thumbs down’), and has since received criticism from its users, who find the 

scale too restrictive and the predictions based on ratings inaccurate (e.g Smith 2017). 

 

From the examples of SNSs and CCs discussed above, it appears that when users are 

given fewer rating options they feel restricted (e.g. Facebook and Netflix). However, in 

some situations when they are given more nuanced options to express feedback, they do 

not use them (e.g. YouTube, Figure 2.3). Therefore, it looks as if the above-mentioned 

social media sites were designing their scales based on trial and error and from the 

feedback they received from their users. This may be because guidelines on the usefulness 

of different rating scales are scarce and contradictory. On the one hand, practitioners in 

charge of the design of rating scales argue – based on the millions of ratings from their 

users – that scales should be short, as users rate less when given more complex scales, on 

top of not using all of the available options (YouTube 2009; Ciancutti 2011). On the other 

hand, scholars such as Riedl et al. (2010) argue that shorter rating scales such as 

dichotomous and single-point, force respondents into making a choice regarding the 

quality of an idea or post. However, the thoughts and emotions that take place during this 

decision-making process are not likely to be dichotomous, which can cause users to fail 

in the process of judging between alternatives (Riedl et al. 2010). Consequently, these 

scholars suggest users may experience high decisional stress. Further, they claim that 

simple rating scales do not produce valid rankings, as these are obtained with longer 

multi-attribute scales, which not only produce significantly better ratings but also lead to 

more favourable attitudes towards websites (Riedl et al. 2010; Riedl et al. 2013).  

 

To sum up, as outlined in the fourth gap (LG-4) there is a theoretical and practical need 

to deepen the understanding of rating scales. Moreover, given that there is a tendency of 

CCs to increase users’ self-presentation by promoting the idea of signing-in with their 

Facebook or Google+ accounts, it could be claimed that the study of ratings should be 

done within the context of users’ identities.  
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2.2 TRANSMISSION OF USER-GENERATED CONTENT IN SOCIAL MEDIA: 

AN EVOLUTIONARY PERSPECTIVE 

 

Social media was defined in terms of four elements: communication, UGC, technology 

and social networks (Kaplan & Haenlein 2010; Peters et al. 2013). From a 

communications perspective, it was seen as a medium for storing and delivering 

information. However, unlike other mass media, the information shared in SNSs and CCs 

is created and acquired by users, and has thus been named UGC. Further, technology 

plays a role in the transmission of UGC because it happens through computers and mobile 

devices, allowing anonymity of users, asynchrony of messages, and text and emoticons 

replacing spoken language and gestures. Lastly, UGC is publicly available to individuals 

within a network, which is also a particular characteristic of communication in social 

media. 

 

This study uses an evolutionary perspective to make sense of the communication of UGC 

among networked individuals, through the use technological devices. Moreover, using an 

evolutionary perspective helps to understand better how the different designs of social 

media sites (i.e. SNSs and CCs) enable, restrain or affect the transmission of information. 

The present section starts by defining evolution and by explaining what is evolving. Next, 

it examines how knowledge is (en)coded into UGC, and vice-versa. Further, the process 

of knowledge interpretation is explored, with an emphasis on how transmission errors 

might take place. Finally, all the previously outlined concepts are combined in a 

schematic summarising conceptually how knowledge evolution takes place in social 

media. 

 

2.2.1 Evolution: what is it, and what is actually evolving? 

The concept of evolution, as described by Darwin (1859), assumed that – whatever was 

evolving – was firstly varied, struggled for existence, went through natural selection and, 

if successful, was then inherited with or without modification. These concepts, applied 

nowadays to a number of disciplines, are referred to as the mechanisms of variation, 

selection and retention (VSR), first described by Campbell7 (1960) and later adopted by 

                                                 
7 Campbell originally used the term blind-variation-and-selective-retention (BVSR) to describe the creative 

knowledge process.  
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organisational researchers including Weick (1969), Aldrich & Ruef (2006), and Breslin 

(2011). It should be emphasised that this research assumes a Generalised Darwinist 

position which allows generalising the VSR mechanisms described by Darwin to domains 

outside biology and in fields such as of sociocultural evolution (Breslin 2010; Breslin 

2011). This position states that Darwinian evolution will occur “as long as there is a 

population of replicating entities that makes imperfect copies of themselves, and not all 

of these entities have the potential to survive” (Hodgson 2005, p.900). These replicating 

entities, named replicators, are identified by the interactors, which are their visible 

manifestations in the world of culture (Dawkins 1976). In these terms, variation implies 

that the replicators are sufficiently different from each other in order to be distinguished 

and later selected; the selection mechanism supposes that the units that evolve go through 

a competition in order to be chosen; and retention assumes that the selected entity can be 

identified to be kept by those who have selected it, or can be inherited either intact or with 

modification (Mesoudi 2011).  

 

The first scholar to describe the replicators or “social units” was Cloak, affirming that 

culture was “acquired in tiny, unrelated snippets, which are specific interneural 

instructions culturally transmitted from generation to generation” (1975, pp.167–8). A 

year later, Dawkins named them “memes”, arguing that these entities were faithfully 

replicated in a discrete manner, like genes (Dawkins 1976, p.192). Likewise, Distin uses 

of the term “memes” (2011, p.231) but predominantly refers to (discrete) “cultural 

information” (2011, p.11), although she also uses “ideas” (2006, p.90) and “information” 

(2006, p.92). Conversely, other researchers such as Richerson & Boyd have questioned 

the idea of Darwinian replicating entities, and instead refer to them as (information) 

“variants”, although they also use the (more common) terms “idea, skill, belief, attitude 

and value” (2005, p.63). Other authors, like Mesoudi, have stayed on the margin of the 

discrete versus continuous debate but still affirm that there must be some sort of 

replicators, and describe them as (information) “traits” (2011, p.55). Further, Breslin has 

referred to “ideas” as “units of evolution” (Breslin & Jones 2014, p.435) but also defines 

them as “routines” when studying knowledge-in-practice (Breslin 2016, p.49).  

 

For this research, and in the context of social media, the author will argue that the dualism 

of beliefs/UGC evolves through the mechanisms of variation, selection, and retention. 

This content is first conceived as the knowledge (i.e. beliefs) that social media users 
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possess, which is then translated into digital information (e.g. text, images, videos, 

emoticons). That is, the beliefs that individuals hold are the replicators, and the UGC they 

post and browse online is the interactor. Therefore, knowledge is evolving in the form of 

beliefs, but to be understood and acquired by others, it needs to be coded into discrete 

entities of information (i.e. content). However, once online users have acquired the UGC 

and this is decoded again into beliefs, it is not possible to determine if it is still discrete 

or continuous, as this is something left to neuroscientists to decide (Mesoudi 2011). In 

order to explain this process further, the duality of beliefs-UGC will be defined, as well 

as the interpretation between one and the other. 

 

Nevertheless, before moving into a deeper understanding of knowledge and information, 

it should be briefly mentioned why these terms were chosen as opposed to ‘memes’, 

which might sound appealing given that this research takes place in social media. As 

previously explained, the word ‘meme’ was coined by Dawkins (1976), so it resembled 

the biological term ‘gene’. Therefore, by using ‘memes’, the research would hence adopt 

a Universal Darwinism posture, which analyses sociocultural aspects in the same way 

that biology does (Breslin 2010). Rather, this research goes beyond biology and abstractly 

studies the evolutionary mechanisms, aligned with the previously outlined philosophy of 

Generalised Darwinism. Consequently, this research does not imply that biology and 

culture, or genes and memes, behave in the same manner. Moreover, ‘meme’ carries with 

it the connotation that within social media “the most common meme is an image of a 

person or animal with a funny or witty caption” (Beal 2016). Thus, the term ‘meme’ has 

been overexploited and misapplied by the users of the internet, which has caused a 

deterioration in the credibility of ‘memetics’ (Distin 2011). Consequently the term is 

avoided in this thesis. 

 

2.2.2 Duality and interpretation between beliefs (i.e. knowledge) and UGC (i.e. 

information) 

Could a person claim to know how to ride a bike if they have only read about the bicycle’s 

velocity over the angle of imbalance? Probably not (Polanyi 1968). Knowledge is 

different from information. There are many ways to define and describe knowledge, a 

term that conveys multi-layered meanings (Nonaka 1994). Nonetheless, two definitions 

were considered for this study. First, knowledge has been defined as “a justified true 
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belief” (Nonaka 1994, p.15), a definition that is relevant because it identifies the ‘entity’ 

that is evolving, the so-called ‘replicator’ described in the preceding paragraphs. Further, 

knowledge has also been described as “an ongoing social accomplishment” (Orlikowski 

2002, p.252), which highlights the importance of the social element; the evolution of 

knowledge cannot happen within a single individual. 

 

Likewise, information is not self-contained, as it requires a context to acquire meaning 

(Loasby 2002). Further, information can be described as the way knowledge is translated, 

the code it uses to take form (Barthelme et al. 1998). In other words, “information is a 

flow of messages, while knowledge is created and organised by the very flow of 

information, anchored on the commitment and beliefs of its holder” (Nonaka 1994, p.15). 

Furthermore, one of the primary conditions of knowledge transmission is that information 

must be communicated to a receiver who can understand it and respond appropriately 

(Distin 2011). Therefore, the transmission of information alone would not provide the 

conditions for knowledge evolution; for this to happen, interaction needs to take place 

and therefore knowledge is not only transferred but is also transformed by the replication 

and variation that happens through communication (Dobson et al. 2013). 

 

In this regard, the way knowledge is transmitted, interpreted, and transformed has long 

been studied by researchers (Polanyi 1968; Polanyi 1967; Polanyi 1998; Nonaka 1994; 

Orlikowski 2002). Polanyi (1968; 1998) was one of the first scholars to detect that people 

could know more than they could put into words, and applied the terms ‘tacit’ and 

‘explicit’ to the study of knowledge. Afterwards, a number of scholars applied these 

concepts to the study of knowledge transmission within groups and organisations. Explicit 

knowledge was defined as codified knowledge which is “transmittable in formal, 

systematic language”, while tacit knowledge was conceived as hard to explain or 

communicate and is “deeply rooted in action, commitment and involvement in a specific 

context” (Nonaka 1994, p.16). This view of knowledge seemed to typecast explicit 

knowledge as “digital […] captured in libraries, archives and databases” (Nonaka 1994, 

p.17) while tacit knowledge was “constituted and reconstituted in everyday practice” 

(Orlikowski 2002, p.252). Although these definitions describe some of the characteristics 

of tacit and explicit knowledge, they also seem to simplify them to the point where 

everything that is written is considered explicit, while all that involves performing an 
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activity is classified as tacit. However, it should be noted that these categorisations of 

tacit and explicit knowledge are far from how these definitions were initially conceived.  

 

Polanyi (1967; 1968) advanced the idea that the use of languages was pure tacit 

knowledge, even if this transmission of knowledge was only conducted by writing. With 

the example of writing a letter, he illustrated the process of conveying and interpreting 

meaning. To begin with, the person writing a letter would first require an intelligent 

understanding of events (sense-reading) which would then have to be put into prose 

(sense-giving), and the person receiving the text would have to interpret the written 

composition to reproduce the original meaning (sense-reading). Finally, the person 

reading the letter would not remember all the words or sentences that composed the letter, 

but rather the meaning it conveyed. Further, he added that “all knowledge falls into one 

of these two classes: it is either tacit or rooted in tacit knowledge” (Polanyi 1967, p.314). 

 

Likewise, it could be argued that a similar process takes place in social media. Initially, 

the knowledge users have (i.e. beliefs) is translated into information (i.e. UGC in the form 

of text, videos, emoticons, etc.) by the act of sense-giving. Afterwards, once the UGC is 

available online, other users might acquire it, by decoding this information back into 

knowledge (i.e. sense-reading). There are two points that should be highlighted. First, the 

person reading the information posted online must understand the code (e.g. language and 

signs) to extract its meaning. Second, even if the person who reads the UGC understands 

the language, they will possibly give a different meaning to it; that is, they may have a 

different interpretation. This can happen because people rely on their prior understanding 

of experiences to give-sense, while communicating (Polanyi 1967). Different 

interpretations explain why beliefs are ‘inherited’ with modification (Mesoudi 2011). 

Figure 2.4 shows how knowledge (i.e. beliefs) are translated into information (i.e. UGC) 

through the interpretation process explained by Polanyi (1967). Therefore, the figure 

below also displays how replicators are converted to interactors, within online 

environments.  
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Figure 2.4 - Knowledge, information, sense-reading, and sense-giving in social media 

 

2.2.3 Knowledge evolution in social networking sites and content communities 

The way in which knowledge evolution is thought of taking place in social media is shown 

in Figure 2.5. As can be viewed, variation can be seen as the pool of information that 

online users generate within the SNSs or CCs, where they communicate their beliefs, 

through text, audio, video, symbols, emoticons, and so forth. The selection part takes 

place when an individual within the network chooses a particular piece of information. 

As outlined previously, this is when the information is decoded into knowledge, and the 

belief is replicated. Finally, the retention mechanism takes place when the person 

assimilates the belief, which may differ from the original due to interpretation (Figure 

2.4). The way in which the VSR mechanisms can be observed will vary with the different 

designs that SNSs and CCs have in place. However, the diagram below outlines a general 

way in which they can be detected. It should be highlighted that Figure 2.5 is a first step 

to envision how the VSR process occurs in social media. However, Chapters 8 and 9 will 

reflect and amend this original proposition (e.g. see Figure 8.4). 
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Figure 2.5 – Envisioned VSR process in social media 

 

Individual level 

Variation happens when online users share their knowledge about a particular topic, 

product, service, or experience. There is no way of seeing the replicating entities (i.e. 

beliefs) other than through the corresponding interactors (i.e. UGC) which are subject to 

the allowed media type(s) and buttons that different websites have in place. For instance, 

on YouTube the variation can be observed through each posted video, on TripAdvisor 

through reviews, and on Facebook through posts. However, selection and retention are 

not as straightforward. For instance, when people read a post or watch a video, they might 

acquire knowledge without even being aware of it, i.e. unconsciously (e.g. Campbell 

1960; Polanyi 1967). It would then be impossible to test every online user and decide 

whether they have selected or retained knowledge. The selection mechanism is the 

hardest to detect, especially when talking about beliefs because “a valid question might 

be ‘how do you know it was selected?’ and the answer often is, ‘because it is there’. It is 

there because it was selected, it was selected because it is there” (Weick 1969, p.56). 

Then, the only way in which the researcher can know if the belief was selected is if online 

users ‘claim’ in some way that they have agreed with the information posted on the SNS 

or CC. This, as noted before, varies depending on the design that different websites have 

in place, but will mainly be seen through the rating scales (see Table 2.2 and Table 2.3 

for some examples). Finally, it is believed that it not possible to observe retention at the 

individual-level in an online environment given that it is not possible to test if each user 

now holds the specific belief. Thereafter, it can be inferred that if a user has ‘claimed’ to 

agree with certain content, s(he) now retains the original belief, with or without 

modification.  
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Network level 

The variation mechanism is relatively easy to detect within the network: as long as there 

are differentiated texts, images, emoticons, videos, and reviews, there is variation. 

Moreover, as with the individual-level, the selection occurs through the ratings of users 

which can be seen through the available rating buttons, such as stars, up-votes, down-

votes, and helpful votes, among others. Finally, retention can be conceived as the opposite 

of variation, the latter implying novelty (Weick 1969). Hence, retention can be detected 

when most of the network agrees with a belief. For instance, through the rating-averages, 

rankings, and sum of ‘likes’, ‘up-votes’, or ‘love’ votes. Figure 2.6 presents an example 

of how the VSR mechanisms can be observed at the network level in the CC of 

StackOverflow8. As can be seen, the variation would be all the answers posted by users, 

selection would be the individual ratings (i.e. up-votes), and retention would be the 

ranking of questions and answers, obtained through the ‘wisdom’ of all network 

members. 

 

Figure 2.6 - VSR mechanisms shown at network-level (example from StackOverflow) 

 

A gap within the literature is that – from an evolutionary viewpoint – the transmission of 

knowledge has not received sufficient attention, despite proving to be significantly useful 

                                                 
8 Note that this figure is based on a real-life example which was take from the answers of a ‘top question’ 

on 19/04/18 (see https://tinyurl.com/ydy2jsgc). 
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in explaining the diffusion processes at the individual and network levels (LG-5). As 

Richerson and Boyd (2005, p.123) argue, “Darwinian analysis reveals a mass of largely 

unexplored questions surrounding the psychology of knowledge transmission and the 

biases that affect what we learn from others. Small, dull effects at the individual level are 

the stuff of powerful forces of evolution at the level of populations. Understanding 

precisely how individuals deploy their kit of imitation heuristics is necessary to 

understand the rates and direction of [knowledge]9 evolution, and work on the problem 

has hardly begun”. It should be noted that the outlined gap gives more importance to 

‘imitation heuristics’ – that is, selection – as this is responsible for individuals acquiring 

beliefs that are later shared by the network. For this reason, the present study adopts an 

evolutionary approach to the study of online environments, and focuses on the selection 

mechanism, explored through choice-making. 

 

Finally, it should be mentioned that the lack of Darwinian concepts in the study of 

knowledge transmission is even more evident in studies concerning online environments. 

In this field, there are very few scholars applying the concept of knowledge evolution 

(e.g. Chen & Liang 2011; Kump et al. 2013; Jiang et al. 2014). Moreover, of these, only 

Chen & Liang (2011) mention the VSR mechanisms. This highlights the need for more 

research that understands how variation, selection, and retention take place in online 

environments. Therefore, the current study attempts to contribute to the field by 

describing the VSR mechanisms of knowledge evolution within social media, 

emphasising in particular selection, i.e. how and from whom online users select 

information. Further, this has been studied through the comparison of the characteristic 

user profiles and rating systems of SNSs and CCs. 

 

2.3 EXAMINING THE SELECTION MECHANISM THROUGH CHOICE-

MAKING 

 

The transmission of beliefs-UGC in social media is studied through the VSR mechanisms. 

The primary interest of this thesis is on selection, which can be inferred from the ratings 

of online users. In this respect, scholars studying ratings have claimed that people go 

through a choice-making process similar to that of answering surveys, as their answers 

                                                 
9 The term ‘cultural’ has been replaced for ‘knowledge’, as the first is considered too broad for this study. 
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are subject to the available response scale. Therefore, the present section begins by 

outlining the choice-making process of survey response. Afterwards, the section deepens 

the explanation of choices by describing how the judgement of users is affected by the 

manner in which decision-problems are framed. Further, heuristics and biases are 

explained in the context of frames, judgement and choice. Finally, the section ends with 

the three group-biases that were chosen for this study: content, prestige and conformity.  

 

2.3.1 Rating: a choice-making process 

Riedl et al. (2010; 2013) studied the action of performing a rating in a similar manner as 

responding to a survey, provided that users are presented with content and then given a 

limited scale with which to assess or respond to it. This thesis has studied the selection of 

information, inferred from the ratings performed online, in an analogous manner. 

Therefore, a rating can be seen as the product of choice, which is the outcome of a process 

that involves assessment and judgement and requires the evaluation of different options 

and making a decision about which one to report (Hastie & Dawes 2010). Moreover, to 

perform a rating, users first need to understand the content, then make a judgement about 

its quality and finally give a rating that corresponds to the available rating scale (Riedl et 

al. 2010). Figure 2.7 shows a graphic representation of how Tourangeau et al. (2000) have 

envisioned the process of responding to a survey. 

 

 

Figure 2.7 - Choice-making process when responding to surveys (Tourangeau et al. 2000, p.8) 

The process depicted in Figure 2.7 involves four steps. 1) Comprehension comprises 

understanding the content, making a logical representation of it, and linking the key terms 

to relevant notions. 2) Retrieval is to recall the significant information or memories, and 

to replace any missing details. 3) Judgement consists of assessing the completeness and 

significance of the recalled information, drawing inferences based on accessibility, 

integrating the material, and making an estimate of the answer based on partial retrieval. 

4) Finally, the response involves mapping the judgement into one of the options on the 

scale (Tourangeau et al. 2000). This framework and, specifically judgement, is further 

Comprehension Retrieval Judgement Response
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explained by making use of Tversky and Kahneman’s (1979; 1981) choice-making 

theory, explained below. 

 

2.3.2 Prospect theory: choice, judgement & frames 

There are several theories that deal with choices and could therefore be applied to ratings 

within social media, such as the adaptive toolbox decision-maker framework (Gigerenzer 

2000), the role of emotion in the choice-making process (Bettman et al. 1998), the dual-

process of thinking: system 1 and system 2 (Kahneman 2012), among others. However, 

the framework considered most appropriate for this topic is prospect theory (Kahneman 

& Tversky 1979). This is because: 1) it is based on the concept of bounded rationality, 2) 

outlines the concept of frames, and 3) originated the study of heuristics and biases.  

 

During the 1970s, Tversky and Kahneman transformed the idea of the judgement of 

individuals (Gilovich et al. 2002). Their experiments showed that when individuals were 

presented with choices regarding uncertainty, risk, or money, they would not follow the 

then established expected utility model, which stated that they would try to maximise the 

gains (e.g. Von Neumann & Morgenstern 1957). Instead, individuals seemed to make 

choices according to what they called ‘prospect theory’, which stated that perception was 

referent dependent in the way that the perceived characteristics of an object or situation 

differed from those of the same situation when shown (i.e. ‘framed’) differently 

(Kahneman & Tversky 1979; Tversky & Kahneman 1981; Kahneman 2003). Prospect 

theory had its roots in bounded rationality, which argued that individuals’ choices are 

subject to internal and external constraints such as their cognitive limitations, the way in 

which problems are formulated, and the timescale within which they need to make a 

choice (Simon 1955; Simon 1979). Likewise, the framework outlined by Tversky and 

Kahneman established that, when making a choice, most people would depend on 

heuristic principles (i.e. rules of thumb) which would reduce the difficulty of tasks, but at 

the same time would lead to critical systematic errors, or biases (Kahneman 2003).  

 

Tversky & Kahneman’s (1981) experiments consisted of a decision problem, defined by 

the options presented to an individual, the possible consequences of her acts, and the 

likelihood of those outcomes. Moreover, the frame adopted by the decision-maker was 

controlled both by the formulation of the problem and by the person’s habits and personal 
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characteristics. Regarding framing, most people seem to commit at least one of the 

following irrationalities, even when having a definite preference (Tversky & Kahneman 

1981, pp.457–8): 

 

1. They would choose a different option if the same question was framed in a 

different way. 

2. They would not recognise alternative frames and the way they affected expected 

utilities. 

3. They would believe their choices were always the same, aligned to their original 

preference.   

4. When they realise their choices were being inconsistent, they did not seem able to 

resolve it. 

 

The current research proposes that online ratings happen similarly to the experiments 

performed by Tversky & Kahneman (1981). That is, online users are presented with 

information they can assess (i.e. a decision problem). However, different SNSs and CCc 

show this information differently. That is, different social media platforms frame UGC 

through the type(s) of media they allow, the number of characters of each post, the rating 

system available, requiring user profiles or not, etcetera. Hence, users presented with the 

same information on different websites might rate it differently depending on how the 

content is displayed on that particular site. Therefore, it is proposed that the choice-

making process of surveys depicted in Figure 2.7 (Tourangeau et al. 2000) – which has 

been adopted by scholars researching online ratings (e.g. Riedl et al. 2010; Riedl et al. 

2013) – should include the concepts of frame and biases (Kahneman & Tversky 1979; 

Tversky & Kahneman 1981; Kahneman 2003). Figure 2.8 presents this proposal. 

 

 

Figure 2.8 - Proposed choice-making process in social media 
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2.3.3 Heuristics and biases 

Following their experiments, Tversky and Kahneman outlined three heuristics: 

representativeness (i.e. the way people infer probabilities from different samples), 

availability (i.e. the ease or effort at which a particular concept comes to mind), and 

adjustment and anchoring (i.e. when the estimate of a starting value is given by a previous 

number), (Kahneman et al. 1982). Those heuristics gave place to the study of other 

systematic errors (i.e. biases) that take place when people make choices. The study of 

biases has fascinated academics across a broad range of disciplines, and there are over a 

hundred listed biases supported by research (MacLachlan 2014). 

 

It could be said that biases are somehow required for the transmission of knowledge. 

From an individual perspective, people can only process a limited amount of information 

because of the need to make fast, simple, and unconscious decisions that have enabled 

the species to survive (Kahneman 2012). Moreover, from a social perspective, the human 

species has evolved to allow individuals to forego the costs of individual learning, 

enabling humans to acquire knowledge through social learning processes like teaching, 

language and imitation (Mesoudi 2011). Combining both perspectives, it could be 

claimed that the human species has evolved towards implementing mental structures that 

frame – and possibly bias – information, so as to quicken, simplify, and reduce the number 

of choices people must make.  

 

Moreover, if individuals relied on social processes that simplified the transmission of 

information even when people were in relatively small groups, that need is even greater 

now. With almost half of the world’s population online (Internet Live Stats 2018), and 

“as many digital bits as there are stars in the universe” (Turner et al. 2014, p.1), website 

designers have had to find a way of creating heuristics that would allow users to browse 

content and make choices as efficiently as possible. As Park & Nicolau (2015) have 

stated, consumers are seeking heuristic information cues to simplify the amount of 

information involved in taking decisions within online environments. For instance, as of 

today, there are 18,373 restaurants listed in London on the travel site TripAdvisor (2018). 

This means that if a user wanted to browse the individual websites of each restaurant, 

they would need to invest 919 hours (38 days without any break), assuming they were to 

spend just three minutes collecting relevant information regarding the type of cuisine, 

location, prices, and so forth. In the end, even if someone dedicated all this time to looking 
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at restaurants, they would probably not be able to make a choice: firstly because most 

websites would claim to have the best food, location and prices; secondly because the 

sheer number of possibilities would overwhelm and paralyse them (Schwartz 2009). 

Thus, it can be argued that users need sites where they can find simple and reliable 

information to make quick choices. However, this can only be accomplished through 

website designs that, by simplifying the sharing of UGC, also frame the content and make 

it prone to biased transmission.  

 

As previously mentioned, there are more than a hundred biases supported by research, 

and most could potentially be applied (or have been applied) to research done in online 

environments. For instance, there have been studies regarding the difference in choices 

when two alternatives are presented simultaneously or sequentially (Ariely et al. 2006), 

others regarding the timing of decision-making (Ariely & Zakay 2001), and still others 

concerning the emotional state of the decision-maker (Andrade & Ariely 2009). However, 

the focus of the present research is to understand choice-making through identity, groups 

and relationships; and these concepts need to be studied in a social context. Moreover, 

the reader is reminded that both the definitions of social media and knowledge used in 

this thesis highlight the importance of the community aspects of both terms. Therefore, 

the biases that have been used are also social in nature; that is, they are biases that 

potentially take place when individuals are in groups. 

 

2.3.4 Group biases: content, prestige & conformity 

The group-biases that were chosen for this research have been used by several scholars 

in the field of cultural evolution. Their main argument, similar to that of Simon (1955; 

1979) and Tversky and Kahneman (1974; 1981) is that individuals do not acquire 

knowledge by assessing the payoffs of every piece of information they come across. 

Instead, people rely on social learning or knowledge transmission to acquire most of their 

beliefs (Durham 1991; Henrich 2001; Richerson & Boyd 2005; Mesoudi 2011). 

Nevertheless, people do not merely acquire random beliefs from random people. Instead, 

the social learning process in which knowledge is shared contains a number of biases; 

which is why it is known as ‘biased knowledge transmission’ or ‘knowledge selection’ 
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(Durham 1991; Henrich 2001)10. The group biases that relate to choice-making fall into 

three categories. The first class, content biases, refers to the selection of a belief because 

of specific qualities of the presented information that make it more likely to be chosen. 

Conversely, the other two groups have to do with the context of the information, rather 

than with the characteristics of the belief itself. The second group, prestige biases, result 

when people acquire beliefs from individuals with specific characteristics (e.g. 

successful, prestigious, or similar to themselves). Finally, the third category, conformist 

biases, happen when someone imitates the beliefs that are expressed by the majority of 

the group (Henrich 2004; Richerson & Boyd 2005; Mesoudi 2011).  

 

It should be noted that scholars who have used quantitative modelling techniques, such 

as Cavalli-Sforza & Feldman (1981) and Boyd & Richerson (1985), have received 

criticism from researchers in other disciplines that study culture and knowledge evolution 

from a qualitative viewpoint. Two of the most common critiques arise from models being 

based on assumptions that deal only with the individual-level, in addition to being too 

similar to biological evolution (Durham 1991; Mesoudi 2011). Nonetheless, the same 

scholars who have criticised these models also acknowledge that they do have the 

advantage of simplifying processes and tracking them over time under many conditions, 

which could not be done otherwise. Thus, quoting Mesoudi (2011, p.57), “quantitative 

models generate clear predictions that can be tested in the lab or the real world”. More on 

these issues will be discussed in the methodology chapter. However, it is important to 

outline that these group-biases have not been studied in the way of a model here, nor has 

this research assumed a neo-Darwinian position, as outlined at the start of this chapter. 

Instead, this study is based on how researchers have previously applied, observed and 

studied these biases empirically in real-life situations, within a social context (e.g. 

Mesoudi 2011; Richerson & Boyd 2005). In the same manner, the researcher has 

attempted to observe the biases in online settings, in the context of groups and 

relationships.  

 

In the following pages, each category of biases is explained in-depth, together with how 

they are envisioned to take place on social media sites.  Chapter 3 further discusses these 

                                                 
10 Note that the cited scholars (i.e. Durham 1991; Henrich 2001; Richerson & Boyd 2005; Mesoudi 2011) 

use the term ‘culture’ instead of ‘knowledge’. As mentioned, culture is seen as being too broad, whereas 

knowledge is more specific. 



37 | P a g e  

 

biases in the context of the experiment, and Chapters 4 and 5 describe precisely how they 

are measured. Thus, the goal of the present chapter is to show and compare the different 

ways in which the three group-biases might occur in SNSs and CCs due to their different 

designs. Moreover, it is of relevance to show examples of the most used sites at this point, 

as these provided the initial inspiration for the design of the study. However, as previously 

explained, the experiment takes place in one platform, which was modified to imitate the 

different designs of SNSs and CCs in terms of user profiles and rating scales.  

 

1) Content-based biases 

This group of biases, also known as ‘direct biases’, result from the interaction of particular 

features of a belief with people’s social learning. That is, the presence of certain features 

make individuals more (or less) likely to select the content (Henrich 2001). In the broader 

world of culture, an example commonly given is food. Individuals evolved into surviving 

through increased consumption of fatty foods, and thus people are more likely to choose 

meals that contain fat because of this (Henrich 2001). Yet, in the field of beliefs, examples 

become more complex given that individuals’ cognitive structures are responsible for 

making some content more easy to be learnt, remembered or acquired (Richerson & Boyd 

2005). For instance, Mesoudi (2011) exemplifies these biases with the diffusion of 

rumours, where it has been found that those provoking strong emotional reactions of 

disgust are more likely to be selected. Interestingly, this assertion was tested in online 

environments through the selection of memes, where researchers studied choice and 

transmission of urban legends of the internet through the content’s propensity to evoke 

emotions such as disgust, fear and anger (Heath et al. 2001). The results of the internet 

experiment showed similar results as those from the dispersion of rumours, concluding 

that people would be more likely to make choices based on ‘emotional selection’. 

 

Drawing from the description of content-based biases outlined by Henrich (2001), 

Richerson and Boyd (2005) and Mesoudi (2011), content biases occur in social media 

when users select UGC (e.g. a post, review, video, image) because of particular aspects 

of the content that are considered advantageous. Of course, this would depend on the type 

of media that is allowed on each site, and its aim. For instance, it is possible that selection 

due to high emotions takes place in SNSs, where people share day-to-day stories of their 

lives. For example, if a study was conducted on Facebook, content biases could be 

measured by the sentiment of posts. Nevertheless, this again would depend on the type of 
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social media site, as some elements might be relevant for some and not for others. For 

instance, the presence of a hashtag (i.e. a word or phrase preceded by the hash symbol, 

which serves to differentiate topics on social media) has been shown to be significant for 

the selection of UGC on Instagram and Twitter, whereas it is not the case for Facebook. 

Regarding Instagram, hashtags related to food are attractive to users (Hu et al. 2014); 

whereas in Twitter it has been found that social contagion happens at higher rates when 

tweets are accompanied by hashtags containing uncommon words or are politically 

controversial (Cunha et al. 2011; Romero et al. 2011).  

 

Furthermore, it may not be relevant to investigate if the length of tweets is a content bias, 

because these are more or less the same length, as they cannot surpass the 140 characters. 

In contrast, the length of reviews has proved to be a significant aspect in the selection of 

travel advice, among other elements. For instance, scholars researching travel CCs have 

found that the length of reviews and their readability can predict if other users will find 

their content useful or not (Liu & Park 2015; Cheng & Ho 2015; Park & Nicolau 2015). 

In addition, extreme ratings are perceived as being more useful, independently of them 

being positive or negative (Park & Nicolau 2015; Jalilvand et al. 2011). Therefore, 

according to the given ratings of users (i.e. useful votes, helpful votes, likes, or thumbs 

up), the most up-voted reviews are long, easy-to-read and are not neutral. Figure 2.9 

shows an example of aspects that could be considered content biases in TripAdvisor. As 

can be seen, according to the previously outlined research, specific tags utilised by users, 

extreme ratings, or the length and readability of each review could be used as predictors 

for other users acquiring this knowledge, which would be inferred by their use of the 

helpful/thumbs-up rating.  

 

Nevertheless, it should also be mentioned that academics studying online reviews have 

found that the factors that have the most impact in determining the usefulness of reviews 

have lesser to do with content-based elements. Instead, ratings show a higher association 

with the personal characteristics of the reviewers, such as the presence of their real name 

or profile picture, expertise, number of ‘fans’ or ‘followers’ (Liu & Park 2015; Park & 

Nicolau 2015; Cheung & Thadani 2012; Cheng & Ho 2015). These findings from social 

media research suggest that content-based biases are weaker in comparison with those 

related to the characteristics of the individuals authoring the information (i.e. prestige-

based biases). 
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Figure 2.9 – Example of content-based biases on TripAdvisor 

 

2) Prestige-based biases 

This class, also known as ‘model-based biases’, take place when individuals imitate the 

observable qualities of the individual who is sharing the content. This happens because 

people have a predisposition to imitate successful people and those similar to themselves 

(Richerson & Boyd 2005). Prestige has been linked to different personal characteristics. 

For instance, some researchers have associated it with status, skill, knowledgeability, and 

age; that is, older individuals or those with higher social status or more skills would be 

considered more prestigious and therefore more people from their communities would 

copy their beliefs (Henrich & Gil-White 2001). Moreover, these biases can occur even 

when the content has nothing to do with the area of expertise of the person who is 

transmitting it. An example was Michael Jordan’s recommendation of a fragrance, where 

individuals followed his advice even though his excellence in playing basketball was not 

affected by the scent he used (Henrich & Gil-White 2001; Henrich 2004).  

 

Further evidence from prestige biases arises from various offline studies in social 

psychology, where participants consistently align and even change their choices to imitate 

individuals who are deceitfully introduced as having a certain level of power or expertise 

(e.g. expert professor, art director, successful horse bettor, etcetera) (Mesoudi 2011). In 

addition, organisational theorist Karl Weick (1969) stated that the best thing for a network 

was to follow individuals with the best practices. Indeed some real-life experiments on 

Length and 
readability 
of review

Extreme 
rating

Use of certain tags or keywords by other users
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knowledge and innovation diffusion have also confirmed the presence of prestige biases 

through what is known as ‘opinion leaders’, who are described as influential individuals 

within a network (Cross, Parker, et al. 2001; Iyengar et al. 2011). Likewise, online 

research on opinion leadership has further supported the presence of prestige biases 

(Litvin et al. 2008; Wu et al. 2011; Jacobsen 2015). Specifically, recent studies on 

electronic word-of-mouth (eWOM) found that users were more likely to consider useful 

the reviews of individuals who have more followers, and higher levels of expertise, 

‘reputation’, and valuable or helpful votes (Liu & Park 2015; Cheng & Ho 2015).  

 

The previous paragraph highlights some elements that differentiate prestige in online and 

offline environments. As mentioned in the first section of this chapter, in real-life, users 

are subject to their physical presence. However, the internet and computer-mediated 

communication (CMC) have made disembodiment possible (Douglas & McGarty 2001; 

Bargh et al. 2002; Suler 2002; Suler 2004; Zhao et al. 2008). Thus, in offline 

environments, an assumption would be that people know specific characteristics of the 

members of their groups, such as age, gender, and whether they are skilful, 

knowledgeable or successful. However, in most cases, it is not possible to know these 

characteristics in online environments. As a result, social media sites have adopted 

designs in which, through badges and votes (i.e. gamification), they give ‘online prestige’ 

to users, at the same time that they try to increase their engagement (Denny 2013; Robson 

et al. 2016). Therefore, it could be argued that prestige-based biases in SNSs happen 

similarly to real-life, as users know each other offline, in most cases. Conversely, as 

anonymity is more common in CCs, users would be motivated to obtain ‘online prestige’ 

through votes and badges, to make this information part of their online identity.  

 

Hence, the way in which this group of biases was studied in this thesis is by differentiating 

between real-life and online-gained prestige. The former comes through individuals being 

successful, skilful or having characteristics that would make others more prone to acquire 

beliefs from them; the latter involves gaining votes or badges within a social media site. 

 

a) Real-life prestige: Exalting successful individuals  

People who are already successful in real-life are sometimes given special profiles within 

SNSs and CCs. In this way, other online users can be assured that these accounts are 

genuinely those of the individuals whom they have heard about offline. Figure 2.10 for 
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example, shows the ‘verified’ profiles of the ex-president of the USA, Barack Obama. 

Users can recognise that it is the real profile by the blue ticks that both Facebook and 

Twitter provide. Based on the research mentioned above, it would be safe to assume that 

users would be more prone to acquiring UGC from these individuals by virtue of the 

status accorded them by the site. 

 

 
 

Figure 2.10 – Example of real-life prestige: verified profiles on a SNS and a CC  

 

However, it should be highlighted that ‘normal’ individuals can acquire prestige for 

different reasons. For instance, it has been found that, on certain social media sites, people 

with specific nationalities receive more attention than others. Namely, a study on Twitter 

found that Indian users were aware of what was trending in the USA, whereas the 

converse was not true (Wilkinson & Thelwall 2012). Finally, research performed in 

online reviews within travel sites showed that reviewers who display their real names, 

profile pictures, and addresses, received more useful votes (Park & Nicolau 2015; Liu & 

Park 2015). These studies did not catalogue declared or perceived nationalities, but it can 

be argued that by increasing self-presentation, users differentiated themselves from the 

millions of users who were unknown, and this gave them more prestige. 

 

b) Online-gained prestige: Creating opinion leaders through votes and gamification 

As previously outlined, online-gained prestige is usually obtained by acquiring status 

through up-votes, badges and followers. This, of course, can reflect real-life 

characteristics such as a high level of expertise on a particular topic or a higher 

engagement than other users within the network. In SNSs, online-prestige is usually 
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achieved by having a high number of followers. Conversely, most CCs have a mechanism 

to vote for other users and earn badges, and therefore rank them depending on their level 

of expertise. For instance, Figure 2.11 shows the summary of a users’ online-gained 

prestige in TripAdvisor. This CC ranks its users by level of contribution11 from one to 

six, depending on the number of reviews (total and by category) and by the sum of 

received helpful votes. 

 

 

Figure 2.11 – Example of prestige-based biases on TripAdvisor 

 

To sum up, with the example shown above, if someone acquired a belief (i.e. gave a 

helpful vote) from someone because of their level of contributor or number of reviews, it 

could be said that it was due to online-gained prestige. Instead, if this were because of her 

declared age, gender or picture, it would be considered real-life prestige. Moreover, in 

both cases, it would be catalogued as a prestige-based bias. As has been mentioned, each 

website has its unique design so sites like Stack-Overflow, Amazon, Google, among 

others, have other online-prestige mechanisms in place. 

 

3) Conformity-based biases 

This category, also known as frequency-based biases, refers to the commonness or 

uncommonness of the different content from which people can choose (Richerson & 

Boyd 2005). Information that is chosen due to these biases is not assessed regarding its 

advantages or disadvantages, but rather due to conformity (or anti-conformity) with the 

rest of the population (Mesoudi 2011). Hence, these biases occur when individuals prefer 

                                                 
11 This ranking has evolved during the course of this PhD. Before the summer of 2015, TripAdvisor would 

rank its users in the following way: reviewer, senior reviewer, contributor, senior contributor, or top 

contributor. 
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to imitate the beliefs that are followed by the majority and not the minority of the group, 

and this holds true even when other group members do not know the choice made by the 

person acquiring the belief (Henrich 2001). Regarding evolutionary models, these have 

shown that conformity biases are very powerful in transmitting knowledge (Boyd & 

Richerson 1985; Henrich & Boyd 1998; Henrich 2001; Henrich 2004; Richerson & Boyd 

2005; Perreault et al. 2012).  

 

Likewise, lab and real-life experiments have shown similar results. For instance, social 

psychologists have conducted experiments in which they placed an individual within a 

group of people whom had received specific instructions from the researchers. Everyone 

was asked to make a very simple and obvious choice and share it with others; in most 

cases, participants wrongfully aligned their choices to the majority of the group (Asch 

1956). Years later, the experiment was repeated – increasing the difficulty of tasks and 

including incentives for accuracy – finding that this increased conformity and social 

influence within groups (Baron et al. 1996). Similarly, conformity has been used as a 

plausible explanation as to why some groups become homogeneous while – at the same 

time – creating higher between-group differences; which has helped explain why, when 

migration takes place, diverse groups adhere to their own traditions even when sharing 

similar weather and landscapes (Richerson & Boyd 2005; Mesoudi 2011). 

 

However, despite these studies, the following issue has been raised: “Conformity does 

not stir much interest among contemporary social psychologists; the work conducted 

between 1950 and 1980 is still the main stuff on modern textbooks. Conformist 

transmission remains very poorly studied […] Without Darwinian concepts and tools, the 

population-level consequences of individual behaviour are not intuitive […] 

Understanding rather precisely how individuals deploy their kit of imitation heuristics is 

necessary to understand the rates and direction of [knowledge]12 evolution, and work on 

the problem has hardly begun.” (Richerson & Boyd 2005, pp.123–4). Although this quote 

is more than a decade old, it can be argued that it stills holds true, especially within online 

environments, as will be explained in the following paragraphs. Therefore, to address this 

gap (LG-6), the present thesis has included the study of conformist transmission with a 

‘Darwinian perspective’, i.e. through the analysis of the VSR mechanisms. 

                                                 
12 The original phrase reads ‘culture’ evolution 
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Furthermore, the way in which conformity-based biases were thought of taking place in 

social media is as follows. Almost all sites display (or frame) UGC in a way that shows 

how many users have previously selected it (i.e. liked, disliked, up-voted, down-voted, or 

simply rated it in a particular way). For instance, using the same example of TripAdvisor 

(seen in Figure 2.9, explaining content-based biases; and Figure 2.11, regarding prestige-

based biases), Figure 2.12 now shows how conformity-based biases are thought of taking 

place in this CC. As seen from the image below, if a user were more prone to acquiring a 

belief because of other users having done so before, this would be due to conformity.  

 

 

Figure 2.12 - Example of conformity-based biases in TripAdvisor 

 

However, most studies performed in SNSs (Wu et al. 2011; Wilkinson & Thelwall 2012) 

or CCs (Liu & Park 2015; Park & Nicolau 2015) fail to analyse conformity, probably 

because it would be complicated and more time-consuming to determine the effect of the 

group on the choices of individuals. Likewise, controlled experiments studying users’ 

decisions through ratings in ‘artificial’ online environments have designed experiments 

in a way that ratings are independent of each other, trying to avoid “confounding effects 

through biasing cross-influences between rating scale users” (Riedl et al. 2013, p.9; Riedl 

et al. 2010).  Regarding this last point, the author would argue that there is very little 

difference between an offline and an online experiment if the ratings provided by other 

users are not displayed, given that this is a fundamental characteristic of online sites. 

Thus, there is a lack of research addressing conformity in online environments, which 

seems to be a combination of theoretical, empirical and methodological gaps (LG-7). 

Therefore, the following section can be seen as a proposal and rationale for studying 

conformist transmission in social media sites. 
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2.4 STUDYING CONFORMITY IN SOCIAL MEDIA THROUGH GROUPS 

AND RELATIONSHIPS 

 

This thesis has embraced the principle that identity is not an individual product but rather 

a social construct; consequently, self-presentation and self-disclosure adapt to different 

social contexts (Goffman 1959; Goffman 1963; Suler 2002; Schau & Gilly 2003; Suler 

2004; Meng & Agarwal 2007; Zhao et al. 2008). Likewise, social media was defined as 

a communication medium for individuals within social structures (Peters et al. 2013). 

Therefore, given that this research is studying the transmission of information within 

networks, it makes sense to ask one of the maxims of communication: “who says what, 

in which channel, to whom, with what effect” (Lasswell 1948, p.117). To answer this 

question and understand the way in which UGC is transmitted within networks, the 

research also needs to take into account the effect that groups and relationships have on 

communication.  

 

As argued in the preceding section, there is a need for more studies to deal with 

conformity in online environments. However, there is arguably also a need for a different 

way to study conformity in social media. Previous studies have assumed that all members 

of a group know each other (e.g. Henrich & Boyd 1998; Henrich 2004; Richerson & Boyd 

2005; Perreault et al. 2012). However, although this may be true for some communities, 

it is far from the reality of online environments. With almost half of the world’s 

population online, it would not be even remotely possible to suppose that all users know 

one another. Therefore, this section firstly advances the need for a distinction between 

the whole and personal networks. After that, it suggests a further differentiation within 

the personal network, based on the strength of relationships. Finally, it summarises how 

the study of conformity should take place in online environments.  

 

2.4.1 Groups: differentiating between the whole and personal networks 

In the current era of fake news, Facebook and Twitter bots, exaggerated marketing 

campaigns where ‘likes’ and ‘followers’ can easily be bought, it is understandable that 

online users exhibit lower levels of trust towards politicians, marketers and unknown 

users. Indeed, research has found that millennials – young adults born between 1980 and 

1995 and the most avid users of the internet – trust the UGC from their friends more than 
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information (e.g. posts, reviews, sales ads) that comes directly from companies (The 

McCarthy Group 2014; Gutiérrez-Rubí 2014). This may be a reason why more sites are 

being re-designed to make it easier for users to sign-in with their Facebook or Google+ 

profiles, where most people are identifiable at least to some of their offline friends.  

 

On the one hand, differentiating among those who are known to them in real-life might 

be beneficial for online users given that people evolved by foregoing the costs of 

individual learning and by relying on others through teaching and imitation (Mesoudi 

2011). Therefore, by requiring people to sign-in with their real identities, websites allow 

users to quickly detect those whom they already trust. On the other hand, this also enables 

websites and companies to ‘exploit’ peoples’ personal networks by arguably converting 

everyone into a marketer. A few examples of sites that have integrated with SNSs are 

Quora, TripAdvisor, Netflix, Spotify, Instagram, and Amazon, among others. Thus, sites 

that allowed anonymity are now strongly encouraging users to disclose to their networks 

where they are dining, what they are asking, watching, listening to, and buying. In the 

same manner, people nowadays can know all these facts about their friends and 

acquaintances. The constant presence of others might have an impact on people’s identity 

and, consequently, in the way they perceive information and make choices. 

 

Regarding individual’s identity, it has already been explained that people would present 

different ‘selves’ depending on the audience and context (Goffman 1959; Goffman 1963). 

Therefore, by encouraging that users sing-in with their SNSs’ accounts, CCs are 

increasing users’ self-presentation. Furthermore, just as identity is context-dependent, a 

number of social psychologists claim that identities are subject to groups (i.e. social 

identity theory), attesting that these vary in a continuum between acting in terms of the 

self (i.e. interpersonal) or of their group (i.e. intergroup) (Tajfel 1974; Tajfel 1978; Tajfel 

& Turner 1979). Also, they argue that it takes very little for people to cluster into groups, 

in which case they tend to favour the ingroup as opposed to the outgroup (Tajfel 1974). 

This happens because people struggle to maintain a positive self-concept and, as this is 

linked to their association with a determined social group, they strive for a positive social 

identity which is achieved by favourable comparisons between the ingroup against 

relevant outgroups; a concept known as ingroup bias (Tajfel & Turner 1979). These 

concepts later evolved into what is referred to as self-categorisation theory, which builds 

from the idea that people sometimes define themselves as individual or group entities. 
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When in a group, people try to self-categorise by minimising the existing differences 

between them and other ingroup members, while separating themselves from those in the 

outgroup (Turner 1984; Turner & Reynolds 2012).  

 

Hence, if individuals within groups adapt their identities, it can be expected that the way 

they perceive information, and consequently their choices, are also affected. Moreover, 

as both social identity and self-categorisation theories outline, if people within groups 

decrease the perception of the differences they have with other ingroup members, it can 

be expected that their choices will become more similar. Therefore, referring back to the 

examples of social media shown above (Figure 2.9 to Figure 2.12), perhaps being able to 

differentiate their real-life ingroups online makes users more prone to access the 

information of those whom they already trust and see as being like-minded. As a result, 

the UGC they access from their ingroups might also be perceived as better suited to them, 

as the apparent differentiation is diminished. Thus, they might end up choosing similar 

music, restaurants and movies to those chosen by other members of their ingroup.  

 

It should be highlighted that there are both theoretical and empirical gaps to be addressed 

in relation to the presence of groups in online environments (LG-8). First, from a 

theoretical perspective, it has been pointed out that there is a need to explain the 

communication shifts that take place when offline groups are transformed to online 

groups (Kietzmann et al. 2012). Moreover, as noted above, most scholars studying online 

reviews and ratings ignore the effect of conformity towards the overall network (e.g. Riedl 

et al. 2010; Wu et al. 2011; Wilkinson & Thelwall 2012; Riedl et al. 2013; Liu & Park 

2015; Park & Nicolau 2015). That said, it should be mentioned that there is one recent 

paper that deals with the effect of ‘social approval cues’ on decision-making (Mueller et 

al. 2018). In this research, approval cues towards a business idea were formulated through 

the number of contributors, the percentage of requested funding awarded, and the sum of 

Facebook ‘likes’. Two ideas were presented to participants: one with high and one with 

low social cues. However, a valid question would be if participants would have taken 

different decisions when presented with ideas with low social cues if the Facebook likes 

displayed had all been by people from their ingroup, or if they had been told that the 

author of the presented idea was someone whom they knew. For all these reasons, and to 

fill in the outlined gaps, the present research differentiates between the whole network 

(i.e. outgroup) and personal networks (i.e. ingroup).  
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2.4.2 Relationships: taking personal networks a step further through the strength of 

ties 

It has been alleged that a system depends not only on the elements that it comprises but 

also on the direct and indirect connections among those elements (Loasby 2002). 

However, not all their connections are necessarily equal. For instance, the frequency and 

depth of conversations between oneself and a close friend or an acquaintance may vary 

significantly. The strength of relationships has long been studied in the field of social 

networks and has been applied to a range of fields including consumption of products, the 

spread of diseases, politics, criminology, and job seeking, among many others (Jackson 

2008). Most importantly – and what interests the present study – is that social networks 

and the strength of relationships play a crucial role in the transmission of information 

(Jackson 2008). Thus, deepening the analysis by studying relationships within groups can 

improve  understanding of Lasswell’s (1948) maxim cited above, by addressing ‘who 

says what to whom, with what effect’. Answering this question has been of great interest 

for scholars studying ‘offline’ social networks (e.g. Cross, Parker, et al. 2001; Cross, 

Borgatti, et al. 2001; Cross et al. 2002; Dobson et al. 2013), as well as online 

environments (e.g. Wu et al. 2011; Wilkinson & Thelwall 2012; Jiang et al. 2014). 

 

It is essential to highlight that the differentiation of relationships is something relatively 

new in social media. That is, although it was always possible for users to identify those 

known to them offline as long as they were non-anonymous, sites did not have a design 

that allowed for this distinction to be made ‘official’. Therefore less than a decade ago, 

scholars alleged that “social media treats all users the same: trusted friend or total 

stranger, with little or nothing in between” (Gilbert & Karahalios 2009, p.211). However, 

this statement would be considered false in the present day. In mid-2011 Google 

introduced its SNS, Google+, which presented an innovative idea called ‘circles’ where 

users could create groups based on the strength/type of their relationships and share 

targeted content with each group (SEO Web Marketing 2012). By the end of the same 

year, Facebook introduced ‘smart lists’ to manage friends and, similar to Google+, 

allowed users to share and view specific content with each list (Loomer 2012). The only 

difference is that Facebook created and updated specific lists for users, based on location 

or declared job or family relationships (Vahl 2011). Since then, the presence of 

differentiated personal networks has appeared not only in these two SNSs but also in the 

many CCs where users are strongly encouraged to login using their Facebook or Google+ 
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accounts. Concrete examples are presented in the next subsection but, for now, it is 

relevant to mention some ways in which the strength of relationships might have an 

impact on identity and groups, and consequently on the transmission of information.  

 

Concerning identity, as has already been mentioned, people present themselves according 

to their audience (Goffman 1959; 1963). Therefore, it becomes evident that need for 

‘circles’ and ‘smart friends’ lists’ is at least partly to avoid sharing certain information 

with the wrong audience and therefore incur in ‘embarrassments’ (Goffman 1959; 

Kietzmann et al. 2012). Likewise, having explained that individuals adapt their identities 

based on their group memberships and link their self-esteem to these (Tajfel & Turner 

1979), it is understandable why people would like to differentiate among distinct groups 

within social media. Therefore, differentiating among different relationships seems like a 

natural step in SNSs because these sites rely on social ties and people naturally want to 

share and receive more information with those with whom they have stronger friendships, 

as happens in offline environments. However, CCs revolve around content so, when they 

highlight to people who their close friends are, this might make those individuals more 

prone to only communicating with others who they already know and are most similar to 

them, therefore creating the so-called ‘echo-chambers’. Hence, it could be argued that, as 

the ingroup-outgroup presence generates ingroup biases (Tajfel & Turner 1979), people’s 

choices might also get affected in this process. 

 

The rationale for the previous argument is reinforced by social network theory. In relation 

to the sharing of information, scholars in the field of social networks have found that “a 

significant component of a person’s information environment consists of the relationships 

he or she can tap for various informational needs” (Cross, Parker, et al. 2001, p.100). The 

different types of relationships have been found to affect the transmission of information 

in a number of ways. However, before describing this issue, two concepts should be 

defined. First, networks can be defined as “a set of actors connected by a set of ties” 

(Borgatti & Foster 2003, p.992). Further, the strength of a tie has been defined as “a 

(probably linear) combination of the amount of time, the emotional intensity, the intimacy 

(mutual confiding), and the reciprocal services which characterise the tie” (Granovetter 

1973, p.1361). Thus, Granovetter (1973) initially classified ties as strong (i.e. 

relationships that involve larger time commitments and have a significant overlap in their 

friendship circles); weak (i.e. friendships characterized with less similarity and contact-
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time, which have an intermediate overlap in their friends’ circles); and absent (i.e. where 

there is a lack of relationship between two actors). 

 

There are two properties to highlight from these terms. First, it has been found that the 

transmission of complex knowledge, sharing, and the strength of collective beliefs are 

favoured by stronger and closer connections, that is, by stronger ties (Dobson et al. 2013). 

Second, stronger ties require larger time commitments, and therefore two close friends of 

a determined person are likely to know each other and hence have a strong relationship 

as well (Granovetter 1973). That is, strong ties lead to groups of very similar people, a 

concept denoted as homophily (Kilduff & Brass 2010; Peters et al. 2013). This creates a 

paradox in that people with a high number of strong ties but few weak ones “will be 

deprived of information from distant parts of the social system and will be confined to 

the provincial news and views of their close friends” (Granovetter 1983, p.202). Thus to 

recap, the importance of strong ties relies on the transmission of complex knowledge and 

collective beliefs, whereas weak ties are essential for the diffusion of information.  

 

Given that both strong and weak ties play an important role, an important question arises. 

There seems to be a common belief that online environments make possible the 

communication of virtually anyone on the planet, but could this start changing with 

individuals being shown primarily the information of their close friendship groups? As 

previously outlined, SNSs only began to allow the segregation of friendship groups by 

strength towards the end of 2011. In addition, the integration between SNSs and CCs 

began in mid-2013. Therefore, at the time of writing this thesis, users have experienced 

websites highlighting the content of their closest friends for less than five years, which 

means both users and researchers have had very little time to measure the effects of this 

phenomena. Also, with both SNSs and CCs ‘closing the doors’ to their APIs13, it has 

become very difficult for academics to measure the effects that people’s personal 

networks and the strength of ties are having on the transmission of UGC and on peoples’ 

choices. Consequently, there are a few gaps to be addressed. For instance, it has been 

listed as a theoretical gap (LG-9)  that there is a need for joining a social media model 

with real-life data (Gilbert & Karahalios 2009). Moreover, linking the three building 

blocks – relationships, groups and identities – highlights the need to answer the following: 

                                                 
13 Application Programming Interface (i.e. the ‘communication’ or ‘access’ to a website). 
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how do online ties relate to those offline? Specifically, could ‘online embarrassments’ 

have negative results in offline relationships? (LG-10), (Kietzmann et al. 2012). 

 

2.4.3 Including groups and relationships to the study of conformity in social 

networking sites and content communities  

Having outlined the need for studies that differentiate between conformity to the whole 

and to personal networks, and the strength of ties within the latter, this section outlines 

how these could be studied within online environments. It should be noted that, just as in 

the previous section on biases, the following examples are from real SNSs and CCs. 

Nevertheless, for scholars to perform research on these sites, they would need access to 

each of the participants’ online ingroups and the classification of their friendships. 

Conversely, if they wanted to imitate these properties in other sites, they would need to 

know the subjects’ real-life friendships. This increases the complexity of the research, 

and although it can be difficult, there is the need to study if the way people access 

information and make choices are affected by the different ways in which SNSs and CCs 

use people’s personal networks. Chapters 3 and 6 explain in detail how groups and 

relationships are studied in this thesis; for the time being, it is worth examining and 

comparing how different sites manage users’ personal networks. 

 

Conformity to the whole network  

As previously mentioned, conformity biases occur in online environments when a user 

selects a particular piece of UGC (e.g. post, review, video) because other users have 

previously done it. Moreover, when conformity is to the ‘whole network’ (e.g. 

Granovetter 1983) it means that an individual imitates people from the SNS or CC, 

regardless of the relationship (s)he has with them. This could happen when websites do 

not differentiate among different strengths of ties or when users only consider the 

frequency of other individuals within the SNS or CC that ‘agree’ with a determined belief, 

regardless of whether they know them in real-life or not. Arguably, SNSs and CCs make 

users prone to acquiring information based on conformity to the whole network by 

highlighting the total number of people who have already selected it. Figure 2.13 shows 

how Facebook highlights the members of the network that have ‘liked’ specific content.  
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Figure 2.13 – Example of conformity to the whole network, Facebook 

 

Likewise, CCs also highlight how members of the network have selected information. 

However, as most of them allow at least a binary rating scale, users are aware of 

conformity as well as anti-conformity within the whole network. Figure 2.14 shows an 

example of YouTube, which has a dichotomous rating scale, while Figure 2.15 presents 

one from TripAdvisor which uses a 1 to 5 likert scale. It should be noted that the three 

displayed figures are representative of the most commonly used rating scales in SNSs and 

CCs: one-point, dichotomous, and likert. Moreover, as outlined in the first section, they 

all provide for different levels of self-disclosure. Thus, it should not be forgotten that self-

presentation, self-disclosure, groups and relationships all play a role in the choice-making 

process of users.  

 

 

Figure 2.14 – Example of conformity to whole network with dichotomous scale, YouTube 
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Figure 2.15 – Example of conformity to whole network with likert scale, TripAdvisor 

 

Conformity to personal networks (i.e. ingroup = present ties) 

Conformity to personal networks happens when users choose information previously 

selected by people they know in real-life. This type of conformity occurs when SNSs or 

CCs show users that a post, image, or video has been liked, disliked, or rated in a 

particular way by someone within their personal networks (it should be noted that the 

personal network is not yet differentiating among different tie strengths).  

 

As mentioned, the presence of personal networks happens more commonly on SNSs as 

they rely heavily on social bonds. The best example is Facebook, where most people’s 

‘Facebook friends’ are also friends in real-life (Quan-Haase & Young 2010). When UGC 

is shared in this site, the website not only displays how many people have ‘liked’ it, but 

also highlights how many of these belong to the user’s personal network, as seen in Figure 

2.16. 
 

 

Figure 2.16 – Example of conformity to personal network, Facebook 
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Conversely, CCs do not rely as heavily on personal bonds because the focus is on content 

and members are not assumed to know each other outside the website. However, as 

discussed above, in recent years communities like YouTube, TripAdvisor, Netflix, Quora, 

Coursera and many others have started allowing – and encouraging – users to sign-in 

using their Facebook and Google+ accounts. This, the researcher would argue, has made 

the line that divides SNSs and CCs very thin, as it increases the levels of self-presentation 

and therefore makes users in CCs more likely to rely on personal networks. At the same 

time, online users are now constantly aware of the preferences of their real-life friends 

regarding videos, restaurants, movies, online courses, and many more. For instance, 

Spotify users who have signed in with their SNS account can see what their friends are 

listening to, and they can select this content (i.e. music) with just one click, as seen in 

Figure 2.17.  

 

 

Figure 2.17 - Presence of personal network in Spotify  

 

Likewise, TripAdvisor highlights to users where their friends have been, allowing access 

to their reviews (see Figure 2.18). Hence, in the first example users can see the 

information that their personal networks are ‘consuming’, whereas in the second one, the 

content (i.e. reviews) are generated by their friends. Further, the latter example also 

shows, in a scale from one to five, how the author of the review has enjoyed a particular 

location or experience. Conversely, Spotify allows users to make ratings with a 

dichotomous scale, whereas TripAdvisor does this in a 5-point likert measure. Therefore, 

at this point, user profiles (i.e. self-presentation) and rating scales (i.e. self-disclosure) 

start to exert a combined effect on the transmission of information. 
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Figure 2.18 – Filtered search by ‘friends’, restaurants in London (TripAdvisor) 

 

Conformity to personal networks, differentiated by tie strength (e.g. strong or weak) 

As previously mentioned, there can be a further differentiation among personal networks 

by introducing Granovetter’s (1973) theory of strengths of ties. The two biggest SNSs, 

Facebook and Google+, allow users to have as many ‘smart lists’ or ‘circles’ as they 

please. However, they do give some suggestions and, in the case of Facebook, it has three 

predefined classifications of friendship: close friends, friends, and acquaintances (Figure 

2.19). Interestingly, Facebook’s classification of friendships is similar to how Granovetter 

(1983) outlined strong, intermediate, and weak ties. Moreover, Facebook also creates 

(automatic and predefined) lists by individuals’ location, place of work, education and 

family membership.  

 

 

Figure 2.19 - Facebook's pre-defined friendship lists 

 

Regarding the transmission of UGC – which is the primary concern of this thesis –, 

Facebook’s classification of relationships into close friends, friends, and acquaintances 

means that users can access each of these categories with a click, which makes it fast and 

easy. Moreover, when an individual creates a post or uploads a picture, (s)he can choose 
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an audience to which this content should be shown. In addition, the broader classification 

of a person’s friends into automatically created lists arguably translates into increased 

homophily because users would easily access information of those who are similar to 

them regarding education, job, location, or family. Figure 2.20 shows a list based on the 

strength of ties (i.e. ‘close friends’ which is created by default but users need to include 

people on them) and a ‘smart list’ (i.e. which is automatically created and updated 

depending on the personal information shared by users). 

 

 

Figure 2.20 - The effect of Facebook's lists on the transmission of UGC 

 

Furthermore, it is not clear to what extent Facebook shares information with other sites 

(e.g. Wong 2018). However, although it seems that it does not share the detail of its ‘smart 

lists’, some sites like TripAdvisor have managed to differentiate strength of ties by 

highlighting reviews created by Facebook ‘friends’ (i.e. what could be seen as strong ties) 

and ‘friends of friends’ (i.e. which would fall into the definition of weak ties). Figure 2.21 

shows how the CC highlights the UGC created by a friend of a determined user, while 

Figure 2.22 presents how the site makes it easy to access the content of friends of friends. 

Social network theory shows that if a person A is connected to individuals B and C, the 

last two are likely to know one another (Granovetter 1973; Jackson 2008). Thus, by 
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having access to the users’ real-life ties – which have been declared on SNSs – CCs can 

exploit the personal networks of users to direct them to their content, arguably, with the 

effect of biasing their choices. That is, in evolutionary terms, users might be more prone 

to selecting beliefs from those within their ingroups, and especially from those with whom 

they have strong ties if CCs exploit the information declared by users in SNSs.   

 

 

Figure 2.21 – Restaurant review from a (Facebook) ‘friend’ in TripAdvisor 

 

 

Figure 2.22 – Restaurant review from a (Facebook) ‘friend-of-friend’ TripAdvisor 

 

Conclusion 

Studies have demonstrated that conformity biases are very powerful in transmitting 

knowledge (Henrich & Boyd 1998; Henrich 2004; Richerson & Boyd 2005; Mesoudi 

2011; Perreault et al. 2012). Moreover, if people tend to imitate individuals who are 

similar to them and tend to ‘follow’ and ‘friend’ like-minded people online (Wu et al. 

2011), and add to this that most SNSs only have one-point rating buttons, it becomes quite 

evident why some of these sites are so attractive for politicians and marketers (Fraser & 

Dutta 2008). As a consequence, it becomes important to analyse the different ways in 
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which social media sites frame UGC through the designs of their websites, given that 

these would determine the effect that identity, groups, and relationships may have on the 

transmission of information and the choices of users.  

 

Lastly, the researcher would like to emphasise that “the adoption of a decision frame is 

an ethically significant act” (Tversky & Kahneman 1981, p.458). As previously 

mentioned, individuals can acquire knowledge without being fully conscious of it 

(Polanyi 1967). Therefore, if social media platforms adopt a frame (i.e. design) that 

increase the occurrence of biases (i.e. systematic errors) in the process of acquiring 

knowledge, it is relevant for the academic community and the general public to 

understand how this might affect the choices of users. As a response to this great need for 

understanding how the different designs social media sites might enable, restrain, or affect 

the transmission of information, the following section outlines the theoretical framework 

used to investigate this process.   

 

2.5 THEORETICAL FRAMEWORK 

 

The fifth and last section of this literature review begins by presenting the thesis’ 

theoretical framework, built from the central concepts and theories discussed so far. 

Moreover, this section also presents a summary of the outlined literature gaps, together 

with the aim, research question and objectives of the study. 

 

2.5.1 Theoretical framework: The effect of website designs on the choices of users 

The proposed framework builds on the argument that the transmission of UGC in social 

media occurs through the mechanisms of variation, selection and retention outlined by 

Campbell (1960), with roots in Darwin’s (1859) theory of evolution. Further, this research 

adopted a Generalised Darwinist position, which allows for the VSR mechanisms to be 

applied to domains outside biology as long as there is a pool of replicating entities which 

compete to be selected (Hodgson 2005; Breslin 2010). Thus, for this study, the replicators 

are people’s beliefs, which are then observed through the interactors (i.e. UGC) that users 

post online. However, through certain elements of their designs, social media sites control 

to a certain extent the way in which users can present themselves, how much they can 

disclose, and what type(s) of content they can share (Kaplan & Haenlein 2010). The 
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present thesis focuses on two specific aspects of a website’s design: self-presentation, 

which is seen through the profiles of users; and self-disclosure, which is studied through 

different rating scales. Both self-presentation and self-disclosure are part of users’ 

identities, which do not always remain constant but instead adapt depending on the 

presence of groups and relationships (Goffman 1959; Goffman 1963; Tajfel & Turner 

1979; Turner 1984; Kietzmann et al. 2012). 

 

From an evolutionary viewpoint, the focal point of this research is the selection 

mechanism, which can be inferred from the observed ratings people give to the UGC 

posted online (see Figure 2.5). An argument put forward is that the selection mechanism 

can be studied through the choice-making process. In this regard, the adopted scheme of 

prospect theory is based on the assumption that the rationality of individuals is bounded 

by external and internal constraints, such as the manner in which problems are formulated 

and people’s cognitive limitations (Simon 1955; Simon 1979). Concerning the 

formulation of a decision problem, prospect theory established that the use of a particular 

frame has an impact on people’s judgement and therefore on their choices (Kahneman & 

Tversky 1979; Tversky & Kahneman 1981; Kahneman 2003). For the present study, the 

frame is conceived as the different website designs that might enable, restrain or affect 

the transmission of UGC.  

 

Moreover, regarding peoples’ cognitive limitations, the cost of collecting and examining 

all information while making decisions necessitates relying on heuristic principles that 

reduce the difficulty of the task but may lead to systematic errors or biases (Kahneman et 

al. 1982; Kahneman 2003). Hence, for this thesis, three group-biases that were formulated 

and have been adopted by a handful of evolutionary scholars were selected: content (i.e. 

specific qualities of a belief), prestige (i.e. successful individuals), and conformity (i.e. 

imitating the majority of the group) (Henrich 2004; Richerson & Boyd 2005; Mesoudi 

2011). Finally, it is proposed that online environments should differentiate between 

conforming to the whole network and conformity with users’ personal networks, given 

the outlined effects of groups (Tajfel & Turner 1979; Turner & Reynolds 2012) and the 

strength of ties (Granovetter 1973; 1983; Cross, Parker, et al. 2001) in the transmission 

of information.  

 



60 | P a g e  

 

In order to summarise the theoretical framework of this research show how the different 

theories interconnect, Figure 2.23 presents the conceptual model of the thesis, 

highlighting the key theoretical ‘building blocks’. As can be seen, the research explores 

whether certain elements of website designs act as frames and therefore have an impact 

on the choices of users; that is, on their selection of beliefs, which is inferred through 

their ratings. In particular, two aspects of the website’s designs were investigated: 1) the 

effect of users profiles (i.e. anonymous or identifiable) on self-presentation; and 2) the 

impact of rating scales (i.e. likert or dichotomous) on self-disclosure. In addition, because 

self-presentation and self-disclosure are part of an individual’s identity, these will change 

depending on the presence of groups and relationships, which may be reflected in the 

choices of individuals. Finally, another aspect that was of interest was to test which of the 

three group-biases had a stronger effect on choices, and particularly whether people 

would conform differently to their personal networks when selecting UGC in an online 

environment.   

 

 

Figure 2.23 - Thesis' conceptual model with the building blocks of social media 

 

It may be argued that the proposed framework presents a certain level of complexity, as 

there are many concepts to consider. This may be true, but it can also be claimed that 

Figure 2.23 presents a framework that is more attached to reality. Quoting Simon (1979, 

p.496): 
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“The classical theory of omniscient rationality is strikingly simple and 

beautiful. Moreover, it allows us to predict (correctly or not) human 

behavior without stirring out of our armchairs to observe what such 

behavior is like. All the predictive power comes from characterizing 

the shape of the environment in which the behavior takes place. The 

environment, combined with the assumptions of perfect rationality, 

fully determines the behavior. Behavioral theories of rational choice –

theories of bounded rationality– do not have this kind of simplicity. 

But, by way of compensation, their assumptions about human 

capabilities are far weaker than those of the classical theory. Thus, they 

make modest and realistic demands on the knowledge and 

computational abilities of the human agents, but they also fail to 

predict that those agents will equate costs and returns at the margin”. 

 

2.5.2 Aim & research questions  

This thesis aims to determine whether – and how – the different designs of social media 

websites might enable, restrain or otherwise affect the transmission of UGC, through the 

impact that these designs have on identity, groups and relationships; and consequently on 

the choices of users (see figure above). Hence, the overall research question for this 

project is: 

 

RQ-Overall: How is the transmission of UGC affected by the different designs (i.e. 

frames) adopted by social media websites? 

 

Empirical evidence is used to address this question throughout the results chapters, but it 

is specifically tackled in Chapter 7. The rationale behind this query comes, on the one 

hand, from Tversky & Kahneman’s (1981) propositions of how the adoption of frames in 

a decision problem might lead to people’s choices being inconsistent. On the other hand, 

it comes from the suggestion that online users are prone to searching heuristic content to 

simplify their choices (Park & Nicolau 2015). However, as social media sites are designed 

differently, allowing dissimilar levels of self-presentation, self-disclosure, social 

presence, and media richness (Kaplan & Haenlein 2010); it is likely that these different 

set-ups might frame information in diverse ways, thus making users more prone to 
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different heuristics and biases that would result in different choices. As previously 

outlined, this study focuses on two elements of a website’s design: user profiles and rating 

scales; hence, it is centred on social media sites with the same degrees of social presence 

and media richness, but different levels of self-presentation and self-disclosure. That is, 

this research imitates and compares the transmission of UGC in a CC and a SNS. It should 

be highlighted that this study is a pioneer in testing if the different designs of social media 

frame the content shared online. 

 

 
 

Figure 2.24 - Conceptual model with research questions 

 

Further, the overall question of the study comprises three major research questions, shown 

in Figure 2.24, and outlined below: 

 

RQ-1: How are the choices of users affected by different levels of self-presentation 

occurring from diverse user profiles? 

 

The first research question is tackled in Chapter 4. This query is intended to assess only 

one aspect that differentiates CCs and SNSs: the level of self-presentation (Kaplan & 

Haenlein 2010). Self-presentation was defined as a component of identity by which an 

individual tries to control the impression she has on others (Goffman 1959). However, 

online environments allow users to interact with others without their physical presence, 

thus allowing disembodiment and anonymity, which allow for distinct ways of identity 

construction (Douglas & McGarty 2001; Bargh et al. 2002; Suler 2002; Suler 2004; Zhao 

et al. 2008). This research focuses on comparing an anonymous with a non-anonymous 

environment; the first one being characteristic of CCs while the later one of SNSs (e.g. 

Figure 2.1 and Figure 2.2). Anonymity has been widely studied, but non-anonymous (i.e. 
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identifiable) research is scarce (Zhao et al. 2008). Therefore, this research expands the 

understanding of non-anonymous conditions. 

 

RQ-2: How are the choices of users affected by different levels of self-disclosure 

happening due to the use of distinct rating scales? 

 

The second research question is addressed in Chapter 5 by the evaluation of another 

aspect that differentiates CCs and SNSs: the degree of self-disclosure (Kaplan & Haenlein 

2010). Self-disclosure was defined as the revelation of personal information that is 

aligned with the image online users want to give about themselves, such as thoughts, 

feelings, likes and dislikes (Kaplan & Haenlein 2010). Thus, it was decided to analyse 

self-disclosure through the comparison of two of the most used rating scales in CCs and 

SNSs: likert and dichotomous (Table 2.2 and Table 2.3). Regarding theory, it has been 

argued that rating scales are under-studied and there are no clear guidelines regarding 

their design (Riedl et al. 2013). Moreover, there is no empirical consensus, as scholars 

suggest that broader scales are needed (Riedl et al. 2010; 2013) while practitioners favour 

the use of shorter rating systems (YouTube 2009; Ciancutti 2011). Hence, this study 

advances current theoretical and empirical understanding of rating scales and their 

impacts. 

 

RQ-3: How are the choices of users affected by the online presence of their personal 

networks? 

 

The third research question is tackled in Chapter 6. This question seeks to assess whether 

online users are more likely to acquire information from those they know offline. There 

are three reasons that indicate this may be true. First, some evolutionary scholars have 

found evidence, through models, lab experiments and real occurrences, that individuals 

are prone to imitating members of their community (Boyd & Richerson 1985; Henrich & 

Boyd 1998; Henrich 2001; Henrich 2004; Richerson & Boyd 2005; Mesoudi 2011; 

Perreault et al. 2012). Second, social psychologists argue that individuals’ self-esteem is 

linked to their ingroups (Tajfel & Turner 1979; Turner 1984), which suggests that people 

might prefer to acquire beliefs from their real-life ingroup if they can differentiate them 

online. Third, it has been found that the transmission of complex knowledge within 

networks is favoured by strong ties (Cross, Parker, et al. 2001; Dobson et al. 2013), 
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whereas weak ties are essential for sharing information across the network (Granovetter 

1973; 1983). However, despite this evidence, research conducted in online environments 

has failed to include the effects of conformity, probably due to the complexity that it 

presents (e.g. Wu et al. 2011; Wilkinson & Thelwall 2012; Liu & Park 2015; Park & 

Nicolau 2015). Likewise, lab experiments have also avoided measuring the effects of the 

choices of others (e.g. Riedl et al. 2010; 2013), and the only study that includes social 

approval cues does not differentiate between the whole and personal network (e.g. 

Mueller et al. 2018). Therefore, this study is the first attempt to make this distinction in 

the study of online environments.  

 

2.5.3 Summary of literature gaps and research objectives 

Finally, in order to achieve the aim of the study, answer the research questions, and tackle 

the literature gaps, the objectives of this thesis are outlined in Table 2.4. It should be noted 

that the objectives are not covered all at once. Rather, they are distributed among the 

research questions, which correspond to different chapters of results, as outlined above. 

Chapter 3 includes a visualisation that displays the objectives targeted per chapter of 

results (see Figure 3.5).  

 

Table 2.4 - Research objectives 

Objectives Literature Gaps 

OB-1: To set up an experiment that illustrates 

how two different types of social media sites 

(i.e. CCs and SNSs) might enable, restrain, or 

affect the transmission of UGC. 

LG-1 (p.12): There is a need to investigate 

how the designs of the different classes of 

social media sites might enable, affect, or 

restrain the transmission of information. 

 

OB-2: To understand knowledge transmission 

in social media through the VSR mechanisms; 

emphasising selection, which is studied through 

choice-making. 

LG-5 (p.30): There is a lack of studies 

focusing on knowledge transmission with 

an evolutionary viewpoint. Moreover, this 

lack of research is more evident in the 

field of online environments. 

OB-3: To investigate if – and how – being 

identifiable might affect the choices of users, in 

comparison to being anonymous. 

LG-2 (p.16): There is a lack of research 

exploring the way in which individuals 

manage their identities when they are 

known by other members of their network 

(i.e. non-anonymous). 
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OB-4: To determine the effects of being 

identifiable: 1) on real-life interactions, and 2) 

on the overall attitude towards the website’s 

design. 

 

LG-3 (p.17): There is a need for a greater 

understanding of how embarrassments 

take place; specifically, how they affect 

real-life interactions, and the impact they 

can have in the design of social media 

platforms. 

 

OB-5: To investigate if – and how – different 

rating scales affect the choices of users, by 

comparing two types: likert and dichotomous.  

 

OB-6: To determine if the use of different scales 

has: 1) any social implications when users are 

identifiable, and 2) any effect on the attitude 

towards the website’s design. 

 

LG-4 (p.21): There is a theoretical and 

practical need to deepen the understanding 

of rating scales. And, arguably, the study 

of ratings should be done within the 

context of users’ identities, groups and 

relationships. 

 

OB-7: To detect how the three group-biases take 

place in online environments, focusing on the 

study of conformity, which has received limited 

attention both offline and online. 

 

LG-6 (p.43): There is a gap in studying 

imitation heuristics and biases with a 

Darwinian perspective. What is more, 

conformist transmission remains poorly 

studied.   

 

LG-7 (p.44): Studies perform in CCs and 

SNSs have studied what could be 

catalogued as content and prestige-based 

biases, but only one has been found to 

study conformity. 

 

OB-8: To determine if – and how – users’ real-

life ingroups and outgroups affect their choices, 

and thus the transmission of UGC. 

 

LG-8 (p.47): There are theoretical and 

empirical gaps that need to be addressed 

about the presence of groups in online 

environments. Moreover, regarding 

research, the only experiment that studies 

conformity does not differentiate between 

that to the ingroup and outgroup.  

 

OB-9: To make a further differentiation of 

ingroups using the strength of ties, and evaluate 

if these have any effect on choices. Further, to 

assess if online interactions can predict real-life 

relationships. 

 

OB-10: To understand: 1) the effect that online 

interactions might have on real-life relationships 

and vice-versa, 2) the extent to which online 

users are aware of the impact that others have on 

their choices. 

 

LG-9 (p.50): Regarding the strength of 

ties, there is a need to join social media 

predictions with real-life data. 

 

 

LG-10 (p.51): There is a necessity to 

describe how can online interactions 

affect offline relationships and vice-versa. 
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CHAPTER 3: METHODOLOGY 

 

The aim of this chapter is to elaborate on how the thesis’ conceptual model is to be 

studied. The chapter is structured as follows: first, the philosophical underpinnings of this 

research are outlined. Second, the current methodologies used in social media research 

are discussed, highlighting their advantages and shortcomings. Third, the experimental 

set-up is described, together with the chosen methods for data collection, justifying these 

decisions with the philosophical position and the discussion of methodologies used in the 

field of social media. Fourth, the way in which the data were collected is explained, 

emphasising the sources of data, their limitations and ethical considerations. Finally, the 

process of data analysis is presented, linking it with the conceptual model and the 

objectives of this thesis. 

 

3.1 PHILOSOPHICAL VIEWPOINT AND ASSUMPTIONS 

 

It is of relevance to outline the philosophical paradigms embraced in this study, as these 

have implications regarding the nature of the social world (i.e. ontology) and the type of 

knowledge that can be acquired from it (i.e. epistemology) (Johnson & Duberley 2000). 

What is more, adopting a specific paradigm depends on the conceptions of the problem 

that is to be investigated (Gill & Johnson 2010; Bryman & Bell 2011). In the case of this 

thesis, its main aim is to determine whether – and how – the designs of social media sites 

might enable, restrain or otherwise affect the transmission of UGC, through the impact 

that different set-ups have on identity, groups and relationships; and consequently, on the 

choices of users. Thus, the examination of this issue requires investigating the causality 

of different elements on the choices of users. In addition, the response to the posed aim 

is expected to be generalisable to a certain extent. As a consequence, both causality and 

generalisation assumptions locate this research within positivist approaches (Eisenhardt 

1989). 

 

The current research adopts a post-positivist standpoint. The implications of adopting this 

position are that, from an ontological perspective, it is believed that there is an 

independent reality, very much like positivism. However, despite the shared assumption 
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of ontological realism, the posed research questions and objectives are meant to be 

addressed in line with Popper’s Falsification principle (1959), rather than following the 

logical positivist idea of verifiability. Further, post-positivists also acknowledge that 

reality can only be known imperfectly and probabilistically (Robson 2011).  

 

Moreover, from an epistemological viewpoint, the search for knowledge is centred on 

causal explanations from observed patterns within the social world. Therefore, knowledge 

is thought of as being objectively obtained (Miller 2005). However, unlike classical and 

logical positivists, post-positivists acknowledge that everyone is culturally biased and 

hence individuals cannot achieve objectivity in a perfect manner, but merely approach it. 

For this reason, researchers are encouraged to obtain multiple observations from different 

sources, so as to triangulate across multiple imperfect perspectives (Trochim et al. 2016). 

 

To sum up, in line with post-positivism, the present thesis assumes a modified objectivist 

epistemology and accepts that reality exists but is only ‘probabilistically apprehendable’ 

(Guba & Lincoln 1994). These assumptions have a number of implications for this study. 

Firstly, regarding the conceptual model of the research (see Figure 2.24), it is believed 

that the effect of website designs on users’ choices can be measured. Therefore, patterns 

concerning the effects that sites have on the transmission of UGC can be discovered and 

generalised to a certain extent. Secondly, to objectively understand this issue, the 

researcher must be able to triangulate different perspectives. Hence, more than one source 

of data was utilised. Thirdly, it is acknowledged that regardless of the chosen 

methodologies to collect and analyse data, these still have limitations in capturing an 

objective reality. For this reason, Section 3.3.4 outlines some of the limitations 

concerning the chosen methods of data collection. 

 

3.2 METHODS  

 

Research methods denote the techniques and procedures that researchers use to obtain 

information to address the research questions; they comprise the study design, data 

collection, and data analysis (Bryman 2012). Methods are usually catalogued as 

quantitative when the quantification in the collection and analysis of data is emphasised, 

or qualitative when greater importance is given to narratives (Bryman & Bell 2011). 
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Further, it has been argued that the choice of research method should be aligned with the 

adopted philosophical stance (Burrell & Morgan 1979). Thus, to select the method – or 

combination of methods – that would better support this research, the current approaches 

used in social media studies were assessed regarding their strengths and limitations. 

Afterwards, also taking into account the adopted philosophical viewpoint, the methods 

for this study were chosen. Hence, the following sub-section outlines an assessment of 

the methods utilised in social media research, succeeded by the ones adopted in this thesis, 

and their rationale. 

 

3.2.1 Methods used in previous social media research 

 

1. Extracting available data from social media: A large number of researchers 

extract UGC from what could be called its ‘natural environment’ (i.e. online). 

Subsequently, most of them apply social media analytics to perform the analyses. 

That is, they make use of quantitative methods such as sentiment, content, and 

word-frequency analyses (e.g. Wu et al. 2011; Wilkinson & Thelwall 2012; 

Procter et al. 2013; Thelwall et al. 2012; Cheng & Ho 2015; Park & Nicolau 2015; 

Liu & Park 2015; Goel & Goldstein 2014; Godes & Mayzlin 2004; Jacobsen 

2015). It should be noted that a small number of academics instead make use of 

qualitative methodologies, such as online ethnographies or ‘netnographies’ (e.g. 

Lantz-Andersson et al. 2013; Kozinets 2002). However, qualitative methods seem 

to be less common because of the nature of collected data, which tend to be 

extracted in huge volumes. Some of the advantages of using the internet for data 

collection are that it is time and money efficient, geographic location is not an 

issue, and large volumes of data can be easily obtained and analysed (Bryman & 

Bell 2011). On the other hand, as the internet is not yet accessed by everyone (e.g. 

there are geographical, political, and age limitations), some sectors of the 

population are not represented in the research. Therefore, generalisations can be 

misleading. Moreover, there is arguably a loss of ‘personal touch’ given that in 

most cases this data collection method does not allow researchers to know the 

identities of those whom they analyse. And, most importantly, there are ongoing 

ethical debates concerning the lack of consent from the people whose data are 

extracted and later used for research purposes (Bryman & Bell 2011). A final 
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limitation of this method of data collection is that most researchers use the social 

media platforms with fewer restrictions on the extraction of data (i.e. Twitter), 

which reduces the options for comparison between platforms. 

 

2. Setting up an experiment in an existing social networking site or content 

community: Some researchers have set up controlled experiments using existing 

SNSs or CCs (e.g. Kump et al. 2013; Schweisberger et al. 2014; Tsao et al. 2015). 

These kinds of experiments possess the same advantages of those where data is 

extracted from social media. Also, as individuals willingly take part in the study, 

the researcher is privy to the identity of its audience and the connections among 

them, so ends up with a “captive population who are already communicating with 

each other” (Bryman & Bell 2011, p.656). However, this method has the 

limitation that there could be less spontaneity of response as individuals are more 

likely to review their words before they post them online (Bryman & Bell 2011).  

 

3. Creating a web-based experiment: An increasing number of researchers are 

making use of web-based experiments, by simulating an online community (e.g. 

Eryarsoy & Piramuthu 2014; Lee et al. 2012; Riedl et al. 2013; Riedl et al. 2010; 

Mueller et al. 2018). As discussed above, in these situations the researchers have 

the advantage of knowing their studied population. Moreover, a further advantage 

of this method is that users are less exposed to external factors that can affect their 

choices, such as advertising or suggestions from the search engines. However, 

with these experiments, some of the ‘online reality’ is lost. For instance, some 

researchers set up the experiments in such a way that they prevent users from 

being biased by the comments of other participants (e.g. Riedl et al. 2010; Riedl 

et al. 2013), arguably losing essential features of social media communication.  

 

4. Modelling online social interactions: Some researchers have modelled different 

aspects of social media (e.g. Siegel 2013; Jiang et al. 2014; Gopinath et al. 2014; 

Sun et al. 2015; Jiang et al. 2015; Riedl et al. 2013). The benefit of using this 

method is that a model enables reality to be simplified, therefore facilitating 

decision-making, control of variables, and predictions. However, a shortcoming 

is that, because of its simple nature, it does not comprise all aspects that affect 

what is being modelled (Thiétart 2001).  
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5. Making use of surveys and interviews: Methods such as online surveys and 

interviews are widely used to obtain a higher level of detail regarding users’ online 

preferences. Researchers who use online surveys (e.g. Chen & Liang 2011; Correa 

et al. 2010; Hughes et al. 2012; Lee et al. 2012; Lee 2014) have the advantage of 

being able to reach many potential interviewees at low cost and effort. However, 

they also tend to have modest response rates, and samples can be considered 

biased due to the nature of internet-user populations (Bryman & Bell 2011). 

Conversely, researchers who make use of interviews (e.g. Quan-Haase & Young 

2010) have the benefit of greater flexibility and, as they get to see the 

interviewees, gain more insights from their gestures and expressions. 

Nevertheless, data gathered from interviews are more time and effort-consuming, 

and it is harder to generalise insights (Bryman & Bell 2011). Also, it could be 

argued that only using surveys or interviews without accompanying them with 

any of the above-listed methods makes little sense, as the nature of social media 

is precisely the online interaction itself.  

 

3.2.2 Proposed methods for data collection 

To address the research questions of this thesis, and in an attempt to overcome some of 

the limitations of previous studies, the present thesis opts for a mixed and multiple 

methods approach. The difference between a multi- and a mixed-methods approach is 

that the former concerns the use of multiple data sources within one methodological 

paradigm. Conversely, in the latter, a different type of information – quantitative and 

qualitative – is to be obtained (Denzin & Lincoln 2018). 

 

It has been argued that the use of multiple methods helps attain more profound insights 

and more reliable results (Boudreau et al. 2001; Riedl et al. 2010). Specifically, research 

adopting a multi-method approach has provided some of the most reliable results on the 

topic of collective decision-making within online environments (Riedl et al. 2010; 2013). 

Similarly, it has been claimed that the use of mixed-methods brings a significant 

advantage as it enables the clarification and more in-depth knowledge of particular 

aspects that are detected as being important (Bryman & Bell 2011). Notably, some 

researchers have stressed the need for mixed-methodologies to gain a better 

understanding of identity construction in online environments, arguing that “the next 
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logical step in advancing this line of research is to combine investigators’ objective 

coding of the profiles with users’ subjective interpretations of their own activities” (Zhao 

et al. 2008, p.1832). Further, a number of scholars studying the designs of websites 

advocate for the use of mixed-methods as they prove to be “effective to attain a deeper 

and more comprehensive understanding” (Cyr et al. 2009, p.558). 

 

However, from a philosophical viewpoint, mixing qualitative and quantitative data can 

give rise to specific issues. On the one hand, some researchers claim that combining these 

methods involves different epistemological perspectives, and it is therefore wrong to use 

them together (e.g. Guba & Lincoln 1994). On the other hand, scholars in favour of 

mixed-methods argue that philosophical positions should not dictate or interfere 

regarding which methods are to be used to gain knowledge (e.g. Johnson & Onwuegbuzie 

2004). Instead, such academics recommend that the research questions, and not the 

philosophical positions, should define the methods to be employed. 

 

In the case of this study, mixed-methods have been chosen because the adopted 

philosophical stance – post-positivism – encourages researchers to obtain multiple 

observations from a range of sources in order to triangulate across multiple imperfect 

perspectives (Trochim et al. 2016). Nonetheless, the research questions and objectives 

have also influenced this decision. For instance, the first objective of the study was set to 

determine how the choices of users are affected by different user profiles, alternative 

rating scales, and the presence of their personal networks. Hence, to make this 

determination, the data should be as objective as possible, and should therefore come 

from a quantitative source. Conversely, to deepen the understanding of the effect that 

identity, groups and relationships have on choices, it is better for the data to be of 

qualitative provenance. Therefore, in line with the adopted philosophical position and 

methodology, the present study makes use of three primary sources of data: online 

interactions arising from a quasi-experiment, questionnaires, and focus groups. Section 

3.3 details how the experiment was designed and the manner in which the data were 

collected, and Section 3.4 describes the methods and procedures for the analysis of data.  
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3.3 QUASI-EXPERIMENT SET-UP 

 

This research had a number of particulars that required it to be designed as a quasi-

experiment. To start with, the study needed to allow the comparison of key characteristics 

of SNSs and CCs. However, this could not have been possible if data were merely 

extracted from these sites because the information would not be comparable. For instance, 

if the researcher had ‘crawled’ data from Facebook and TripAdvisor it would have been 

impossible to determine the effect of the website designs on ratings, given that the content 

shared on these sites differs significantly. As a consequence, it was necessary to set-up 

an experiment. However, this experiment needed to be as ‘real’ as possible, and thus it 

required an existing SNS or CC. Also, as outlined in Chapter 2, this research proposed to 

differentiate between the whole and personal networks, and among different strengths of 

ties. Hence, setting-up a one-day experiment would not have been sufficient as people 

taking part in the experiment needed to have real-life friendships and interact over a 

period of time. Ideally, participants had to interact over a more extended period in a 

platform where some users were unknown to them, whereas others were real-life friends.  

 

To fulfil the conditions that needed to be in place for the objectives to be attained, the 

study made use of an existing CC with users having some of their real-life friends also 

using the site.  However, the reality gained meant having less control over certain 

elements. When the researcher has no authority on the assignment of participants to 

experimental and control situations, these are called ‘quasi-experiments’ (Campbell & 

Ross 1968). The current study, therefore, was set-up as a quasi-experiment. These are 

characterised by having non-randomly selected groups and are usually longitudinal 

studies involving a pre-test, an experimental treatment and a post-test (Campbell & Ross 

1968). However, a limitation is that in the social sciences researchers can rarely eliminate 

‘disturbing influences’ and “must rely on evidence cast up by the ‘experiments’ that 

happen to occur” (Friedman 1953, p.150). Nevertheless, this is not necessarily considered 

to be a shortcoming, as it has been argued that no experiment can be completely controlled 

(Friedman 1953). Therefore, it is critical for researchers to understand and explain the 

limitations of the simplified model and the alternative explanations (Campbell & Ross 

1968; Donaldson 1997; Wall et al. 1986). To validate the findings and be able to offer 

alternative explanations, the triangulation technique was used. As outlined, and in 

accordance with the philosophical position and methodology adopted, triangulation 
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requires the use of more than one method on the study of social phenomena and is widely 

used with mixed-methods, as these can help both achieving convergent validity and 

completeness (Yu 2005; Bryman & Bell 2011).  

 

3.3.1 Research context and overview 

As mentioned, it was necessary for this study to use the same online platform so that 

information could be analogous. However, at the same time, it was crucial that such a 

platform allowed the comparison between a SNS and a CC. Thus, a required feature for 

the online platform was the possibility of modifying both user profiles (anonymous versus 

identifiable) and rating scales (likert versus dichotomous). To fulfil these conditions, the 

researcher chose an existing CC and gradually implemented features of a SNS.  

 

The selected site was PeerWise (https://peerwise.cs.auckland.ac.nz), which is a free 

educational platform that students use to “create [multiple choice questions] and to 

explain their understanding of course-related assessment questions, and to answer and 

discuss questions created by their peers” (PeerWise 2015). The main reason why this CC 

was chosen was that the creator of PeerWise agreed to make changes on the website in 

order to suit the needs of this research14. Moreover, PeerWise was already being used in 

a module at the University of Sheffield, which facilitated access and allowed the 

researcher to analyse data from a previous year. These situations created an ideal 

environment that made possible a natural, longitudinal, quasi-experiment. 

 

The quasi-experiment consisted of three years of data generated in the online educational 

environment where the participants were non-randomly allocated final-year 

undergraduate students that took a designated (core) module/course at the University of 

Sheffield. The module used PeerWise as an ongoing assessment throughout the semester, 

where students used it to post, answer, rate, and comment on multiple choice questions 

related to their module. Hence, the data consists of three years of online interactions, 

comprised in the three quasi-experimental designs of each cohort. Figure 3.1 presents a 

visual representation of the quasi-experimental design. 

 

                                                 
14 Changes on PeerWise only affected the module in the University of Sheffield that was used for the 

experiment. All other modules from this and other universities were unaffected.  
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As can be seen in the figure below, the first stage focused on altering the levels of self-

presentation through the comparison of anonymous and identifiable users. The first stage 

tackled the first research question, which examined how the choices (i.e. ratings) of users 

were affected by different levels of self-presentation (Chapter 4). The second stage was 

centred on the modification of the levels of self-presentation, through the comparison of 

likert and dichotomous rating scales. The second stage tackled the second research 

question, which investigated how the choices of users were affected by different levels of 

self-disclosure (Chapter 5). Moreover, the third research question – which focused on the 

study of personal networks – was also investigated with the data generated in the second 

stage, as users were all identifiable (Chapter 6). Finally, the overall research question – 

which was set to understand how the transmission of UGC and the choices of users were 

affected by different designs of social media sites – made a comparison of the three quasi-

experimental conditions (Chapter 7).  

 

 

Figure 3.1 - Quasi-experimental set-up.  

 

Regarding each cohort, Group 1 comprised the online interactions (i.e. posted questions, 

answers, ratings, comments) generated in the Autumn semester15 2014-15. This group 

was presented with the original design of PeerWise, where users interacted 

                                                 
15 Autumn semesters in the UK usually start in September and finish in February of the following year. 
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anonymously16 and could rate the posted questions using a 0-to-5 likert scale. Group 2 

comprised the data from the Autumn semester 2015-16. Here, users continued to use the 

likert scale but were made identifiable, by signing in with their real identities (i.e. 

Name_LastName) which were pre-populated by administrators based on the list of 

students participating in the module. Finally, Group 3 comprised the interactions from the 

2016-17 Autumn semester, where users continued to be identifiable while the rating scale 

changed from likert to dichotomous (like-dislike). It should be highlighted that, regarding 

self-presentation and self-disclosure, the way in which PeerWise was originally set-up 

resembled a CC (Group 1), while by the end of the quasi-experiment the adopted design 

imitated a SNS (Group 3). 

 

It should further be highlighted that Figure 3.1 presents a very simplified version of the 

experimental changes implemented. In reality, PeerWise had to undergo a number of 

adaptations to 1) make users not only identifiable, but also aware of how others were 

answering, rating, and commenting to others; and 2) modify the rating scale in such a way 

that allowed comparison between the studies and did not affect other indicators on the 

system, such as badges and leader-boards. Appendix 3.1 presents the full documentation 

of changes performed within PeerWise17. It is recommended that the reader consults this 

to get a clearer idea of: how PeerWise is set-up, the quasi-experimental design, and the 

type of online interactions. Moreover, each chapter of results (Chapters 4-7) contains a 

brief methods section which includes a picture of the experimental treatments in PeerWise 

(see Figure 3.1). 

 

3.3.2 Sample and timeline for data collection 

The population for the quasi-experiments consisted of 973 third-year undergraduate 

students that took the same module, in the same University, with the same module leader 

and teaching staff. It should be noted that, in all three cohorts, about three-quarters of the 

group was based in the UK, while the other quarter was based in China (but with access 

to the same module materials including lectures). Moreover, from the University of 

                                                 
16 Users were able to choose their usernames when they first sign in. However, PeerWise is designed so that 

all content appears anonymously. 
17 All changes were designed by the researcher (Gabriela Morales), and these were later agreed with and 

implemented by the creator of PeerWise (Dr. Paul Denny, from the University of Auckland, NZ). All 

changes were also approved by the Ethics Committee of the University of Sheffield’s Management School 

and by the module leader (Dr. Jon Burchell, from the University of Sheffield). 
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Sheffield’s database it was obtained that students were from 56 different nationalities, 

although the majority were British (48.7%), followed by Chinese (28.1%). Also, 53.1% 

of the sample were females, while 46.9% were males. Further, from the surveys (see 

below), the average declared age was 21.4 years of age.  

 

At this juncture it is appropriate to describe briefly the timeline for the data collection, as 

this had an impact on the way in which students interacted on PeerWise, and possibly on 

the data collection. As mentioned above, each group of data collection corresponds to an 

Autumn semester of a module taught at the University of Sheffield. Hence, Figure 3.2 

presents how the three sources of data (online interactions, questionnaires, and focus 

groups) were collected, in relation to the weeks of the semester. Moreover, it highlights 

when the use of PeerWise was mandatory, as opposed as when it was optional. It should 

be noted that questionnaires and focus groups were only collected for Groups 2 and 3, for 

reasons that will be further explained within this chapter.  

 

 

Figure 3.2 - Timeline for data collection 

 

As can be seen in the figure above, data from the online interactions were generated and 

collected through the 19 weeks that the semester lasts. However, although PeerWise was 

available throughout the semester, the assignment which mandated its use only lasted 

eight weeks; after this period, the use of PeerWise became optional. However, it was 

discovered that several students continued to use the site beyond the required period, 

using it as a revision tool for their final exam. Further, the questionnaires were conducted 

after the assignment took place but before the students received the marks, in order to 

avoid responses being affected by grades. Finally, due to time constraints during the exam 

period, focus groups had to take place after the semester was over and once students had 
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received their marks for the assignment, but before they received their final grades 

(incorporating the exam component). 

 

3.3.3 Data collection 

As previously outlined, data were collected from three main sources: 1) online 

interactions that were extracted from each quasi-experimental set-up, 2) questionnaires, 

and 3) focus groups. Table 3.1 presents a summary of the data collected among the three 

groups. It should be noted that the first cohort used PeerWise while the quasi-experiment 

was being conceived. Therefore, this group contains only the retrieved online interactions, 

as it was not possible to conduct questionnaires or focus groups. Moreover, it should be 

stressed that the online interactions listed in the table below are only the main ones; 

additional interactions will be described in the following sub-sections, which explain in 

detail each of the sources of data. 

 

Table 3.1 - Summary of collected data 

 Group 1 Group 2 Group 3 Total 

Participants (active on 

PeerWise) 
295 369 309 973 

Online interactions 74,463 76,685 41,922 193,070 

     -  Posted Questions 2,104 2,525 2,125 6,754 

     -  Answers 34,018 34,379 21,486 89,883 

     -  Ratings 25,927 25,976 14,997 66,900 

     -  Comments (total) 12,414 13,805 3,314 29,533 

Questionnaires  N/A 186 206 392 

Focus groups N/A x3  

(17 students) 

x3  

(12 students) 

x6  

(29 students) 

 

 

1. Data from online interactions 

The primary source of data collection corresponds to online interactions. Setting up an 

experiment on a social media site has the advantage of attaining online reality while 

having a ‘captive population’ where users are already communicating with one another 

(Bryman & Bell 2011). Further, in contrast with interviewing participants, analysing 

online interactions helped to uncover patterns of which they might themselves be 

unaware. 
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As shown in Figure 3.2, data from PeerWise comprised 19 weeks of interactions for each 

year of the quasi-experiment. Specifically, for the eight weeks that the assignment took 

place, students were required to engage with the educational website by: 1) authoring a 

minimum of five multiple-choice questions, 2) answering at least 20 questions from their 

peers, and 3) engaging with PeerWise throughout the assignment. Ratings and comments 

were optional and were not considered for their assignment. These requirements for the 

assignment remained unchanged18 for the three years that the study lasted.  

 

It should be noted that the posted questions were non-cumulative. That is, each group saw 

only its own questions. However, in order to increase reliability and to be able to make 

an ‘equal’ comparison between groups, a few questions were identical over the three 

groups (see Figure 3.3). These questions were posted in PeerWise at the start of each 

academic year, appearing under the authorship of the module’s staff. 

 

 

Figure 3.3 - Identical questions over the three cohorts 

 

Furthermore, as can be seen in Appendix 3.1 – where all the screenshots of PeerWise are 

shown – the website allowed for more interaction than only questions, answers, ratings 

and comments. For instance, when authoring a question, students could add a tag or 

explanation. Further, after answering a peer’s question, students had the option to ‘follow’ 

the author (similar to the ‘follow’ function on Twitter). Moreover, to incentivise students 

to engage with the website, PeerWise adopts various gamification principles and gives 

                                                 
18 The assignment within PeerWise remained unchanged for the three years when data were collected (i.e. 

authoring five questions, answering 20 questions from their peers, and showing continuous engagement 

through the duration of the assignment). However, outside PeerWise, Groups 1 and 2 students were assessed 

by presenting what they considered their three best questions, whereas in Group 3 students needed to write 

a reflective essay regarding their best question. Given the engagement elements of the assignment remained 

unchanged, this was not considered to have had an effect on the interactions within the website.  
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users ‘badges’ which are then translated into a ‘reputation’ score. The students with the 

highest scores appear on leaderboards. 

 

Online interactions were extracted from the website and served to explain, quantitatively, 

the effect that different variables had on the ratings given by students. Therefore, the most 

crucial variable was ratings, as these represented the evaluations (i.e. choices) of users. 

Figure 3.4 shows the way in which the collected data relate to the proposed conceptual 

model and the research questions. It should be noted that not all variables were tested at 

once. As Figure 3.1 showed, the first stage of the quasi-experiment focused on comparing 

two designs of user profiles, while the second stage compared two rating scales. Thus, 

only one change was made and tested at a time.  

 

 

Figure 3.4 - Linking the conceptual model with the data collection 

 

Ratings were the dependent variable. Thus, the values of ratings were analysed 

individually and as averages. Moreover, the independent variables were comprised in 

three groups (see below), corresponding to the three group-biases described in Chapter 2; 

content, prestige and conformity. It should be noted that a full list and description of all 

individual variables are presented at the start of Chapters 4 and 5. 

 Properties of questions: These online interactions, extracted from PeerWise, were 

catalogued as content-based biases (i.e. specific qualities of a belief). Examples 

of these variables are the length of the posted question, its readability index19, 

whether it included a reference or a link to a video or article, and so forth. 

                                                 
19 A test designed to evaluate how readable a text is 
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 Properties of users (who authored the question): These interactions were 

considered to reflect prestige-based biases (i.e. successful individuals). Some of 

these variables were used to measure ‘online gained prestige’, like number of 

badges and reputation scores from PeerWise. Moreover, other characteristics 

helped to reflect ‘real-life prestige’, such as gender and nationality, were obtained 

from the University’s database. 

 Relationship among users (between author and ‘rater20’): These interactions were 

thought of as reflecting conformity-based biases (i.e. imitating the majority of the 

group). As proposed in Chapter 2, this thesis differentiates among the whole and 

personal networks, and then according to the strength of ties (i.e. strong, 

intermediate, and weak). This information was collected with the use of the 

surveys and will be explained in the following section. 

 

It should be highlighted that students were not directly assessed on PeerWise, but were 

rather asked to present what they considered to be their three best-authored questions, or 

to reflect on their best question in the final cohort. Later, these questions were marked by 

the module staff. It was thus clear from the start that any score they would receive within 

the educational site (e.g. ratings from their peers, correct or incorrect answers, badges, or 

their appearance on the leader-boards) would not affect their grades in any way. Although 

nothing from the experiment would affect the grades of students, all were asked to consent 

to take part in the experiment the first time they logged into PeerWise. If a student did 

not wish to take part, their authored questions were excluded from the analysis and they 

were not emailed with an invitation to answer the survey. As for the online interactions 

of Group 1, only aggregated, anonymised data were retrieved. Moreover, these 

interactions were later matched with the students’ demographics by a departmental 

administrator, so the researcher never had access to the names or emails of this cohort. 

Finally, the Ethics Committee of the University of Sheffield’s Management School 

approved both the quasi-experiment design and the extraction of data. 

 

2. Online self-completed questionnaires 

The purpose of questioning participants is to understand their “own behaviour or that of 

others, attitudes, norms, beliefs and values” (Bryman & Bell 2011, p.201). Specifically, 

                                                 
20 The word ‘rater’ was used to denote the user who rated a question posted by the ‘author’ 
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self-completion questionnaires fulfil this function but are different from interviews in the 

way that they have fewer open-ended questions, are shorter, and most importantly, 

participants go through the questions themselves. Some advantages of self-completed 

questionnaires – and why they were considered appropriate for this research – are that 

they are quicker to administer, diminish interviewer effects and variability, and are more 

convenient for respondents who can complete them at their own pace (Bryman & Bell 

2011). 

 

However, there are a few disadvantages of using questionnaires. First, respondents cannot 

ask questions if they need clarification (which may be crucial for those who are not fluent 

in English). Second, there is no opportunity to question participants further/probe 

responses. Third, respondents are more prone to fatigue, which may lead them to abandon 

the questionnaire. Fourth, in some cases, participants can read the whole questionnaire 

before answering the first question. Fifth, it is argued that the researcher can never be 

entirely sure of who has responded to the questionnaire; and sixth and finally, these are 

usually characterised by more missing data and lower response rates (Bryman & Bell 

2011).  

 

Consequently, to mitigate some of these shortcomings, the questionnaires were developed 

as follows. First, the questionnaire was designed in a way that took between 7 and 15 

minutes to respond, to avoid response fatigue. Second, all questions were written using 

simple English words, considering that a high percentage of students were not English 

native speakers. In addition, the questionnaire was checked for clarity of language and 

errors by the researcher’s supervisory team; and for usability on different mobile devices 

by one of the supervisors and also other PhD students. Third, questions that asked for 

personal information displayed an explanation of why this data was needed and how it 

would be used, to prevent students from abandoning the questionnaire. Fourth, the 

software used to conduct the survey (Qualtrics), had a number of built-in options to 

minimise the deficiencies of online self-completed questionnaires. For instance, 

participants received an invitation to answer the survey containing a personalised link, 

which allowed them to save their progress, so they did not need to start from the beginning 

if they closed the query. Further, having individual links ensured that there was only one 

response per person. Fifth, respondents could not go back to preceding sections or move 

forward without completing all mandatory questions of a section. This was implemented 
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to avoid users from reading the entire questionnaire before answering it or going back to 

change their response when realising there was a follow-up question. Sixth, Qualtrics 

allowed questions to be mandatory or optional. The questionnaire was set up so all close-

ended questions were compulsory while all open-ended ones were elective. This made 

the questionnaire quicker while at the same time allowing participants to elaborate on the 

answers they considered necessary. Finally, the option ‘randomisation of questions’ was 

used to avoid response order effect, while ‘automate the sequence of questions’ was used 

so participants were only presented with those queries they were required to answer (the 

latter option is mostly used for follow-ups). 

 

As explained, questionnaires were distributed and completed while students were still 

using PeerWise, but before they received the grades for their assignments, to avoid biases 

regarding their marks. Moreover, to minimise missing data and prevent low response 

rates, a raffle of Amazon vouchers was conducted. The raffle was approved by the Ethics 

Committee of the University of Sheffield’s Management School and involved one £50 

voucher and five £20 vouchers (£150 in total, per cohort). In addition, it should be 

mentioned that questionnaires were optional and were only sent to those students who 

agreed to their online interactions being used in the study. Appendix 3.2 shows all 

questions included in the questionnaire. 

 

The questionnaire had two purposes. Firstly, it was aimed at understanding how students 

felt about being and having their peers identifiable, and their perceptions on the use of the 

two tested rating scales. This aim was achieved by collecting quantitative data through 

close-ended questions, and qualitative insights through open-ended questions. Secondly, 

the questionnaires helped to unravel the relationships among users. Making use of the 

theory of strength of ties (Granovetter 1973; 1983), and based on how this concept has 

been applied in the study of social networks (e.g. Jackson 2008), the questionnaire asked 

students to first name at least three people they knew within the module. Then, in a 

subsequent question, they were asked how often they saw their peers outside the class, 

and this information was used to determine the strength of the ties. A more detailed 

information on this will be presented on Chapter 6, which is dedicated to the study of 

personal networks. Once the strength of ties was known, these were used to determine if 

friendships had any effect on ratings. 
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Finally, a summary of the number of responded questionnaires is displayed in Table 3.2. 

Although there is a debate on the ideal response rate, for this research 50% was considered 

adequate, 60% good, and more than 70% very good (Rubin 2010). As can be seen for 

groups 2 and 3 the response rates were of 52.0% and 70.1%, respectively. Hence, the 

overall response rate was of 60.1% and can, therefore, be considered ‘good’. 

 

Table 3.2 - Questionnaires' response rate 

Year Group 2 Group 3 Total 

Students who consented taking part in the study 358 294 652 

Questionnaires 186 206 392 

Response rate 52.0% 70.1% 60.1% 

 

3. Focus groups 

Focus groups are particular regarding purpose, size, composition and procedures. They 

are used to gather opinions and their purpose is to enable the researcher to understand 

‘why’ participants think or feel the way they do (Bryman & Bell 2011). These groups can 

be composed of 4 to 12 people who have something in common and the interviewer, who 

plays a facilitator role, encourages all kinds of comments regarding a focused discussion 

(Krueger 2015). Focus groups are recommended when the researcher is looking for a 

range of opinions about some issue, practice, or pilot-test. It is not the goal to achieve 

consensus and it is even desired that ideas are varied and emerge from the group. Also, 

they are considered helpful when quantitative data has been collected, and researchers 

want to understand what some of the results are attributed to (Krueger 2015).  

 

In the case of this research, focus groups were used to gather additional qualitative data 

that helped the researcher to understand better the opinions and feelings of participants 

regarding: being anonymous or identifiable, the experiences of using a likert or 

dichotomous scale, and – most importantly – the effects of having their personal networks 

online. That is, referring back to the conceptual model and its link to the data collection 

(Figure 3.4), focus groups helped to get insightful discussions with the users of PeerWise 

regarding the ratings they gave, and how these were affected by different user profiles 

and rating scales. Further, focus groups provided invaluable information that not only 

helped to respond to the ‘hows’ and ‘whys’ but also guided the researcher in analysing 
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specific online interactions that otherwise would have been overlooked. Therefore, the 

analysis of the quantitative part of the experiment partly guided the topics to be discussed 

in the focus groups. Yet, these discussions also made the researcher return to and analyse 

different aspects of the data. 

 

As described above, focus groups were conducted when the semester finished to avoid 

low attendance rates due to final exams, but before students obtained their final grades 

for the module in order to minimise the impact of grades on their opinions. However, 

unavoidably, students had already received the marks concerning their PeerWise 

assignment, which may have had an impact on the discussions. Further, the method for 

recruiting participants was that, at the end of the questionnaire, students were asked if 

they would be willing to attend a focus group to further discuss their experience with 

PeerWise. Therefore, to respect their privacy, only those pupils who answered 

affirmatively were later contacted with the details of dates, venues, and incentives. 

Regarding incentives, all students were offered – and given – a £10 Amazon voucher if 

they participated. Vouchers were approved by the Ethics Committee of the Management 

School. Appendix 3.3 shows the script of the focus group. 

 

The ideal number of participants for a focus group is between five and eight. Also, the 

literature suggests to plan for three or four focus groups and only schedule more if 

saturation (i.e. “the point where the researcher has heard a wide range of ideas and is not 

getting new information”) is not reached (Krueger 2015, p.23). In this research, the plan 

was to have – per group – four focus groups of five people each, scheduling up to seven 

students per session, in case some dropped out. However, the reality was slightly different 

but still favourable, as there were six focus groups in total, three in Group 2 and three in 

Group 3 (see Table 3.1).  

 

3.3.4 Limitations 

As outlined in Section 3.1, in line with the post-positivist standpoint adopted, it is required 

that the researcher should reflect on the limitations of the methods of data collection. 

These have been highlighted throughout the chapter, but it was considered relevant to 

further explain the most significant ones.  
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Firstly, quasi-experiments have the advantage of gaining authenticity, but scientists can 

sometimes struggle to prove that there was a change and that this was caused by a 

determined event (Campbell & Ross 1968). Thereafter, when a change is detected, it is 

legitimate to ascribe it to the quasi-experimental treatment “provided consideration is 

given to plausible rival explanations of the differences, with supplementary analyses 

being added to eliminate these where possible” (Campbell & Ross 1968, p.37). In order 

to tackle this limitation, the researcher made use of three sources of data to be able to 

triangulate findings. Further, as one of the data sources was focus groups, ultimately 

participants were able to reflect on the ‘hows’ and ‘whys’ of their experiences.  

 

Secondly, as outlined in Table 3.1, Group 1 only contained one source of data (i.e. online 

interactions), as opposed to Groups 2 and 3, which also had questionnaires and focus 

groups. Unfortunately, this condition could not be mitigated as Group 1 was not 

‘controlled’ by the researcher and access to the students was not possible due to ethical 

restrictions. Consequently, it was not possible to triangulate the findings from the first 

cohort, and assumptions had to be made relying only on the data that was available.  

 

A final limitation is that, in order to make information comparable, it used the same 

environment to imitate features of both SNSs and CCs. Therefore, although the findings 

of this research are considered to be applicable for a wide range of online platforms where 

UGC is shared, it should not be forgotten that the experiment is set in an online 

educational environment and generalisations outside this must be made with caution.  

 

3.3.5 Ethical considerations 

Before conducting the research, the quasi-experimental design on PeerWise, the questions 

from the survey and the discussion topics for the focus groups, were all scrutinised and 

later approved by the Ethics Committee of the Management School. The following ethical 

considerations should be highlighted:  

 

Signing-in students with their real identities (i.e. Name_LastName) 

By default, PeerWise is designed so that students choose their own usernames, although 

all interactions are made anonymously. Hence, the data retrieved from Group 1 of the 

quasi-experiment showed that more than half of students created a username that made 
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them identifiable, either by the presence of their first or last names. At the point of 

signing-in, students had no previous knowledge about PeerWise, so they did not know 

that the software would anonymise all interactions. Therefore, this meant that more than 

half of the group did not mind being identifiable by their peers. Moreover, PeerWise is 

set up so lecturers can identify students21. Hence, PeerWise would be catalogued as a 

nonymous environment, as users are always linked to their ‘official’ identifiers (Zhao et 

al. 2008). Therefore, given that more than half of the students from Group 1 did not mind 

being identifiable and because students from the three cohorts were always aware that the 

module staff could identify them, signing everyone with their real identities and making 

most interactions visible was not considered a significant change. Still, all students from 

Groups 2 and 3 were given the option to contact the module leader or the researcher if 

they wanted to be given an anonymous ID. However, for both cohorts, no one made this 

request.  

 

PeerWise scores do not affect the module’s assessment 

It should be once again highlighted that nothing from within PeerWise affected the 

students’ grades. That is, the following scores were not taken into account for the 

assignment: number of correct or incorrect answers, receiving high or low ratings, 

reputation scores, number of awarded badges, or appearing on the leaderboards. 

Therefore, even if making students identifiable affected the ratings they gave to each 

other, this in no way affected their grades. As previously mentioned, PeerWise was only 

used in the selected module as a supporting tool for students to have online discussions; 

it was not the main source for learning and the interactions that took place there did not 

affect the grades in any way. 

 

Rating and commenting is optional 

PeerWise is designed so that rating and commenting are optional, and the experiment did 

not modify these rules. Likewise, neither ratings nor comments were required for the 

assignment and therefore had no effects on student grades. This point is important 

because, by being identifiable, some students might find stressful to rate or comment on 

their classmates’ questions; especially if some of these were authored by their friends. 

For this reason, PeerWise remained unchanged on these features. Therefore, students 

                                                 
21 When setting up a module within PeerWise, lecturers/administrators need to upload a list of the students’ 

identifiers (e.g.  emails or student IDs), to prevent strangers from accessing the group.  
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could choose to solely answer questions, and this would remain anonymous on the 

website. Nevertheless, if they chose to rate or comment, their names would accompany 

their ratings and posts. 

 

The only personal question in the questionnaire was optional 

To obtain users’ personal networks, the questionnaire required students to name three of 

their peers who they knew from class, and then say how frequently they met outside the 

lecture. To respect student privacy, the question was made in two parts: indicating three 

people they knew was made mandatory (for those who wished to take part in the survey), 

while saying how frequently they saw their peers was optional. This caused some data to 

be incomplete, but the privacy of students came first.  

 

Participants could drop-out at any time during the study 

Everyone who participated in the research was given an information sheet and was 

required to fill-in a consent form, for every step of data collection: extracting online data, 

responding to the questionnaire, and participating in the focus groups. Further, no one 

was ever contacted without having expressed interest in the following step of data 

collection. Finally, being mindful of participants’ self-consciousness, they were clearly 

advised that they could withdraw from the research at any time (Conway & Lance 2010), 

even after having taken part. 

 

3.4 PROCEDURE FOR DATA ANALYSIS 

 

Figure 3.5 below presents a summary of the sources of data collection linked to the 

methods for data analysis, separated by research question. As can be observed, the 

quantitative and qualitative data coming from the three quasi-experimental conditions 

were analysed with the use of four methods. Hence, the following sub-sections describe 

each of these four methods: 1) statistical tests, 2) thematic analysis, 3) social network 

analysis, and 4) sequence analysis. These methods are broadly introduced here, with each 

chapter of results having a separate methods section in which the particular variables and 

tests performed are described in detail.   
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Figure 3.5 – Quasi-experimental conditions, sources of data collection and methods for data analysis, per research question & chapter 

Group 1

Group 2

Group 3

RQ-1

Ch. 4

RQ-2

Ch. 5

RQ-3

Ch. 6

RQ-Ov

Ch. 7

Objectives
OB-3: To investigate if –and how – being 
identifiable might affect the choices of users, 
in comparison to being anonymous.
OB-4: To determine the effects of being 
identifiable: 1) on real-life interactions, and 
2) on the overall attitude towards the 
website’s design.

Data Sources
Group 1: Online interactions
Group 2: Online interactions, 
questionnaires, focus groups

Data Analysis
- Descriptive & inferential 
statistical tests
- Thematic analysis

VS

VS

Objectives
OB-5: To investigate if –and how – different 
rating scales affect the choices of users, by 
comparing two types: likert and dichotomous
OB-6: To determine if the use of different 
scales has: 1) any social implications, and 2) 
any effect on the attitude towards the 
website’s design.

Data Sources
Group 2: Online interactions, 
questionnaires, focus groups
Group 3: Online interactions, 
questionnaires, focus groups

Data Analysis
- Descriptive & inferential 
statistical tests
- Thematic analysis

Objectives
OB-8: To determine if –and how – users’ 
real-life ingroups and outgroups affect their 
choices, and thus the transmission of UGC.
OB-9: To make a further differentiation of 
ingroups using the strength of ties…
OB-10: To understand the effect that online 
interactions have on real-life relationships…

Data Sources
Group 1: Online interactions
Group 2: Online interactions, 
questionnaires, focus groups
Group 3: Online interactions, 
questionnaires, focus groups

Data Analysis
- Social Network Analysis 

(ties, clusters & geodesic 
paths)

- Multilevel Modelling
- Descriptive & inferential 

statistics

Data Sources
Group 1: Online interactions
Group 2: Online interactions, 
questionnaires, focus groups
Group 3: Online interactions, 
questionnaires, focus groups

Data Analysis
- Sequence Analysis 

(length, entropy, 
complexity, transition 
rates)

- Descriptive & inferential 
statistics

Objectives
OB-2: To understand knowledge transmission 
in social media through the VSR 
mechanisms,[…]
OB-7: […] To focus on the study of 
conformity, which has received limited 
attention both offline and online.

OB-1: To set up an experiment that illustrates how two different types of social media sites (i.e. CCs and SNSs) might enable, restrain, or affect the transmission of UGC.
OB-2: […] To emphasise selection, which is studied through choice-making.
OB-7: To detect how the three group-biases take place in online environments, […]

Overall (All chapters)

Adopted frame/design:

Adopted frame/design:

Adopted frame/design:

VS VS
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3.4.1 Statistical tests  

Statistical tests were conducted in SPSS on the quantitative data coming from the online 

interactions and close-ended questions from the survey. Regarding online interactions, 

these were first used to obtain descriptive statistics for every group, in order to compare 

them. For instance, the first step towards addressing both RQ-1 and RQ-2 (Chapters 4 

and 5) is a comparative table showing the average number of questions, answers, ratings 

and comments per group, followed by some indicators per capita (i.e. per participant). 

Further, a histogram was used to contrast the average ratings between groups, and this is 

accompanied by the overall mean, standard deviation, and both a t-test (for parametric 

data) and a Mann-Whitney test (for non-parametric data) (Field 2013). T, after comparing 

the ratings for all the authored questions, additional between-group comparisons were 

made only for the identical questions across groups (see Figure 3.3). Finally, to test all 

the variables within the three groups of biases (content, prestige, and conformity), t-tests, 

ANOVA, and regressions were performed, depending on whether variables were 

categorical or continuous (Field 2013).  

 

In addition, the quantitative data from the questionnaires were automatically coded in 

Qualtrics and later imported and analysed using both Excel and SPSS. As mentioned, 

questionnaires aimed to understand the attitudes that students had towards being 

anonymous or identifiable, utilising a likert or dichotomous scale, and the presence of 

their personal networks on the website. Thus, the effect that these attitudes had on the 

overall experience of the website was measured using Spearman’s rho correlation 

coefficient, which measures the strength of association between two ranked variables (e.g. 

Brendgen et al. 2005). Lastly, the correlations were accompanied by histograms and other 

basic statistics.  

 

3.4.2 Thematic Analysis  

Thematic analysis was used to make sense of the qualitative data that came from the open-

ended questions of the questionnaire and the focus groups. It should be noted that, 

although the thematic analysis was only used for Chapters 4 and 5, triangulation was used 

in all chapters, and the quotes from students were used throughout the analysis to support, 

question, and explain the ‘why’ of findings.  
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Before conducting thematic analysis, the qualitative data from the questionnaires and 

focus groups had to be combined, in order to be coded and arranged by themes. The data 

coming from the questionnaires was already typed and could be easily extracted from 

Qualtrics. However, information collected from the focus groups had to be transcribed.  

According to the methodological literature, there are a number of ways of managing the 

data obtained in the focus groups, such as transcripts, abbreviated transcripts, notes, and 

memory (Krueger 2015). This research made use of abridged transcripts, which consist 

of transcribing only the relevant parts of conversations. In other words, the following 

were not transcribed: introduction, first question, excessive moderator directions, and 

comments that do not directly relate to the purpose of the study (Krueger 2015). These 

types of transcripts are meant to be conducted by someone who is familiar with the study 

and, in this case, the person who designed the experiment and conducted the focus groups 

was in charge of performing the transcriptions (i.e. the researcher).  

 

After transcribing the focus groups, there are a wide range of techniques that can be used 

to make sense of the data. For instance, content analysis could be used to quantify content 

within predetermined categories, or narrative analysis could be applied to analyse data 

that is sensitive to the temporality in which participants relate their experiences (Bryman 

& Bell 2011). However, if the goal is to identify, analyse and report patterns in the data, 

as in this research, then thematic analysis is the most suitable tool (Braun & Clarke 2008). 

This type of analysis aims to observe and cluster key themes that occur during the 

discussion with participants, in order to generate a coherent interpretation of the collected 

data. Further, thematic analysis “can be applied across a range of theoretical and 

epistemological approaches” (Braun & Clarke, 2006, p. 78), and is thought of being “the 

most useful in capturing the complexities of meaning within a textual data set” (Guest et 

al. 2012, p.10). For all these reasons, thematic analysis was considered the most 

appropriate tool for dealing with the qualitative data of the quasi-experiment.  

 

Moreover, thematic analysis can be conducted in a theory-driven manner, where themes 

are developed based on the available knowledge about the issue that is being studied. 

Conversely, it can also be done in a data-driven approach, when there is little information 

available on the topic; or it can be done in a hybrid manner, combining both theory and 

data-driven (Fereday & Muir-Cochrane 2006). The data-driven approach is considered to 

be more useful when “investigating an under-researched area”, or when “working with 



91 | P a g e  

 

participants whose views on the topic are not known” (Braun & Clarke 2008, p.83). Thus, 

given that most of the issues investigated in this research are under-studied (e.g. website 

designs and conformity), this research made greater use of the data-driven approach.  

 

The analysis began with three main categories, each one corresponding to one of the 

research questions of this thesis: 1) anonymous versus identifiable users, 2) likert versus 

dichotomous rating scales, and 3) personal networks. Afterwards, second-level themes 

emerged from the comments of participants. For this, the research followed the six phases 

for conducting thematic analysis suggested by Braun and Clarke (2008): familiarising 

with the data, generating initial codes, searching for themes, reviewing themes, defining 

and naming themes, and producing the report. The software used to conduct thematic 

analysis were Excel and NVivo. 

 

It should again be highlighted that qualitative data not only served for triangulation and 

thematic analysis. Actually, thanks to the insights from participants, it was possible to 

examine specific aspects of the online interactions and social network analysis that would 

have otherwise been overlooked. Thus, there was a recurrent dialogue between the 

quantitative and qualitative parts of the thesis, in which both helped to obtain a better 

understanding of the other.  

 

3.4.3 Social Network Analysis  

Social Network Analysis (SNA) is a research field that concerns the analysis of networks 

of individuals or organisations (Thelwall 2009). It focuses on the investigation of 

relationships between social entities, and on the patterns and effects of these relationships 

(Wasserman & Faust 1994). SNA was used to investigate the third research question, 

which is addressed in Chapter 6. 

 

Networks have been defined as “a set of actors connected by a set of ties” (Borgatti & 

Foster 2003, p.992). For this research, the actors or nodes, are online users. Further, ties 

connect pairs of actors and can be directed (e.g. Twitter followings, which do not need to 

be reciprocal) or undirected (e.g. Facebook friends, where the friendship needs to be 

mutual), and dichotomous (e.g. present or absent, as with Twitter follower) or valued (e.g. 

measured regarding the strength of friendship, as with Facebook’s smart lists) (Borgatti 
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& Foster 2003). In the case of this research, the data that were collected through the 

survey involved directed, valued connections. However, for the analysis, ties were 

assumed to be undirected; valued connections. That is, if a student A declared that she 

saw student B frequently, it was assumed that B would also see A frequently, unless 

specified differently by student B.  

 

To obtain undirected, valued ties, the survey questions that dealt with networks and the 

strength of ties were extracted from Qualtrics in a CSV22 format, and then converted from 

the original matrices to nodes using MATLAB. Once the undirected ties were obtained, 

the analysis was as follows. First, the rating-averages of friends (i.e. undirected, valued 

ties) and non-friends (i.e. absent ties) were compared. Second, the rating-averages among 

different valued ties were contrasted (e.g. Granovetter 1973; 1983). That is, rating-

averages were compared between absent (non-friends), weak (acquaintances), 

intermediate (friends), and strong ties (close friends). 

 

Third, as an exploratory analysis, clusters were created using the software Gephi. The 

goal of cluster analysis is to group multivariate data and, unlike classification, it is used 

when there is no a priori group information (Dean 2016). Namely, data is meant to be 

unsorted and the aim is to investigate if there are any groups in the data and, if so, how 

many and what they look like. This analysis was undertaken to explore the effect of 

relationships and clusters in ratings, and provided very insightful findings that can be 

explored in future research with the use of multilevel modelling (e.g. Tranmer et al. 2014).  

 

Fourth, also in an exploratory manner, undirected ties were used to obtain geodesic 

distances. These can be defined as the shortest path between any two nodes (i.e. students) 

within a network (Jackson 2008). Geodesic distances present the advantage of being 

always consistent because, unlike clusters, there is always the same distance between two 

people and it always corresponds to the shortest path. Moreover, as opposed to clusters 

where a person is allocated into only one group, with geodesic distances the same person 

can have as many connections as the number of members in the network. That is, people 

are not allocated to one or the other cluster, but instead have a definite geodesic distance 

with every other member of the network. Given that geodesic distances provided more 

                                                 
22

 CSV: comma-separated values. 
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‘reliable’ results, these were used to compare the declared friendships from the survey 

with PeerWise’s ‘followers’ (see Appendix 3.1).  

 

3.4.4 Sequence Analysis  

Sequence Analysis (SA) is used to detect patterns in categorical sequences, focusing on 

the state of the sequence, where “the position of each successive state receives a 

meaningful interpretation” (Gabadinho, Ritschard, Mueller, et al. 2011). SA was used to 

investigate conformity to the whole network and as a way of answering the overall 

research question, which is addressed in Chapter 7. 

 

SA was used to compare the levels of conformity among the three groups. For this 

analysis, only the ratings per question were used and were analysed for each group with 

the TraMineR package, in the R software (Gabadinho, Ritschard, Studer, et al. 2011). 

With this tool, some indicators such as within entropy, complexity index, and transition 

rates were used, concepts that are explained in detail in Chapter 7. Nevertheless, it is 

relevant to mention that SA was applied in this thesis for the first time to the study of 

social media and ratings, and the findings obtained with this method have proven to be 

insightful in understanding and comparing the effects that different website designs have 

on the ratings of online users. 

 

Conclusion 

This chapter has presented the philosophical assumptions and research methods adopted 

in this thesis. The research is rooted in a post-positivist standpoint which, much like 

positivism, is characterised by objectivity, causality and generalisation. However, it 

acknowledges that individuals cannot achieve objectivity in a perfect manner. In line with 

this view, a quasi-experiment was designed and a mixed- and multiple-methods approach 

was used to gather quantitative and qualitative data. An educational online platform, 

PeerWise, was utilised to conduct the quasi-experiment, in which changes to the website’s 

design were made regarding user profiles and the rating scale. Moreover, data were 

collected from three main sources: retrieved online interactions from PeerWise, 

questionnaires, and focus groups. Four broad methods for data analysis were used: 

statistical, thematic, social network, and sequence analyses. Finally, it should be 
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highlighted that all research activities in this thesis were approved by the Ethics 

Committee of the University of Sheffield’s Management School. 

 

The next four chapters provide results that target the posed research questions. Chapter 4 

examines how two different user profile set-ups affect the ratings (i.e. choices) of users 

through the use of statistical and thematic analyses. Chapter 5 investigates the effect that 

two different rating scales have on the choices of participants, also via statistical and 

thematic analyses. Chapter 6 explores the effect of the presence of personal networks in 

online environments through comparing conformity towards the whole and personal 

networks, and different strengths of ties making use of social network analysis, clustering 

and geodesic distances. Lastly, Chapter 7 makes an overall comparison of the three quasi-

experimental conditions presented in Groups 1, 2 and 3, by performing sequence analysis 

to uncover rating patterns among the three cohorts.  
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CHAPTER 4: THE EFFECT OF DIFFERENT LEVELS OF SELF-

PRESENTATION ON CHOICES 

 

As explained in Chapter 2, when an individual is in the presence of others, they will try 

to obtain information about her, such as her socio-economic status, background, 

trustworthiness, and competences. Hence, when an individual is before others, she will 

have several reasons for seeking to control the impression she gives (Goffman 1959). In 

online environments, identity can be seen as the extent to which users reveal themselves 

or the amount of personal information that sites allow to be shared (Kietzmann et al. 

2012). In particular, self-presentation is a component of identity by which an individual 

tries to make an impression on others (Goffman 1959).  

 

The internet gives individuals the opportunity to alter their identity to an extent that would 

not be possible in face-to-face communication by allowing them to change aspects of 

what Goffman referred to as ‘personal front’, which comprises their age, gender, and 

appearance (Suler 2002). Therefore, by allowing features like disembodiment and 

anonymity, online environments allow for a new means of identity construction (Douglas 

& McGarty 2001; Bargh et al. 2002; Suler 2002; Suler 2004; Zhao et al. 2008). More 

concretely, within social media, individuals are free to design their physical forms (e.g. 

avatars, human, animal, hybrids), gender, and any wished symbolic connotations (Schau 

& Gilly 2003).  

 

Regarding the two types of social media under consideration – CCs and SNSs – the first 

is characterised by having a low level of self-presentation, while the second has a high 

level (Kaplan & Haenlein 2010). Regarding user profiles, which are arguably responsible 

for the different levels of self-presentation, the most distinctive characteristic that 

differentiates CCs from SNSs is that the former allows anonymity, mainly because the 

emphasis is on the content being shared. Thus, in CCs users are usually not required to 

create a profile if they only wish to browse information, although some sites do require 

very basic profiles when people want to post comments (Kaplan & Haenlein 2010). 

Conversely, in SNSs users are defined as ‘nonymous’ or non-anonymous (i.e. 

identifiable) because in these sites relationships are anchored to offline environments, 

which means that users are meant to be known by others to a certain extent (Zhao et al. 
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2008). Hence, SNSs require users to create a profile, encourage the creation of ‘friends’ 

lists’, and allow individuals to navigate their list of connections to see other people’s 

information (Amichai-Hamburger & Vinitzky 2010).  

 

This chapter aims to determine if the characteristic levels of self-presentation of CCs and 

SNSs affect the transmission of information. The different levels of self-presentation are 

studied through the comparison of anonymous and non-anonymous (i.e. identifiable) user 

profiles, and the impact on information transmission is seen through the choices of users 

(i.e. their ratings). 

 

4.1 FIRST RESEARCH QUESTION AND OBJECTIVES 

 

This chapter addresses the first research question of the thesis: How are the choices of 

users affected by different levels of self-presentation occurring from diverse user 

profiles? 

 

To address this research question, the chapter focuses on tackling objectives 3, 4, and 7, 

outlined below. It should be noted that the numbering of objectives is kept consistent with 

Chapters 2 and 3 (Table 2.4 and Figure 3.5, respectively). Further, Figure 4.1 shows how 

these objectives fit with the conceptual model of the thesis.  

 

 OB-3: To investigate if – and how – being identifiable might affect the choices of 

users, in comparison to being anonymous. 

 OB-7: To detect how the group-biases23 take place in online environments […] 

 OB-4: To determine the effects of being identifiable: 1) on real-life interactions, 

and 2) on the overall attitude towards the website’s design. 

 

                                                 
23 Only content- and prestige-based biases are examined in this chapter. Conformity is not analysed given 

that the personal networks of participants were not collected for Group 1, and thus the between-group 

comparison cannot be performed. Hence, objective 7 is partly fulfilled in this chapter, and is further studied 

in Chapters 6 and 7. 
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Figure 4.1 - Objectives of first research question and link with the conceptual model 

 

4.2 METHOD 

 

4.2.1 Participants 

As explained in Chapter 3, all participants were final-year undergraduate students. The 

total population used in this chapter is of 664 students: 367 females and 297 males. Group 

1 – where users interacted in PeerWise anonymously – comprised 295 participants, with 

267 based in the UK and 28 in China. Users in Group 2 – who were signed in with their 

real identities – comprised 369 students, 330 based in the UK and 39 in China.  

 

4.2.2 Quasi-experimental set-up and data collection 

To fulfil the objectives outlined, two quasi-experimental conditions were designed in 

PeerWise. Then, the online interactions generated on both groups were compared (e.g. 

questions, answers, ratings, comments, replies, badges, leaderboards). In Group 1, 

students were allowed to choose their usernames, but the website was set up (per default) 

so that all online interactions  were anonymous. In contrast, in Group 2, students were 

signed in with their real identities (i.e. ‘Name_LastName’) and all their online interactions 

were identifiable. Figure 4.2 shows the information that was displayed, on each group, 

when accessing the question of a peer, in order to answer, rate, or comment on it.  As can 

be seen, being identifiable meant that the names of the ‘author’ of the question and the 

‘raters’ were public. It should be noted that this image only presents the impact that being 

anonymous/identifiable had on ratings, but these conditions affected other elements and 

interactions within the website. Appendix 3.1 contains several screenshots that show all 

the changes that took place on PeerWise. 
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Figure 4.2 – Tackling a question on PeerWise when anonymous (Group 1) and when 

identifiable (Group 2) 

 

For both groups, online interactions were extracted and compared using SPSS. In 

addition, some of the participants from Group 2 also took part in a questionnaire (N=186) 

and three focus group (N=17). The quantitative data from the questionnaire were analysed 

using Excel and SPSS, and the qualitative data coming from the open-ended questions of 

the survey and the focus groups were analysed with Excel and NVivo. 

 

4.2.3 Procedure 

The procedure for data analysis and description of the variables was as follows: 

 

A. Investigating the effects of two user profiles on ratings (Figure 4.1, OB-3) 

First, to have an overview of both groups, the primary online interactions from both 

cohorts were contrasted with the use of average, maximum, and per capita values. Second, 

a between-group comparison of the ratings was made through the use of histograms, and 

then through an independent sample t-test, which was used when the participants are split 

into two groups corresponding to two different experimental conditions (Field 2013). It 

should be noted that there is an ongoing debate on whether ordinal rating scales (i.e. likert 

scales) can be considered normal distributions, and if it is correct to perform parametric 

tests on them (de Winter & Dodou 2010). Although it is common in the social sciences 

to treat likert scales as normally distributed, statisticians suggest to start by performing a 
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normality test. However, as a rule of thumb, normality tests such as Kolmogorov-Smirnov 

should only be used for ‘medium-size’ datasets, as they tend to give false positives for 

smaller datasets and false negatives for larger ones (Field 2013). For this reason, given 

that the present data set was considered large, it was decided to check normality through 

the visual inspection of the distributions and their Quantile-Quantile (Q-Q) plots. 

Nonetheless, to increase validity, the researcher also performed the Mann-Whitney-

Wilcoxon non-parametric test to determine if the difference in means was significant (de 

Winter & Dodou 2010). 

 

Third, after conducting the between-group comparison for all ratings, this analysis was 

repeated for the ratings given to the 15 identical questions in Groups 1 and 2 (see Figure 

3.3). Fourth, the findings from the statistical tests were triangulated with the thematic 

analysis conducted on the comments from the participants of the second cohort. As 

mentioned in Chapter 3, the creation of themes followed the six phases for conducting 

thematic analysis suggested by Braun and Clarke (2008). 

 

B. Exploring which group of biases has the strongest effect on ratings (Figure 4.1, 

OB-7) 

As mentioned, for this chapter only content- and prestige-based biases are examined. 

Conformity is not analysed given that the personal networks of participants were not 

collected for Group 1, and thus the between-group comparison is not possible. 

Furthermore, as can be seen in Figure 4.1, content-based biases comprised variables that 

captured specific properties of questions, whereas prestige-based biases concerned 

variables reflecting specific properties of participants. Although Chapter 3 briefly 

described the three groups of independent variables, a list24 with each of their descriptions 

is presented below. In addition, the type of each variable is highlighted: continuous, 

categorical, and ordinal. Further, categorical and ordinal values can sometimes be binary, 

when a characteristic is either present or absent.  

 

Content-based biases  Specific properties of questions 

 Question’s date (Continuous): Date when the question was posted online. 

Extracted from PeerWise. 

                                                 
24 This list shows the variables studied in this section. However, Chapter 4 completes the set.   
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 Question’s time (Continuous): Time when the question was posted online. 

Extracted from PeerWise. 

 Question’s link (Categorical-Binary): Whether the question contained a web link 

(URL) or not (e.g. to a TED Talk or a YouTube video). Obtained for every 

question using MATLAB. 

 Question’s reference (Categorical-Binary): Whether the question included a 

reference or not (e.g. “Smith (2004) argues, …). Obtained for every question using 

MATLAB. 

 Question’s number of words (Continuous): Number of words in the question. 

References and links were deducted from the total word count. Calculated for 

every question using MATLAB25. 

 Question’s number of sentences (Continuous): Number of sentences comprising 

the question. References and links were deducted from the total count of 

sentences. Calculated for every question using MATLAB. 

 Question’s number of characters (Continuous): Total number of characters 

(letters and numbers) in the question. The characters contained in references and 

links were deducted from the total count. Calculated for every question using 

MATLAB. 

 Question’s ARI readability index (Continuous):  The Automated Readability 

Index (ARI) is a readability test designed to evaluate how readable a text is (Smith 

& Senter 1967). The formula to obtain this index is: 4.71 * (characters / words) 

+ 0.5 * (words / sentences) – 21.13. This index was calculated for every question 

using Excel. 

 Question’s CLI readability index (Continuous): The Coleman-Liau Readability 

Index (CLI) assesses how comprehensible a script is (Colmer 2013). The formula 

to obtain it is as follows: 0.0588*L – 0.296*S – 15.8, where L is the average 

number of letters for 100 words and S the average number of sentences per 100 

words. This index was calculated for every question using Excel. 

 Question’s tag (Categorical-Binary): Whether the question contained a tag or not. 

PeerWise allowed students to tag their questions; that is, to categorise them by 

topic, case study, or company (e.g. ‘Environmental issues’ or ‘Coca-Cola’). The 

                                                 
25 It should be noted that the only software used in the thesis that the researcher did not use herself was 

MATLAB. This tool was used with the help of Dr Umberto Esposito, from the Computer Science 

department of the University of Sheffield.  
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tag was extracted from PeerWise and was later converted into a binary variable 

using Excel. 

 Question’s explanation (Categorical-Binary): Whether the question included an 

explanation or not. When students authored a question, they had the option of 

adding an explanation. This was shown after their peers had attempted the 

question, but before they could rate or comment on it. In most cases, the 

explanation gave a rationale for the ‘correct’ answer as determined by the author 

(see Appendix 3.1 for all screenshots of PeerWise). The explanation was extracted 

from PeerWise and was later converted into a binary variable using Excel. 

 Question’s number of alternatives (Ordinal): All questions were multiple-choice, 

and students had the option to give others between two and five alternative 

answers to choose from. The number of alternatives was extracted from PeerWise. 

 Rating’s date (Continuous): Date-stamp of each rating given to a particular 

question. Extracted from PeerWise. 

 Rating’s time (Continuous): Time-stamp of each rating given to a particular 

question. Extracted from PeerWise. 

 

Prestige-based biases  Specific properties of participants 

Online-gained prestige 

 Author’s distinct badges (Continuous): PeerWise gave students a number of 

distinct and repeated badges. The maximum number of distinct badges that a 

student could have was 25. Extracted from PeerWise. 

 Author’s repeated badges (Continuous): There was no limit for the number of 

repeated badges a student could get. The maximum number obtained in Group 1 

was 369, and 363 in Group 2. Both types of badges were linked to users’ ‘online 

reputation score’, which was one of the options by which students could select 

questions in Group 2, where student identities were made visible. Extracted from 

PeerWise. 

 

Real-life prestige 

 Author is admin (Categorical-Binary): As explained, at the start of each semester 

the Admin staff of the module posted some questions, identical throughout the 

cohorts (see Figure 3.3). All groups were aware that the module’s staff authored 
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these initial questions – even in the first cohort when all online interactions were 

anonymous – as students were made aware of this during the lecture.   

 Author’s nationality (Categorical): Given that there over 50 different nationalities 

but three quarters of the students were comprised in only two of them, these 

categories were formed: UK, China, Others. This data were retrieved from the 

University’s database.  

 Author’s gender (Categorical-Binary): Male or female. Data retrieved from the 

University’s database.  

 

Regarding the procedure, given the mix of continuous, ordinal, categorical, and binary 

variables, it was difficult to determine which variable – or which group of biases – was 

having the most significant effect on ratings, as there is no ‘right’ way to do this. On the 

one hand, a ‘common’ method is to use hierarchical or stepwise methods to include or 

delete variables in a model and observe the change in the coefficient of determination 

(Field 2013; Stone et al. 2016). On the other hand, other scholars suggest it is best to 

compare the standardised regression coefficients (Thompson 2009; Bhalla 2015; Stone et 

al. 2016). To increase reliability in the comparison of variables, the following procedure 

was followed: first, each of the previously outlined independent variables was assessed 

individually against the dependent variable (i.e. ratings). Ordinal and categorical values 

were examined with a t-test, when binary; and with an ANOVA when they presented 3 

or more states. Continuous variables were assessed with the correlation coefficient. A 

bootstrap of 1,000 samples was performed for each of the tests, to make them more robust. 

These analyses were performed for both groups and were later compared in a table. 

Second, the variables that proved to have the highest individual effect on the means were 

included in a regression. Given that many variables were highly correlated (e.g. words 

with characters, sentences, and readability indexes), only those with the strongest effect 

on ratings were considered for the regression. Third, regressions were performed for each 

group, using the most significant variables of each type. Regressions were executed using 

the backwards stepwise method, so variables were initially ‘forced’ into the model and 

then deleted one by one if they were highly correlated or not significant (Field 2013). 

Fourth, standardised coefficients were used to rank the predictor variables of each group. 

Fifth and finally, the ranking was compared among groups. 
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C. Determining the effects of the attitude towards being identifiable on the attitude 

towards the website (Figure 4.1, OB-4) 

In the questionnaires, students were asked about their perception towards being 

identifiable and towards the whole website, by evaluating both items with a likert scale. 

Hence, in order to test the effect of students’ attitude towards being identifiable on their 

views about the website itself, two analyses were conducted. Firstly, Spearman’s rho was 

obtained, and then an ordinal regression was performed. Spearman’s rho measures the 

strength of association between two ranked variables. The given coefficient varies 

between -1 and 1, and the closest it is to these values, the stronger the correlation. 

Conversely, the closer it is to zero, the weaker the correlation (Lund & Lund 2015).   

 

4.3 RESULTS 

 

The results are organised around the chapter objectives.  First, the focus is on comparing 

the ratings of Groups 1 and 2, and thus determining whether the different levels of self-

presentation obtained through different user profiles produced any impact. This objective 

is achieved first through the statistical tests outlined above, and then through triangulating 

the findings with the qualitative data. Second, the variables comprised within content- 

and prestige-based biases are ranked regarding their effect on ratings, to explore which 

evidenced the strongest group-bias. Third, the effect of attitudes towards identifiability 

on perceptions of the website is tested, and this analysis is also supported by the 

comments of participants.  

 

4.3.1 Comparing the impact that different levels of self-presentations have on 

choices 

 

Summary of online interactions of Group 1 and Group 2 

Although the focus of this research is on ratings (i.e. choices), it is essential to have an 

overview of the primary online interactions for both groups, given that these were also 

affected by the quasi-experimental conditions. Table 4.1 shows the number of questions, 

answers, ratings, comments and replies, among others.  
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Table 4.1 – Summary and comparison of online interactions between Groups 1 and 2 

Online Interactions Group 1 Group 2 

Students (active in PeerWise) 

Based in the UK 

Based in China 

Total: 295 

    UK: 267 

    CH: 28 

Total: 369 

    UK: 330 

    CH: 39 

Total no. of questions (non-deleted) 2,104 2,525 

Max. no. of questions per student 29 19 

Ave. no. of questions per student 7.10 6.78 

Total no. of answers  34,018 34,379 

Max. no. of answers per student 683 644 

Ave. no. of answers per student 120.39 96.04 

Total no. of ratings  25,927 25,976 

Ave. no. of ratings per student 87.89 70.40 

Mean rating of all questions 2.64 2.94 

Total no. of comments  12,414 13,805 

Max. no. of comments per student 398 485 

Ave. no. of comments per student 44.20 38.37 

Answered but not rated 8,074 = 23.7% 8,403 = 24.4% 

Answered but not commented 21,603 = 63.5% 20,574 = 59.8% 

Rated but not commented 13,529 = 52.2% 12,171 = 46.9% 

Max. no. of total badges per student 369 363 

Ave. no. of total badges per student 59.11 48.81 

Max. no. of distinct badges per student 25 25 

Ave. no. of distinct badges per student 18.06 16.75 

 

As can be seen, although Group 2 had 74 additional students and over 400 more authored 

questions than Group 1, it had almost the same number of answers and ratings. That is, 

there were fewer answers and ratings per capita in the second cohort. Still, the proportion 

of students that answered a question and subsequently rated it was almost the same for 

both years at about three quarters. Further, the proportion of students who answered a 

question and then left a comment was higher in Group 2. Therefore, these differences 

could suggest that, by being identifiable, students became more selective about which 

questions to answer, or perhaps more self-conscious. In addition, those who were 

anonymous seemed to have a preference to rate questions after answering them, whereas 

identifiable users appeared to prefer leaving a comment. Finally, in Group 2 the average 

rating of all questions was higher than in Group 1, which suggests that anonymous pupils 
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were ‘tougher’ when evaluating the questions of their peers. The following sub-sections 

focus on the comparison of ratings. 

 

Between-group comparison of all ratings 

Figure 4.3 shows the visual comparison of all ratings of Groups 1 and 2. Before 

conducting such analysis, the researcher performed a Kolmogorov-Smirnov normality 

test for both datasets and, as expected, it turned out to be significant in both cases, given 

the large amount of data they contain. Moreover, by making a visual inspection of both 

of the histograms shown below and the Q-Q plots, it was concluded that the data followed 

a normal distribution (see Appendix 4.1 for the normality tests of all ratings). Hence, an 

independent sample t-test was conducted. Group 1 had a mean rating of M=2.64 

(SD=1.17, N=25,927), while G2 had an average rating of M=2.94 (SD=0.89, N=25,976). 

The mean difference, of Δ=0.30, was very significant at t(48,410) = -32.88, p<.001. 

Further, to increase validity, an independent-samples Mann-Whitney non-parametric test 

was also performed, and this also concluded that the mean difference was highly 

significant: U = 398,147,787, z = -37.81, p < .001. 

 

 

Figure 4.3 - Visual comparison of all ratings in Groups 1 and 2 

 

As described, both the parametric t-test and the non-parametric Mann-Whitney test 

provided evidence to support the claim that the difference in rating means between 
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Groups 1 and 2 was strongly significant. However, what is even more remarkable is the 

comparison between the two distributions shown in the histograms presented above. As 

can be seen, students from Group 2 not only had a higher average rating than those of 

Group 1, but their manner of rating was very different. That is, it was not only a change 

in the central average but in the range of values. The most prominent finding, perhaps, is 

that rating scores of zero, one, and five decreased substantially for Group 2. To examine 

this claim further, the table below summarises the frequency and percentages for each of 

the values within the rating scale. It can be seen that Group 1 had a more even distribution 

and its modal score was 2 (Fair), with 36.2% of the users giving this rating. On the 

contrary, ratings from Group 2 gathered around the middle values, and the modal rating 

among this cohort was 3 (Good), with 48.1% of the total ratings.  

 

Table 4.2 - Rating distribution breakdown, for Groups 1 and 2 

Rating Score 

Group 1 Group 2 

Frequency Percent 
Cum. 

Percent 
Frequency Percent 

Cum. 

Percent 

0 (Very poor) 673 2.6% 2.6% 89 0.3% 0.3% 

1 (Poor) 2,750 10.6% 13.2% 839 3.2% 3.6% 

2 (Fair) 9,380 36.2% 49.4% 6,738 25.9% 29.5% 

3 (Good) 7,945 30.6% 80.0% 12,502 48.1% 77.6% 

4 (Very Good) 2,791 10.8% 90.8% 4,496 17.3% 94.9% 

5 (Excellent) 2,388 9.2% 100.0% 1,312 5.1% 100.0% 

Total 25,927 100.0%  25,976 100.0%  

 

 

Table 4.2 shows that when users interacted anonymously in PeerWise, they used the 

whole spectrum of the rating scale. In contrast, when online interactions were associated 

with users’ real identities, they avoided extreme values; especially those with a negative 

connotation. Moreover, the most frequently used value shifted from 2 (Fair) in Group 1, 

to 3 (Good) in Group 2, indicating that students in the second cohort were rating in a 

‘nicer’ or less critical way. This last point further confirms the results of the parametric 

and non-parametric tests. Therefore, the statistic tests, histograms, and the rating 

distributions all indicate that there is a significant difference in the way people rate, which 

is ‘harsher’ when anonymous and ‘nicer’ when identifiable.  

 

  



107 | P a g e  

 

Between-group comparison of 15 identical questions 

Similar to the overall findings, when considering the common questions, the average 

rating of Group 2 (M=2.93) was found to be higher than that of Group 1 (M=2.91). 

However, due to the small mean difference (Δ=.014) and the comparatively smaller 

samples (N1=443 and N2=485), the mean difference of these 15 questions was not 

significant, at t(898) = -.237, p = .813. 

 

However, when the histograms of both years are visually inspected (see below), they 

show that distribution for Group 2 is again more centralised, with ‘Good’ (3) being used 

almost twice as frequently used as ratings of 2 and 4. In contrast, Group 1’s histogram 

shows a more even distribution and a more use of frequency for extreme values. This is 

reflected in a higher standard deviation for the first cohort (SD=.922) compared with the 

second set of students (SD=.845). Thus, although the difference in means of the 15 

repeated questions is not statistically significant, they show the same rating patterns as 

the comparison for all questions, which was highly significant. 

 

 
 

Figure 4.4 - Histograms of 15 identical questions of Groups 1 and 2 

 

Triangulation of findings – interacting online when being identifiable 

When triangulating the quantitative findings above with the thematic analysis of 

participants’ qualitative data, it was found that several students felt that being identifiable 

had an impact on the way they rated. Specifically, some of the reasons why ‘negative’ 
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ratings were avoided can be seen in Table 4.3, which presents one representative quote 

from each theme: 

 

Table 4.3 - Thematic analysis regarding the avoidance of negative ratings when identifiable 

Theme Original quotes from participants [sic.] 

Fear of revenge “I am aware of situations where somebody had rated a 

question not very highly (their fair opinion) and the 

question author retaliated by searching all of the rater's 

questions, rating all of them at the bottom rating - this isn't 

helpful or fair” [sic.] (Quest-G2, enri651).  

 

Collaboration and reciprocity “Peer lwise seemed to be Almost a popularity contest where 

users would use their own friends to gain reputation, score 

and to get ahead. The only way to get ahead was to do the 

same. Those who didn't collaborate were at a 

disadvantage” [sic.] (Quest-G2, rdph008) 

 

Repercussions in real-life “Though you want to answer your friends questions for 

whatever reasons, it promotes bias and people don't give 

real answers. Even if they are not a close friend, you won't 

speak overly negative of another classmate as they may take 

it personally and can see who said so” [sic.] (Quest-G2, 

elra972). 

 

Felt obliged to rate positively “Made people biased in rating marks and also when giving 

feedback. If you knew the person you didnt want to give 

them negative feedback even if you didnt like the question. 

In addition, you wouldnt except bad feedback off people you 

knew. I had heard many cases where people were even 

mentioning this in lectures” [sic.] (Quest-G2, imwh215) 

 

Peer-pressure “Because it would be more fair to answer the questions 

anonymously. As i mentioned before, they rated my 

questions as excellent and they told me to rate their 

questions as excellent as well but i didnt want to do that. So 

if it was anonymous, Peerwise would be 100% better” [sic.] 

(Quest-2, nist698). 

 

Would rather not rate  “I wouldn’t rate, rather than rate a question badly… But I 

think I would have done the same if I were anonymous” 

[sic.] (FG2-G2, lala535). 

 

 

The table above explains some of the ‘whys’ regarding the significant difference in the 

mean ratings of Groups 1 and 2. Further, it also suggests why this difference made Group 
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2 seem ‘nicer’. Specifically, it is worth highlighting that many of the themes partly 

address Objective 4 (i.e. ‘determine if being identifiable affected real-life interactions). 

As can be seen, five of the six themes above indicate that the rating had to do with a social 

context, to some extent. Hence, regardless of whether it was a negative impact (e.g. fear, 

repercussions or pressure) or a positive incentive (e.g. collaboration and reciprocity), it 

seemed that being and having peers identifiable affected the manner in which users rated. 

 

Some users were aware of the tendency for ratings in Group 2 to conform towards the 

centre (prevailing the mode of 3): “I feel like the ratings didn't hold any real significance, 

most questions only achieved a 2.5 average rating” (Quest-G2, asad101). However, when 

asked, participants had different ideas on how they would overcome this situation. On the 

one hand, some just suggested to anonymise it: “I would keep the scale as it is, however 

I would suggest anonymising the process to avoid people just using their friends to 

comment on and rate their questions” (Quest-G2, camu282). On the other hand, it was 

also recommended that they could remain identifiable and merely change the rating scale. 

Here again, some students believed a broader scale would be the solution “I think the 

options 'fair' and 'good' ended up being chosen more frequently than they should have. 

By giving a sliding scale of 1-10 you'd receive a more accurate rating” (Quest-G2, 

ieje546). Others however, thought fewer options might be more suitable: “People 

converge to the middle ratings rather than giving the full range. Also, as students don't 

actually know what is good/correct for the assessment, rating something as poor or 

excellent is not necessarily representative. Like/dislike is easier to just see that person's 

opinion on the question” [sic.] (Quest-G2, enri651).  

 

4.3.2 Impact of content- and prestige-based biases on choices 

This section focuses on understanding the possible impact that biases could have had on 

the ratings of anonymous and identifiable users. Further, it aims at ranking all variables 

included in the biases to determine which group had the strongest impact within each 

group. Once again, it should be noted that, even though this thesis studies three groups of 

biases (content, prestige, and conformity), only the first two have been considered in this 

chapter because Group 1 lacks the questionnaire which collected personal networks. 
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Individual Statistical tests 

Table 4.4 presents a summary of the individual tests performed on each independent 

variable in relation to the dependent variable: ratings. As explained in Section 4.2.3, this 

was the first step before deciding which variables to include in the regression that is later 

used to compare the standardised coefficients, so as to rank the variables.  

 

Table 4.4 - Summary of individual tests for variables of Groups 1 and 2 

Independent 

variable 

Var. type 

// Test 

Test results 

Group 1 Group 2 
Question’s 

date 

Continuous 

// R2 

R2 = 0.1% of variation in rating 

score. Significant at F(1)=27.43, p 

< .001. 

R2 = 1.7% of variation in rating 

score. Significant at F(1)=439.52, 

p < .001. 

Question’s 

time 

Continuous 

// R2 

R2 = 0.0% of variation in rating 

score. Not significant at F(1)=1.47, 

p=.225 

R2 = 0.1% of variation in rating 

score. Significant at F(1)= 21.70, 

p<.001 

Question’s 

number of 

words 

Continuous 

// R2 

R2 = 2.7% of variation in rating 

score 

Significant at F(1) = 710.74, p < 

.001. // Plot shows that questions 

with 300+ words never got ratings 

of 0 or 1. 

R2 = 3.1% of variation in rating 

score. Significant at F(1) = 

820.53, p < .001. 

Plot shows that questions with 

200+ words never received a 0, 

while 300+ words only got 3, 4, 
or 5. 

Question’s 

number of 

sentences 

Continuous 

// R2 

R2 = 2.5% of variation in rating 

score. Significant at F(1) = 673.64, 

p < .001. //Questions with 25+ 

sentences never got scores of 0 

(very poor) or 1 (poor). 

R2 = 2.6% of variation in rating 

score. Significant at F(1) = 

706.65, p < .001. 

Plot shows that questions with 

15+ sentences never got ratings 

of 0. 

Question’s 

number of 

characters 

Continuous 

// R2 

R2 = 2.7% of variation in rating 

score. Significant at F(1) = 718.66, 

p < .001. // Questions with 1,500+ 

characters did not get ratings of 0 
or 1.   

R2 = 3.4% of variation in rating 

score. Significant at F(1) = 

911.04, p < .001. 

1,000+ characters did not get 
ratings of 0; 1,500+ characters 

only received 3, 4, or 5. 

Question’s 

ARI read. 

index 

Continuous 

// R2 

R2 = 0.1% of variation in rating 

score. Significant at F(1) = 32.46, p 

< .001. 

R2 = 0.3% of variation in rating 

score. Significant at F(1) = 77.64, 

p < .001. 

Question’s 

CLI read. 

index 

Continuous 

// R2 

R2 = 0.2% of variation in rating 

score. Significant at F(1) = 42.61, p 

< .001. 

R2 = 0.5% of variation in rating 

score. Significant at F(1) = 

123.80, p < .001. 

Question’s 

link  

Categorical 

(binary) // 

t-test 

Link absent: M=2.63, SE=.031 

Link present: M=2.83, SE=.007 

Mean difference: Δ= -.203 

Significant, t(25,925)= -6.65, 

p<.001. 

Link absent: M=2.85, SE=.008 

Link present: M=3.05, SE=.008 

Mean difference: Δ= -.201 

Significant, t(25,540)= -18.33, 

p<.001. 

Question’s 

reference  

Categorical 

(binary) // 

t-test 

Reference absent: M=2.60, 

SE=.008 

Reference present: M=2.91, 

SE=.020 

Mean difference: Δ= -.314 

Significant, t(25,925)= -15.01, 

p<.001. 

Reference absent: M=2.91, 

SE=.006 

Reference present: M=3.12, 

SE=.014 

Mean difference: Δ= -.212 

Significant, t(25,974)= -14.13, 

p<.001. 
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Question’s tag  Categorical 

(binary) // 

t-test 

Tag absent: M=2.58, SE=.026 

Tag present: M=2.65, SE.008 

Mean difference: Δ= -.063 

Significant, t(2,631)= -2.31, p<.05 

Tag absent: M=2.87, SE=.023 

Tag present: M=2.94, SE=.006 

Mean difference: Δ= -.072 

Significant, t(1,827)= -3.10, 

p<.005 

Question’s 

explanation  

 

Categorical 

(binary) // 

t-test 

Explanation absent: M=2.04, 

SE=.188 

Explanation present: M=2.64, 

SE=.007 

Mean difference: Δ= -.599 

Significant, t(69.21)= -3.181, 

p<.005. 

Explanation absent: M=2.64, 

SE=.097 

Explanation present: M=2.94, 

SE=.006 

Mean difference: Δ= -.300 

Significant, t(112.72)= -3.12 , 

p<0.005 

Question’s 

number of 

alternatives 

Ordinal // 

ANOVA 

2 alternatives: M=2.23, SE=.129 

3 alternatives: M=2.54, SE=.026 

4 alternatives: M=2.61, SE=.011 

5 alternatives: M=2.68, SE=.010 

Significant at F(3) = 17.39, p<.001. 

2 alternatives: M=2.94, SE=.011 

3 alternatives: M=2.93, SE=.012 

4 alternatives: M=2.91, SE=.010  

5 alternatives: M=2.99, SE=.012 

Significant at F(3) = 9.50, p<.001.  

Rating’s date Continuous 

// R2 

R2 = 0.2% of variation in rating 

score 

Significant at F(1)= 53.31, p < 

.001. 

 

 

R2 = 2.4% of variation in rating 

score. Significant at F(1)= 649.26, 

p < .001. 

No question got a rating of 5 after 

the assignment was over (late 

November) 

Rating’s time Continuous 

// R2 

R2 = 0.1% of variation in rating 

score. Significant at F(1)= 26.88, p 

< .001. 

R2 = 0.0% of variation in rating 

score. Not significant  

Author is 

(student / 

admin) 

Categorical 

(binary) // 

t-test 

Author student: M=2.64, SE=.007 

Author Admin: M=2.89, SE=.043 

Mean difference: Δ= -.250 

Significant, t(461.8) = -5.73, 

p<.001. 

Author student: M=2.94, SE=.006 

Author Admin: M=2.93, SE=.038 

Mean difference: Δ= -.014 

Not significant at p= .725 

Author’s 

distinct 

badges 

Continuous 

// R2 

R2 = 1.6% of variation in rating 

score. Significant at F(1)= 417.61, 

p < .001. 

R2 = 0.5% of variation in rating 

score. Significant at F(1)= 119.52, 

p < .001. 

Author’s 

repeated 

badges  

Continuous 

// R2 

R2 = 0.6% of variation in rating 

score. Significant at F(1)= 168.67, 

p < .001. 

R2 = 0.1% of variation in rating 

score. Significant at F(1)= 16.40, 

p < .001. 

 

Some of the findings from the table above were also present in the comments of users. 

To mention a few, in one of the focus groups (FG2-G2) all participants agreed that the 

date and time when they had posted their question had an impact on the ratings they 

received. Moreover, some individuals also reflected on content-related elements: “A 

couple of the questions I authored included short videos. These seemed to get higher 

ratings than the questions involving articles. I don't know whether these questions were 

of higher quality or whether respondents liked the fact that there was visual content and 

the questions took less time to answer” [sic.] (Quest-G2, lala535). Moreover, other users 

also mentioned badges and reputation scores influenced ratings: “…very few people 

would give a high rate if the author doesn't have a high reputation…” [sic.] (Quest-G2, 

yuto987). 
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However, although analysing individual variables separately and reading student 

comments provided many insights, to determine which group of biases have the strongest 

impact on ratings a regression was performed, and standardised coefficients were 

compared. Then, as outlined, when variables explain the same issue, only the ones with 

the most substantial effect on ratings are included in the regression. For instance, in Table 

4.4, by comparing words, characters, sentences, and indexes, the biggest variation in the 

mean was due to the number of characters. Hence, only this variable was used for the 

regression, whereas number of words, sentences, and indexes were discarded.  In the same 

manner, from all the variables regarding dates and times, rating’s date had the strongest 

relationship with ratings. Finally, between distinct and repeated badges, the first one had 

greater impact in both cohorts.  

 

Using standardised coefficients to rank the effect of the variables on ratings 

In order to make an equal comparison, a linear regression model was estimated for each 

group. Both models can be found in Appendix 4.2. As a summary, in Group 1, 5.7% of 

the variation was explained by the linear relationship between ratings and the predicting 

variables, and this was highly significant overall (F(8, 25,918) = 194.44, p < .001). 

Likewise, in Group 2, 7.1% of the variation was explained by the linear relationship 

between ratings and the predicting variables, and this was again highly significant (F(8, 

25,967) = 249.76.03, p < .001). It should be noted that regression models are only used 

to determine which groups of biases are stronger for each group. It is not the intention to 

obtain a model that predicts ratings, nor to determine if this model should be linear or 

logarithmic. Namely, the researcher is not claiming that the relationship between 

variables is linear, nor that these models have sufficient explanatory power to make 

predictions. 

 

Table 4.5 presents a summary of the ranking of the standardised coefficients, for both 

groups. These have been converted to absolute values to measure their effect on ratings, 

regardless of whether the effect is positive or negative. Moreover, they have been sorted 

in a within-group ranking, to determine which was the strongest for each group. It should 

be noted that, although most variables showed the same effects in the individual tests and 

in the regression, in a few cases their significance changed due to the association with 

other variables. This issue is known as confounding, which is a situation in which the 

relationship between a variable and the outcome is distorted by the presence of another 
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variable (Lengerich 2016). For instance, ‘question’s tag’ had been significant (at p < .005) 

for Group 2 when considered alone, yet appeared not to be significant in the regression 

and was therefore removed for both groups. Likewise, questions authored by ‘Admin’ 

had not been individually significant for the second group but it turned out that it had a 

certain degree of significance in the regression, and was hence included. 

 

Table 4.5 - Ranking of variables using standardised coefficients (Groups 1 and 2) 

Rank 

Group 1 Group 2 

Independent 

variable 

Stand. Coeff. 

(|Abs|) 

Independent 

variable 

Stand. Coeff. 

(|Abs|) 

1 Author's Distinct 

Badges 
.147 

Rating’s date (by 

week) 
.150 

2 Qs’ number of 

characters 
.146 

Qs’ number of 

characters 
.149 

3 
Author’s Admin .100 

Author’s Distinct 

Badges 
.106 

4 Qs’ Reference .075 Author’s Admin .083 

5 Rating’s date (by 

week) 
.040 Qs’ Reference .072 

6 
Qs’ Link .033 

Qs’ number of 

alternatives 
.065 

7 Qs’ number of 

alternatives 
.020 Qs’ Link .052 

8 Qs’ Explanation .016 Qs’ Explanation .021 

 

From the table above, it can be seen that for Group 1 the aspect having the strongest 

impact on the ratings of anonymous users was ‘distinct badges’ (a prestige-based bias), 

followed by the question’s number of characters (content-related), and then questions 

authored by the Admin (prestige). Conversely, for the cohort where students were 

identifiable, the variable that had the strongest effect on ratings was the rating’s date, 

followed by the question’s number of characters (both content-related biases), followed 

by the number of an author’s distinct badges (prestige-based). Therefore, these results 

suggest that Group 1 complied with what is expected by research performed in both group 

biases and social media: people perceive information from those that have some degree 

of prestige as being more relevant or of better quality. Yet Group 2 does not seem to 

confirm these results. However, as can be read in the comments from students, by being 

identifiable, different kinds of dynamics arose; some of which involved friendships (i.e. 

conformity-based biases). These dynamics are studied in the following chapter.  
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Highlighting differences between Groups 1 and 2 

Based on the statistical tests performed on each variable (Table 4.4) and the comparison 

of the ranking of variables within each group (Table 4.5), it is possible to comment on 

some of the most significant differences between the two cohorts studied in this chapter.  

It should be noted that some of these findings were ‘emergent’ and can therefore be 

slightly unrelated to the topics covered in the literature review. Still, all results are shown 

at this point as they respond to the outlined objective “OB-3: To investigate if users would 

rate differently when their identity is known to others than when it is not”.  

 

1) The ratings per week presented distinct trends 

In both cases, the average rating before the assignment was due was higher than after the 

assignment. This finding suggests that, although students were told that ratings would not 

count towards their grades, they still rated differently over the weeks when the use of 

PeerWise was mandatory. Nonetheless, Group 1’s ratings went down as the assignment 

was due, while those of Group 2 went up (see Figure 4.1). A possible explanation for this 

can be found in one of the themes from Table 4.3, ‘collaboration and reciprocity’ where, 

as a student mentioned, those who did not collaborate were at a disadvantage. Moreover, 

the way in which participants described the ‘tactics’ used to rate seemed to put them in 

one of two categories. On the one hand, some users described the group working 

‘collaboratively’: “Because a lot of cases occurred where classmates would collaborate 

with each other about what was the correct answer to questions etc…” (Quest-G2, 

rdph008). On the other hand, other participants referred to what could be described as a 

‘competitive strategy’: “I felt some people rated other questions poorly, so that they 

would get higher ratings” (Quest-G2, cysm998). Therefore, a plausible cause for ratings 

going in opposite directions as the deadline of the assignment approached, is that 

anonymous users tend to make use of a ‘competitive strategy’, whereas identifiable users 

might have found more success with ‘collaboration’.  
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Figure 4.5 - Ratings by week during mandatory use of PeerWise, Groups 1 and 2 

 

2) Admin questions were rated differently 

As explained, even participants who interacted anonymously knew that the module’s staff 

had posted the first questions. Further, in all cohorts, students were aware that the admin 

staff would be monitoring the module and could identify all individuals. However, an 

interesting finding was that students who were anonymous rated the questions authored 

by the admin above the group average, while identifiable students rated them below their 

group’s average (see Table 4.4). In a way, it seemed as if students behaved in a ‘nicer’ 

way towards the module staff when only the staff members knew their identities. 

Conversely, students behaved slightly ‘harsher’ with staff members when their ratings 

were also identifiable by their classmates. This finding is somehow contradicting with the 

overall ratings because, as has been said, overall Group 1 seemed to rate ‘harsher’ than 

Group 2. Moreover, as will be discussed later, this finding is also in contradiction with 

other studies in exploring anonymity. Further, although the comments of students offered 

no insights as to why this might have happened, one of the researcher’s supervisors 

offered the following plausible explanation: ‘No one wants to be seen as the teacher’s 

pet’. Hence, as will be suggested later, future research could explore the role of admin-

pupil interactions in the context of absence/presence of classmates, or other observers. 
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3) Reliance on online-gained prestige 

As seen in Table 4.5, author’s distinct badges was the predictor that played the most 

prominent role for Group 1, whereas it was only the third most important predictor in 

Group 2. This result suggests that, when users are anonymous, they rely heavily on what 

has been defined in this thesis as ‘online-gained prestige’ (e.g. badges, reputation scores, 

leaderboards, rankings). Conversely, when users were identifiable, content-based biases 

have a greater role, although the quotes from participants seem to suggest that friendships 

are important too. These will be explored in the following chapters of results.  

 

Including two additional prestige-based variables 

As outlined in Chapter 3 and the method section of this chapter, there was a recurrent 

dialogue between the quantitative and the qualitative data. That is, the findings of one led 

to further analysis in the other, and so on. Hence, although the analysis of biases was 

meant only to include the variables outlined in Table 4.4 and Table 4.5 but, prompted by 

some of the student comments, it was decided that two more variables should be included. 

The qualitative input from participants made the researcher analyse a previous phase to 

the rating of questions, which was not considered, namely the selection of questions.  In 

a way, this slightly deviates from the focus of this study, which is on ratings. However, 

selecting questions is still part of making a choice, and it directly affects ratings as 

students could only rate questions they had previously chosen and answered. Therefore, 

if the selection of questions suffered any changes due to students being identifiable, it is 

also worth studying. 

 

The first comment came from the questionnaire, where a participant mentioned that, by 

being identifiable, students selected questions based on the author’s identity: “…it is very 

easy to dismiss what could have been a stimulating question just by seeing the author's 

name” (Quest-G2, lyco891). Moreover, a second comment came from a British student 

in one of the focus groups, who avoided questions if she believed the authors were 

international students, based on the expectation that their level of English would be poor: 

“Also, this is going to sound really bad, but if I see that a Chinese person has posted a 

question, and I know their English isn't good, I'm not going to be inclined to answer their 

question if I don't understand what they're asking me” (FG3-G2, ieje546). Finally, at the 

end of that focus group, when the researcher asked students if they would have preferred 
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to be anonymous or identifiable and why, another student added: “Yeah, and [while using 

real names] some people might avoid Chinese's questions, just by seeing their names they 

would assume their questions would not be good enough. And [being anonymous] would 

just take away all of that” (FG3-G2, lyco891).  

 

Based on the above comments, it was decided first to explore the percentage of targeted 

questions between nationalities. Table 4.6 shows a 3x3 matrix of each group in which the 

nationalities of both the author of the question and the student who answered the question 

are shown. It should be noted that these questions exclude the answers given to the 

questions authored by the module staff. As can be seen, when identifiable, students from 

China targeted more questions from UK students, while the reverse did not happen. On 

the contrary, the percentage of answers by British students to questions with Chinese 

authors dropped from 27.3% in Group 1 to 20.2% in Group 2, when users were 

identifiable. This represented 1,677 fewer answers from British to Chinese students from 

Group 1 to Group 2. 

 

Table 4.6 - Comparative matrix of nationalities of answered questions, Groups 1 and 2 

Author from   CHI Other UK % of answers 

Group 1 – Answer from:    N = 33,403 answers 

CHI 49.4% 16.5% 34.0% 32.7% 

Other 27.5% 26.9% 45.6% 19.4% 

UK 27.3% 17.0% 55.7% 47.9% 

Total Answers 34.6% 18.8% 46.6% 100.0% 

Group 2 – Answer from:    N = 33,784 answers 

CHI 46.2% 16.2% 37.7% 36.0% 

Other 24.6% 29.5% 45.9% 24.7% 

UK 20.2% 19.8% 59.9% 39.3% 

Total Answers 30.6% 20.9% 48.4% 100.0% 

 

Furthermore, given that when users were identifiable the choice of questions selected was 

affected by personal factors, it was decided to include two more variables and study their 

effect on ratings. The two variables, nationality and gender, were catalogued as ‘real-life 

prestige’. In theory, if they happened to be significant, it should only be for identifiable 

users. Table 4.7 presents the individual tests for both variables: 
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Table 4.7 - Introducing nationality and gender variables to Groups 1 and 2 

Independent 

variable 

Var. type 

// Test 
Test results 

Prestige-based 

bias 
 Group 1 Group 2 

Author’s gender 

Categorical 

(binary) // 

t-test 

Males: M=2.63, SE=.011 

Females: M=2.64, 

SE=.010 

Mean difference: Δ= -.012 

Not significant at p=.422 

Males: M=3.03 SE=.009 

Females: M=2.87, SE=.007 

Mean difference: Δ= .161 

Significant, t(25,489) = 

14.32, p<.001 

Author’s 

nationality 

[UK, China, 

Others] 

 

 

Categorical 

// ANOVA 

UK: M=2.66, SE=.010 

China: M=2.68, SE=.013 

Others*: M=2.49, 

SE=.017 

Significant, F(2)=47.99, 

p<.001 

*30 different nationalities  

UK: M=2.97, SE=.008 

China: M=2.95, SE=.010 

Others*: M=2.87, SE=.012 

Significant, F(2)=24.24, 

p<.001 

 

*39 different nationalities 

 

As expected, gender was not significant for anonymous students, whereas it had a small 

but very significant impact on students who were identifiable. As can be seen, in Group 

2 men got significantly higher ratings than women, on average. Conversely, nationality 

was significant for both groups, which is somehow unexpected as in Group 1 users were 

not identifiable. Still, ratings changed from one year to the other, as in Group 1 Chinese 

students got the highest mean ratings, whereas in the second cohort British students 

obtained the highest ratings, on average. These findings, together with the ones from 

Table 4.6, evidence that personal aspects influenced students’ ratings when these were 

identifiable. Particularly, British and male students appear to have benefitted the most in 

terms of ratings when being identifiable.  

 

Given the findings above, a regression model was run for each cohort. This was followed 

by a ranking of standardised coefficients in order to determine where the two new 

variables fitted in relation to the others. Regarding the models, Group 1 produced a 

significant regression model overall (F(9, 25,480) = 172.614, p < .001) with an R2 of 

5.7%. Similarly, Group 2 also had a significant regression (F(9, 25,481) = 237.85, p < 

.001) with an R2 of 7.7%. It should be noted that adding the two new variables, gender 

and nationality, the coefficient of determination remained the same for Group 1, but 

improved by 0.6% for Group 2. Thus, this gives further proof of gender and nationality 

having an impact when users interact and are identifiable, as opposed to anonymous.  
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The ranking of all variables is displayed in Table 4.8. As can be seen, results are very 

similar to the ones shown from the previous models, as the top-5 variables stayed the 

same for both groups. Moreover, as found with the individual tests, gender was only 

significant for Group 2, while nationality was significant for both cohorts, and with 

almost identical effects on ratings. 

 

Table 4.8 - Ranking of variables through standardised coefficients, including gender and 

nationality, Groups 1 and 2 

 Group 1 Group 2 

Rank Independent variable Std. Coeff. 

(|Abs|) 

Independent variable Std. Coeff. 

(|Abs|) 

1 Author's distinct badges .147 Rating’s date (by week) .150 

2 Qs’ number of characters .146 Qs’ number of characters .149 

3 Author’s Admin .100 Author’s distinct badges .106 

4 Qs’ Reference .075 Author’s Admin .083 

5 Rating’s date (by week) .040 Qs’ Reference .072 

6 Author's nationality .038 Qs’ number of alternatives .065 

7 Qs’ Link .033 Author's gender .059 

8 Qs’ number of alternatives .020 Qs’ Link .052 

9 Qs Explanation .016 Author's nationality .037 

10 Author's gender Not signif., 

p=.423 
Qs’ Explanation .021 

 

Some possible explanation of why nationality had a small, but significant, impact on the 

ratings from Group 1 – when it should have been not significant, given that participants 

were anonymous – are as follows. First, it could be because, as declared from some 

students during the focus groups, they seemed to have used WhatsApp groups to get 

support from the classmates they knew. “To be honest, whenever I would write a question, 

I would just message my friends and be like 'can you answer it?' I mean, why wouldn't I? 

That's just clever” (FG3-G2, ieje546). Alternatively, as some students also mentioned, it 

was common for classmates (who had the same location and, possibly, the same 

nationality) to work towards the assignment in groups: “I saw people in the library one 

day, and they were just answering each other´s questions” (FG1-G2, eaio573). Moreover, 

PeerWise generates an individual ID for each authored question, which appears in the 

hyperlink. Therefore, students could have just copied and sent the link among their 

personal networks, even when being anonymous. Further, it may be that users employed 

the ‘follow’ function to subscribe to the questions of known peers. However, as focus 

groups were not conducted for Group 1, there is no certain way to know this.  
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To sum up, it has been so far shown which biases were the strongest for each group, and 

how they differed between groups. Prestige-based biases predominated in Group 1, while 

content-based ones played a more prominent role in Group 2; although conformity-based 

biases have yet to be tested (see the following chapter).  

 

4.3.3 Attitude to being identifiable and its impact on the website’s perception  

This last section focuses on the attitudes and comments that students shared about being 

identifiable. As has been mentioned, Group 1 was subject to the limitation that it did not 

have a questionnaire or focus groups. Therefore, the findings from this section are only 

from students in Group 2. This section first covers the overall attitude that students had 

on regarding being identifiable, followed by the overall perception they had towards 

PeerWise. Both quantitative and qualitative data are used. The final part measures the 

effect that the attitude towards being identifiable had on views about the website, using 

only quantitative data and with the use of the Spearman’s rho correlation coefficient.  

 

Attitude towards being identifiable 

Firstly, during the questionnaire, students were asked if being able to identify one another 

with usernames ‘Name_LastName’ was helpful or not. If very unhelpful takes the value 

of one and very helpful takes the value of five, the mean of Group 2 was of 3.29. Then, 

taking into account this average and the breakdown of all values (see Table 4.9 below), 

more than half of the group thought being identifiable was helpful. Still, it should also be 

noted that all categories got almost the same percentages: 

 

Table 4.9 - Attitude towards being identifiable, Group 2 

Being 

identifiable 

No. of 

students 

Percentage 

Very unhelpful 27 14.6% 

Unhelpful 26 14.1% 

Neutral 40 21.6% 

Helpful 50 27.0% 

Very helpful 42 22.7% 

Total 185 100.0% 
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Moreover, students were asked, if they had a choice, whether they would have preferred 

their classmates and themselves to be signed in with their real names or, instead, using 

anonymous IDs. From the 185 students that responded these two questions, 37.8% replied 

they would like to be able to identify others, while 62.2% said they would not like to 

know their classmates’ identities. Similarly, 35.1% said they would like to continue to be 

identified by others by being signed in with their real names, while 64.9% said they would 

rather not be identified by their peers. Therefore, only about a third of students would 

have kept their identifiable usernames, whereas the other two-thirds would instead use an 

anonymous ID. Further, although it was not a significant difference, it is worth 

highlighting that five students changed their answer when the question regarded the 

identity of others, as opposed as to themselves. Hence, this showed that a few participants 

liked the idea of knowing their peer identities within the website, but would have kept 

their own interactions invisible from others. 

 

One of the students who preferred being identifiable suggested that:  

 

“by showing my own first and last name I think that it provides personable 

benefits to the replying and discussion process. Having myself anonymous on 

peerwise; I would feel disconnected from others and more sensitive to negative 

criticism. Having names on peerwise avoids this and I feel more comfortable 

knowing the person I am in discussion with. Therefore, negative discussion could 

be a risk if names aren't shown” (Quest-G2, ergo113) 

 

Conversely, one comment that summarises the 65% that would rather be anonymous 

focused on some of the specific matters that are the focus of this thesis, clearly 

demonstrating that at least some students are aware of these issues: 

 

“To avoid bias and ratings based on the relationship with the author. Anonymous would 

be ideal, as students then tend to rate based on the quality of the question instead” (Quest-

G2, emha308). 

 

Overall attitude towards the website 

Towards the end of the questionnaire, participants were asked how helpful they thought 

PeerWise was. To enable comparison, Figure 4.6 presents a histogram of their answers, 
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compared with those concerning being identifiable. As can be seen, these histograms 

differ significantly. Although barely half (49.70%) of the students thought being 

identifiable was helpful, the majority (86.2%) thought this about PeerWise. Conversely, 

28.7% of students thought being identifiable was not helpful, compared to only 4.2% of 

students perceiving this about the website itself.  

 

 

Figure 4.6 - Attitude towards being identifiable and towards the website, Group 2 

 

Attitude towards being identifiable and towards the website: is there a correlation? 

Correlation analysis and ordinal regression, were conducted to uncover if the way users 

felt about being identifiable had any effect on how helpful they considered the website. 

First, Spearman’s rho was obtained, and the correlation coefficient was of 0.128, showing 

a very weak correlation between the two attitudes. Second, after conducting the ordinal 

regression, the model was not significant (p=.282), and the Cox and Snell pseudo-R2 

value was just .030, meaning that the attitude towards being identifiable only accounted 

for 3.0% of the variation in the overall perception of the website. Therefore, it can be 

concluded that, for students in Group 2, the attitude they had regarding how useful it was 

to be identifiable had a minimal, essentially uncorrelated, impact on the perception they 

had towards the website as a whole. Appendix 4.3 presents the full results of these tests. 

 

4.4 SUMMARY OF FINDINGS 

 

As outlined in Chapter 3, the first stage of the quasi-experiment focused on the 

comparison of a CC and a SNS regarding self-presentation. Namely, the first research 

question of this thesis investigated the effects of anonymous and identifiable users in 

online environments. Hence, participants in Group 1 were presented solely with content 
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that could be rated, whereas for users in the second cohort the content was accompanied 

by the identities of those who authored it.  

 

The first research question comprised three objectives. The first one to be tackled, OB-3, 

consisted of investigating if – and how – being identifiable might affect the transmission 

of UGC, in comparison to being anonymous. Results showed that the choices (i.e. ratings) 

made by anonymised users differed significantly from those made by users who were 

identifiable. Further, ratings were not only different regarding average values, but also in 

the way in which the rating scale was used: in the case of anonymous participants, they 

used the full range of the scale, and ‘fair' (2) was the most used rating. In contrast, 

identifiable users avoided extreme values, in particular 0, 1 and 5, and rated mostly with 

‘good' (3).  

 

From the viewpoint of Tversky & Kahneman’s studies of the psychology of choice 

(1981), it could be said that changing the website's design had an impact on the judgement 

of users. That is, people who were presented with anonymised information and those who 

interacted with their real identities faced a different decision-problem, and therefore 

adopted a different frame, which produced different choices. Moreover, from social 

media classification (Kaplan & Haenlein 2010) it can be argued that, even when presented 

with the same UGC, users from SNSs and CCs would make different choices due to the 

different levels self-presentation that characterises them. Consequently, online users 

might rate UGC differently when their names and other personal characteristics are 

displayed together with their reviews, especially if they know that real-life acquaintances 

can identify them. Thus, linking this argument with the introductory section of this 

chapter regarding identity, it could be argued that Goffman’s (1959) theory about how 

the ‘self’ varies depending on the ‘audience’ observing one’s ‘performance’ still holds 

for online environments. This point will be further explained in the theoretical discussion 

of the thesis, presented in Chapter 8. Furthermore, the findings from this chapter also 

suggest that when people search for advice in online environments, they might be prone 

to selecting different recommendations depending on whether they browse a CC or a 

SNS.  

 

The second addressed objective (OB-7) consisted in evaluating which group of biases had 

a stronger effect on the selection of information. When only considering content and 
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prestige, it was found that prestige-based variables had the strongest effect on ratings for 

participants in the first cohort. Specifically ‘online-gained prestige’ (i.e. badges) was the 

variable with the greatest impact, suggesting that gamification (e.g. Denny 2013; Robson 

et al. 2016) plays an important role when users are anonymous. Conversely, in Group 2, 

the variables with the strongest effect on ratings appeared to be content-based, although 

the comments from students indicate that personal relations might have played an 

important role. However, personal relationships will only be introduced in Chapter 5. 

 

Moreover, while investigating biases and testing the effect of each independent variable, 

six emerging findings were encountered, two related to content and four concerning 

prestige. Firstly, regarding content, the length of the posted content (i.e. a question’s 

number of characters) and the presence of a web link had a positive, significant effect on 

ratings for both cohorts. This is consistent with research performed in respect of online 

reviews showing that reviews which are longer and include pictures are perceived as 

being of better quality (Liu & Park 2015; Cheng & Ho 2015; Park & Nicolau 2015). 

Secondly, the date when the questions were posted and rated also affected ratings. 

However, the date when questions were posted was found to have opposite effects when 

students were anonymous compared with when they were identifiable; the former 

appeared to elicit a ‘competitive’ strategy, while the latter seemed to have produced a 

‘collaborative’ orientation. 

 

Thirdly, concerning prestige, it was found that the mechanisms PeerWise has in place to 

give ‘online-gained prestige' to users (e.g. badges) were significant for both groups, but 

had the greatest effect when students were anonymous. Fourthly, it was found that 

questions posted by staff (classified as ‘real-life prestige’) were treated differently in each 

group. When students were anonymous and only the module staff could recognise them, 

questions posted by the latter were rated higher than average. Conversely, when ratings 

and identities were known to the whole group, students evaluated the questions of the 

module team below the group’s average. Thus, this fourth finding contradicts the overall 

trend of the groups, where anonymity produced ‘harsher’ ratings than when students were 

identified. A plausible explanation has to do with identities (e.g. Goffman 1959; Reicher 

et al. 1995) and the presence of ingroups and outgroups (e.g. Tajfel & Turner 1979), a 

point elaborated on in the Discussion (Chapter 8).  
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Fifthly, when comparing the percentage of targeted questions between distinct 

nationalities, it was found that almost all decreased when students were identifiable. 

Specifically, it was discovered that students from the UK and other nationalities 

decreased the number of answers towards questions authored by Chinese students; yet 

students from China increased the percentage of UK-targeted questions. These results 

were similar to those obtained by Wu et al. (2011) who studied English-based tweets from 

many different nations and found, among other things, that Indians would follow and 

share significantly more content from Americans than vice versa. They argued that the 

perceived power of one nation over the other was reflected in the interactions of online 

users. Hence, given that Chinese students are enrolled in the UK education system (and 

not vice versa), when identifiable, Chinese might have been more inclined towards 

accessing the UGC posted by their British peers. 

 

Sixth and last, gender was not a significant variable in explaining ratings when users were 

anonymous, but became significant when they were identifiable, with ratings for females 

being lower. This finding is in line with many fields where only by submitting something 

with a woman’s name, instead of a man, the information is perceived as having less 

quality or truthfulness (e.g. Handelsman & Moss-Racusin 2012). It should be noted that 

although gender and nationalities raise some interesting points for debate and reflection, 

they are not the focus of this thesis, and will not be discussed in-depth. Nonetheless, 

further research should evaluate these issues further, as they might be of relevance, 

especially for online education.  

 

Finally, the chapter’s last objective, OB-4, was to determine whether the attitude of users 

towards being identifiable affected their overall views of the utility of the website. 

Regarding this matter, it was found that being identifiable had a very weak correlation 

with the overall perception about PeerWise. Strikingly, two-thirds of respondents to the 

questionnaire administered to Group 2 preferred that they be signed-in anonymously, 

stating this would make ratings and other online interactions fairer and reduce the 

potential for biased ratings. Conversely, the third that declared a preference towards being 

identifiable claimed that this enhanced the quality of the posted content and could prevent 

bullying. 
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CHAPTER 5: THE EFFECT OF DIFFERENT LEVELS OF SELF-

DISCLOSURE ON CHOICES 

 

As explained in Chapter 2, both self-presentation and self-disclosure are part of identity 

management. Self-disclosure was defined as the revelation of personal information that 

is aligned with the image online users want to give about themselves (Kaplan & Haenlein 

2010). It involves information about the users’ emotions, attitudes, feelings, thoughts, 

likes and dislikes (Moon 2000; Kaplan & Haenlein 2010). For this study, self-disclosure 

is studied through the likes and dislikes that users express through the available rating 

scales for different websites. 

 

Ratings reflect the quality of the ideas posted in online environments, and rating scales 

are used to assess almost every imaginable category, such as videos, movies, consumer 

electronics, travel services, teachers, coding, and books (Riedl et al. 2010). Hence, ratings 

serve as online feedback mechanisms that disseminate word-of-mouth information about 

experiences, products and services among networks (Dellarocas 2003). Unfortunately, 

rating scales are under-studied, and there are no clear guidelines regarding their design 

(Riedl et al. 2010; Riedl et al. 2013). On the one hand, scholars tend to suggest that longer 

scales are needed (e.g. Riedl et al. 2010; Riedl et al. 2013), whereas practitioners appear 

to prefer using shorter rating systems (e.g. YouTube 2009; Ciancutti 2011).  

 

In the absence of guidelines regarding the design of rating scales, some websites change 

them without understanding the consequences for the transmission of UGC or the choices 

of users. To name a few examples, in 2010 YouTube, the video sharing site, changed its 

five-point rating scale for a dichotomous one. As explained in Chapter 2 (see Figure 2.3), 

this happened because users would only sometimes rate videos when they did not like 

them but overwhelmingly rated them when they really enjoyed them, hence ignoring the 

in-between scores (YouTube 2009). Moreover, in 2016, Facebook – the biggest SNS in 

the world – introduced a range of ‘reactions’ in addition to its ‘like’ button (Krug 2016; 

Teehan 2016). This change took place after twelve years of only allowing a single-rating 

button and receiving criticism from their users for not giving more options to respond to 

the content of users. Other recent examples are Spotify, which in 2012 introduced a 

thumbs up/down rating, and Netflix which around the same time experimented with half 
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and full five-point likert scales, and finally adopted a dichotomous scale in 2017 (Smith 

2017). Therefore, it can be seen that both SNSs and CCs have made changes through trial 

and error in order to decide which rating scale is better for understanding their customers 

and for their users to evaluate each other’s content. 

 

5.1 SECOND RESEARCH QUESTION AND OBJECTIVES 

 

This chapter therefore addresses the second research question of the thesis: How are the 

choices of users affected by different levels of self-disclosure happening due to the use of 

distinct rating scales? 

 

To address this research question, the chapter focuses on tackling objectives 5, 6, and 7, 

outlined below. As with the previous chapter, the objectives of the present one remain the 

same as in Table 2.4. Figure 4.1 illustrates how these objectives fit with the conceptual 

model of the thesis.  

 

 OB-5: To investigate if – and how – different rating scales affect the choices of 

users, by comparing two types: likert and dichotomous. 

 OB-6: To determine if the use of different scales has: 1) any social implications 

when users are identifiable, and 2) any effect on the attitude towards the website’s 

design. 

 OB-7: To detect how the three group-biases take place in online environments, 

focusing on the study of conformity, which has been poorly explored both offline 

and online. 

 

 

Figure 5.1 - Objectives of second research question and link with conceptual model 
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5.2 METHOD 

5.2.1 Participants 

As previously mentioned, all participants were third-year undergraduate students. The 

total population used in this chapter is of 678 students, 351 females and 327 males. Group 

2, where participants used the likert scale, comprised 369 pupils, 330 based in the UK 

and 39 in China. Further, 309 users; 278 based in the UK and 31 in China, experienced 

the dichotomous scale (Group 3).  

 

5.2.2 Quasi-experimental set-up and data collection 

In Group 2, students could rate the questions posted by their peers with a likert scale, in 

which values went from zero (‘very poor’) to five (‘excellent’). Conversely, in Group 3 

the rating scale was changed to be dichotomous, and students could only rate questions 

using ‘like’ and ‘dislike’. To facilitate the comparison among years and to avoid affecting 

other aspects of the webpage26, ‘dislike’ was given a numerical value of zero and ‘like’ a 

value of five points. Figure 5.2 shows how the two rating scales were designed. Appendix 

3.1 contains numerous screenshots showing how PeerWise was set up for these cohorts. 

 

 

Figure 5.2 - Rating scales used on Groups 2 and 3 

 

Regarding data collection, online interactions were extracted from PeerWise, and later 

compared using SPSS. In addition, participants in both cohorts took part in a 

questionnaire (N=392) and six focus groups (N=29), three per group. For this chapter, the 

quantitative data from the survey were analysed using Excel and SPSS, and the qualitative 

                                                 
26 As mentioned, PeerWise had many features like badges and reputation scores, which were designed to 

work with values between zero and five. Further, the average scores per question are designed to display a 

value between zero and five. 

Group 2 Group 3
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data coming from the open-ended questions of the survey and the focus groups were 

analysed with Excel and NVivo. 

 

5.2.3 Procedure 

The procedure for data analysis is very similar to that of Chapter 4, so the discussion here 

highlights the points where they differ, with only the new statistical tests and variables 

described in detail. 

 

A. Investigating the effects of two rating scales on ratings (Figure 5.1, OB-5) 

First, to have an overview of the primary online interactions of both groups, the average 

and maximum values were contrasted. Second, a between-group comparison of the 

ratings was performed. Comparing rating scales with different numbers of values is not 

straightforward and there is no ‘correct’ way to do this; in one sense, it is like asking two 

different questions. Accordingly, three comparisons were performed: 1) Using the 

‘original’ (raw) values. As mentioned, in both groups the minimum rating value was zero, 

and the maximum was five; hence, all ratings were compiled using the same range. 2) 

Aggregating at the question-level. Given that both groups had the same range of values 

[0-5], it was also possible to aggregate ratings at the question-level (i.e. obtain the average 

rating per question), and then perform an independent sample t-test. 3) Transforming 

values from the likert scale to dichotomous. Again, there was a number of ways in which 

this could have been done, but the chosen transformation was the one which, arguably, 

made more sense mathematically. As the likert scale comprised six values [0-5], those of 

[0, 1, 2] were considered ‘dislike’ and the values of [3, 4, 5] were transformed into ‘like’. 

It should be noted that the scale for Group 3 was binary, and therefore it cannot form a 

normal distribution. For this reason, options 1 and 3 described above, needed tests to be 

non-parametric and categorical, and hence a chi-square test was conducted in these cases 

(Field 2013).  

 

Third, after conducting the between-group comparison for all ratings, the analysis was 

repeated for the 20 identical questions posted in both Groups 2 and 3 (see Figure 3.3). 

Fourth, the findings from the statistical tests were triangulated with the thematic analysis, 

which focused on investigating why in Group 3 there was a disproportionate amount of 
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‘likes’ in comparison to ‘dislikes’. As has been explained, the creation of themes followed 

the six phases of conducting thematic analysis suggested by Braun and Clarke (2008). 

 

B. Exploring which group of biases had the strongest effect on ratings (Figure 5.1, 

OB-7) 

This chapter analyses the three group-biases: content, prestige, and conformity. Chapter 

4 has already listed and defined all the independent variables considered content-based 

or prestige-based. Thus, only conformity-based variables are outlined below. 

 

Conformity-based biases 

 Conformity to the outgroup, i.e. absent ties (Categorical-Binary): This type of 

conformity was seen as the ratings given to the online users that were not part of 

one’s personal network. That is, neither the ‘author’ of the question nor the user 

who performed the rating (i.e. ‘rater’) declared knowing the other.  

 Conformity to one’s personal network27, i.e. ingroup (Categorical-Binary): 

Conformity to one’s personal network is when the ‘rater’ considered the ‘author’ 

to be within her personal network. That is, at the very least, the ‘author’ and the 

‘rater’ were acquaintances.  

 

As mentioned in Chapter 3, personal networks were detected from the questionnaires sent 

to students in Groups 2 and 3. On these questionnaires, students were asked to name at 

least three, but preferably more, students that they knew from their class. It should be 

noted that this chapter only distinguishes between ‘non-friends’ (i.e. outgroups) and 

‘friends’ (i.e. ingroups or personal networks) because the focus is firstly on rating scales 

and secondly on biases. However, the following chapter – which is dedicated to the study 

of personal networks – makes a further differentiation among different friendship levels, 

or strengths of ties (e.g. Granovetter 1973). 

 

This chapter follows a similar procedure to Chapter 4. First, Groups 2 and 3 are compared 

using histograms and standardised coefficients. It should be noted that, to conduct a 

regression, all variables were aggregated at the question level. Therefore, variables that 

                                                 
27 Personal networks comprised the following strengths of ties: strong, intermediate, weak and N/A. 

However, these will only be differentiated in Chapter 6. 
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related to the properties of the question or the author of the question remained unchanged; 

however, those that regarded the relationship of the ‘author’ and the ‘rater’ became a 

proportion. So, for instance, if a question was rated 20 times, and 10 of these ratings were 

among the author’s personal network, by aggregating at the question level the value of 

the variable ‘personal network’ (i.e. the proportion of friends) would equal 0.5. Second, 

the key similarities and differences among Groups 2 and 3 are highlighted. Third, given 

that for both cohorts the variable with the strongest impact on ratings was the proportion 

of friends (i.e. personal networks), it was decided to undertake a further test to better 

understand how the rating scale interacted with friendships across groups. This was 

performed by making use of the three-way chi-square, also known as log linear analysis 

(Field 2013) or three-way contingency table (Lowry 2001). 

 

C. Determining the effects of the attitude towards the rating scale on the attitude 

towards the website (Figure 5.1, OB-6) 

Similar to Chapter 4, to test the effect of the attitude towards being identifiable on that 

towards the website, two analyses were conducted. First, Spearman’s rho was obtained, 

and then an ordinal regression was performed. These two analyses were performed for 

each cohort. 

 

5.3 RESULTS 

 

First, both groups are compared regarding all their online interactions, focusing on ratings 

and their distributions. Second, the three groups of biases are ranked within each group, 

in order to determine which was the strongest. Third, the attitude towards the rating scales 

of both cohorts is compared, together with overall perceptions of the website and the 

effect that the different scales produced on this. 

 

5.3.1 Comparing the impact that different levels of self-disclosure have on choices 

 

Summary of online interactions of Group 2 and Group 3 

Table 5.1 presents a summary of the most relevant online interactions between both 

groups. As can be seen, although Group 3 had 16.3% fewer students than Group 2, 

students in both cohorts authored the same number of questions, on average. However, 
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the average number of answers, ratings, and comments per student were all substantially 

lower for the third cohort.  

 

Table 5.1 – Summary and comparison of online interactions between Groups 2 and 3 

Online Interactions Group 2 Group 3 

Students (active in PeerWise) 

Based in the UK 

Based in China 

Total: 369 

    UK: 330 

    CH: 39 

Total: 309 

    UK: 278 

    CH: 31 

Total no. of questions (non-deleted) 2,525 2,125 

Max. no. of questions per student 19 28 

Ave. no. of questions per student 6.8 6.8 

Total no. of answers  34,379 21,486 

Max. no. of answers per student 644 596 

Ave. no. of answers per student 96.0 72.6 

Total no. of ratings  25,976 14,997 

Ave. no. of ratings per student 70.4 48.5 

Mean rating of all questions 2.94 4.69 

Comments (including replies) 13,805 3,314 

Max. no. of comments per student 485 81 

Ave. no. of comments per student 38.4 11.4 

Answered but not rated 8,403 = 24.4% 6,489 = 30.2% 

Answered but not commented 20,574 = 59.8% 18,172 = 84.6% 

Rated but not commented 12,171 = 46.9% 11,683 = 77.9% 

Max. no. of total badges per student 363 162 

Ave. no. of total badges per student 48.8 33.9 

Max. no. of distinct badges per 

student 

25 25 

Ave. no. of distinct badges per student 16.8 15.0 

 

Regarding the primary focus of this thesis – ratings – there was a 5.8% increase in the 

number of questions that were answered but not rated from Group 2 to 3. Hence, this may 

suggest that there was some level of discomfort by using the rating scale, given that: 

ratings were optional for both cohorts, both sets of participants were identifiable, and 

everything in PeerWise and the module remained the same; except for the rating scales. 

Moreover, as can be seen even from the mean of the ratings, in Group 3 questions had an 

average rating of 4.69, 1.75 above the mean of Group 2. Therefore, this shows that 

students not only rated less often, but also rated using disproportionately more ‘likes’ (5) 
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than ‘dislikes’ (0). The avoidance of giving negative ratings seen with the change from 

anonymous to identifiable noted in the preceding chapter, seems to have been accentuated 

with the use of a dichotomous scale.  

 

Between-group comparison of all ratings 

As mentioned in the methods section of this chapter, there are three ways in which ratings 

can be compared: 1) with the original rating values, 2) by converting half of the likert 

scale to ‘like’ and the other half to ‘dislike’, and 3) by aggregating ratings to the question 

level. 

 

1) Original rating values  

Figure 5.3, below, shows the comparison of the ‘raw’ values from both cohorts. As noted 

above, the ratings in Group 3 were predominantly five’s (i.e. ‘likes’).  

 

 

 
 

Figure 5.3 - Comparison of all ratings with original rating scales, Groups 2 and 3 

 

Group 2 had an average rating of M=2.94 (SE=.006), while Group 3 had a mean of 

M=4.69 (SE=.010). However, as the values in the third group were binary, ratings need 

to be compared by frequency. Thus, Table 5.2 shows the frequency and percentages for 

each of the values within the scales. 
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Table 5.2 - Frequency of all ratings, original comparison, Groups 2 and 3 

 Value Frequency Percent 
Cumulative 

percent 

Group 2 

[0] Very poor 89 0.3% 0.3% 

[1] Poor 839 3.2% 3.6% 

[2] Fair 6,738 25.9% 29.5% 

[3] Good 12,502 48.1% 77.6% 

[4] Very good 4,496 17.3% 94.9% 

[5] Excellent 1,312 5.1% 100.0% 

Total 25,976 100.0%  

Group 3 

[0] Dislike 923 6.2% 6.2% 

[5] Like 14,074 93.8% 100.0% 

Total 14,997 100.0%  

 

 

As can be noticed in Table 5.2, the total number of ratings with the value 3 (Good) in 

Group 2 are comparable to the total number of ratings of ‘Like’ (5) in Group 3; although 

this statement does not hold true for the percentage values. Moreover, as expected from 

the average value of the ratings from Group 3, the number of likes are disproportionally 

large in comparison to the number of dislikes: a ratio of 15.24 to 1, to be precise. Further, 

given that it is not possible to perform a t-test with this dataset, an independent-samples 

Mann-Whitney non-parametric test was performed. The test indicates that ratings from 

both cohorts were significantly different, U = 356,394,754, z = 146.67, p < .001. 

 

2) Converting half of the likert scale to like and the other half to dislike 

 

As explained, the most obvious way in which the scales could be compared, at least from 

a mathematical viewpoint (given that one scale had six values and the other one two), was 

to convert half of the values of the likert scale to ‘like’ and the other half to ‘dislike’. 

Therefore, the values of [0, 1, 2] became [dislike = 0 points], and the values of [3, 4, 5] 

were transformed to [like = 5 points]. The comparison can be observed in Figure 5.4. 
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Figure 5.4 - Comparison of all ratings converted rating scales (dichotomous), Groups 2 and 3 

 

With this comparison, ‘dislikes’ accounted for 29.5% in Group 2 and 6.2% in Group 3, 

while ‘likes’ represented 70.5% of all ratings in Group 2 and 93.8% in Group 3. Given 

that both scales are now binary, a chi-square test was performed, which turned out to be 

significant at  X2(1, N=40,973) =  3,130.74, p < .001. 

 

3) Aggregating ratings to the question-level 

Finally, given that both scales ranged from 0 to 5, another way of comparing them was 

by aggregating ratings at the question-level. This comparison is presented in Figure 5.5. 

As can be seen, the ratings of Group 3 were not normally distributed, due to the excessive 

number of questions that were rated purely with ‘like’ (5). However, it is worth 

visualising the comparison, as the ranking of variables was performed by aggregating at 

the question level.  

 

Figure 5.5 - Comparison of all ratings aggregated at the question level, Groups 2 and 3 
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Between-group comparison of 20 identical questions 

The 20 identical questions that appeared in both groups were compared 1) with the 

original ratings and 2) converting the ratings made with the likert scale into dichotomous. 

 

1) Original rating values 

When compared with the likert scale, the 20 repeated questions in Group 2 had a mean of 

3.08 (SE=.04, N=546) while those from Group 3 had an average of 4.69 (SE=.07, N=311). 

Once again, the average difference was tested using a Mann-Whitney test and was 

significant at U = 153,620, z = 20.65, p < .001. Figure 5.6 shows how the ratings differed. 

 

 

Figure 5.6 - Comparison of 20 identical ratings with original rating scales, Groups 2 and 3 

 

2) Converting half of the likert scale to like and the other half to dislike 

 

 

Figure 5.7 - Comparison of 20 identical questions, converting rating scales (dichotomous), 

Groups 2 and 3 
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Three differences should be highlighted from the comparison of the 20 identical questions 

presented in Figure 5.6 and Figure 5.7. First, although the number of questions was the 

same (20), Group 3 provided 235 (43.0%) fewer ratings than Group 2. This suggests that, 

for some reason, students preferred not to rate rather than having to choose between 

giving a ‘like’ or ‘dislike’ rating. Second, from all the 20 identical questions, only one 

had a lower rating average in Group 3; the other 19 questions got higher rating scores 

with the dichotomous scale. The disproportionate use of ‘likes’ over ‘dislikes’ in Group 

3 can be appreciated in both the figures shown above.  

 

Third, in addition to the previous point, 9 of the 19 questions that received higher rating 

averages had an average of 5, meaning that they received only ‘likes’. It could be argued 

that these questions are simply of exceptional quality. However, students from the 

previous two cohorts had also rated them, and the respective averages were notably lower. 

For example, Question 1 (authored by the module leader) was rated in Group 1 by 35 

students and its average rating was of 2.74; in Group 2, 51 students rated the same 

question with an average of 2.80; and in Group 3 the same question was rated by 35 

students receiving an average of 5.00. This finding was surprising, suggesting students in 

Group 3 were not very critical when assessing information, even though they were told 

that the ratings within PeerWise did not count towards their grades. Hence, this suggests 

that the adopted scales affected the transmission of information, as the ratings of 

participants varied significantly.  

 

Triangulating findings regarding interacting online with the use of the dichotomous scale 

The thematic analysis focused on trying to reveal why such a dramatic change occurred 

in the ratings of users of the third cohort. Specifically, as can be seen in Table 5.3, it 

seemed as if the dichotomous scale was in part responsible for the lack of ratings from 

participants and for them avoiding the ‘dislike’: 

  



138 | P a g e  

 

Table 5.3 - Thematic analysis regarding the avoidance of ‘dislikes’ when using the dichotomous 

rating scale 

Theme Original quotes from participants [sic.] 

Dichotomous scale perceived 

as emotional 

“I think having a rating scale from 1 to 5 will be more 

effective and rational to evaluate one's question” [sic.] 

(Quest-G3, inji682). 

 

Difficult choice  “Sometimes, it is hard to simply decide like or dislike. And a 

rating scale can help make a ranking list” [sic.]  (Quest-G3, 

yisu483). 

 

Felt obligated to like “I would change it to to a numbering system that than like or 

dislike just to make them more accurate. Users will feel less 

obligated to give a like and their ratings will be truer to their 

feelings when answering questions” [sic.] (Quest-G3, 

moma912). 

 

Dislike seemed unkind “(I would vote for changing the rating scale to a broader 

one) Because it's such a small scale and dislike seems a bit 

too harsh” [sic.] (Quest-G3, elya294). 

 

Identity-related28 “Having just two options may sway an individual to select 

'like' due to the name appearing on the dislike column. Either 

making the rating anonymous or including a 1-5 may make it 

more accurate” [sic.] (Quest-G3, ukki261). 

 

Personal networks “Even if it wasn't a particularly good question, I'd still like it 

cause they were friends [laughs]. Again, that's why I think a 

helpful scale would probably be more useful” [sic.]  (FG2-

G3, raed974). 

 

Avoidance of rating “The current system is too black and white and can 

discourage people from rating average questions that are 

neither exceptional nor poor” [sic.] (Quest-G3, myve209). 

 

 

It should also be highlighted that both in the questionnaire and focus groups of Group 3 

students said they would rather not even answer a question if they did not like it: “Usually 

every question I would like as I wouldn't answer the question if I disliked it” (Quest-G3, 

ahmc850). Moreover, although answers are not the main focus of study, it is important to 

mention them, as they were a previous step to rating and an important part of the selection 

                                                 
28 Combined effect of identifiable user profile and dichotomous rating scale. 
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process, as argued in Chapter 4. The following conversation between two participants that 

attended one of the conducted focus groups further explains this point (FG2-G3): 

 

- Researcher: “So, even if you came across a question you thought it was [bad quality] 

you'd rather not rate it?” 

- raed974: "Yes. Even if I didn't like a question, I wouldn't have clicked dislike, I would 

have just not clicked like"  

- amca620: "Unless it was obviously wrong and they'd made a mistake, which would draw 

their attention to it. 

- raed974: "But then even, I wouldn't have put a dislike, I would just leave a comment 'I 

think this is wrong'". 

- amca620: "Yeah, right". 

 

In addition, it came as a surprise that a number of students suggested that those who 

disliked questions should be forced to give a comment explaining why they were doing 

this. However, there is an interesting asymmetry here in that no one said this about liking, 

suggesting that those who got a dislike felt wrongfully evaluated. For instance, “2 options 

aren't enough, and if you dislike you should be required to give a reason” (Quest-G3, 

ysth385).  

 

To sum up, the tendency observed in the previous chapter where, by being identifiable, 

students avoided extreme values was exacerbated by the use of the dichotomous scale. 

Apart from the observations that show a disproportionate use of ‘like’, in the 

questionnaires and focus groups, students declared not having used the ‘dislike’ rating 

because it was ‘harsh’ and also because it had real-life implications, an issue that is 

addressed in the following section. 

 

5.3.2 Impact of content, prestige, and conformity based biases on choices 

Using standardised coefficients to rank the effect of the variables on ratings 

As in the previous chapter, this one also makes use of linear regression and standardised 

coefficients to rank the effect of variables within each cohort. However, as the rating 

scales are different, in order to make a ‘fair’ comparison the regression was performed by 
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aggregating ratings at the question level (see Figure 5.5). Therefore, the variable ‘personal 

networks’ appears as a proportion (i.e. proportion of ‘friends’ who rated the question). 

 

Chapter 6 studies personal networks in greater depth but, to give some background on the 

‘friendships’ variable, these are briefly described here. From the 25,491 ratings among 

students, 8.03% were among ‘friends’ (i.e. personal network), and 91.97% were amongst 

‘non-friends’ (i.e. absent ties). Moreover, regarding Group 3, 13.37% of 14,686 total 

ratings were between ‘friends’ and 86.63% among ‘non-friends’. 

 

Regarding the regressions, in Group 2, 20.0% of the variation was explained by the linear 

relationship between ratings and the predicting variables, and this was highly significant 

(F(10, 2398) = 59.95, p < .001). In contrast, only 2.6% of the variation in Group 3 was 

explained by the linear relationship between ratings and the predicting variables, although 

this was again strongly significant at F(6, 1960) = 8.63, p < .001. Table 5.4 above presents 

the ranking of variables, using the absolute values of the standardised coefficients. 

Further, Appendix 5.1 presents the full set of results for the regressions of Groups 2 and 

3. It should again be noted that regression models were only used to determine the 

standardised coefficients rather than to obtain a model that predicts ratings, or to 

determine if the ‘ideal’ model should be linear or logarithmic.  

 

Table 5.4 - Ranking of variables using standardised coefficients (Groups 2 and 3) 

 Group 2 Group 3 

Rank Independent variable Std.Coeff. 

(|Abs|) 

Independent variable Std.Coeff. 

(|Abs|) 

1 Prop. of friends (Prs. Ntwk) .219 Prop. of friends (Prs. Ntwk) .073 

2 Q’s number of characters .206 Question’s link .066 

3 Question’s link .130 Question’s explanation .057 

4 Author’s gender .116 Q’s number of characters .047 

5 Author's distinct badges .115 Author's distinct badges .044 

6 Total number of ratings .106 Author’s nationality .039 

7 Question’s Reference .078   

8 Q’s number of alternatives .067   

9 Question’s explanation .051   

10 Author’s nationality .049   

 

As can be observed in the table above, in Group 2 the variable that had the most significant 

impact was the proportion of ‘friends’ who had rated the question (i.e. personal networks), 
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which is a conformity-based bias. This was followed by two content-related variables: a 

question’s number of characters and the presence of a link. Thereafter, two prestige-based 

variables followed: author’s gender (real-life prestige) and author’s distinct badges 

(online-gained prestige). It should be noted that in the previous chapter, content-based 

biases appeared to have the strongest impact on Group 2, given that the impact of 

friendships had not been introduced. However, the above-shown ranking confirms the 

findings from the qualitative input of participants: personal biases had the strongest 

impact. Thus, it can be established that the order of biases for Group 2 was: conformity, 

followed by content, and lastly prestige.  

 

Moreover, in Group 3 the variable with the most impact was also the proportion of friends 

(i.e. personal networks), followed by three content-biases, and lastly two prestige-based 

biases. It should be said that the ranking in Group 3 is shorter than that of Group 2 because 

many variables were not significant, despite the threshold of this group being of p<.10. 

The reason for this is that, as seen in the histogram of ratings aggregated at the question 

level (see Figure 5.5), the disproportionate use of the ‘like’ button resulted in many 

questions having an average rating of 5, therefore skewing the histogram to the right and 

affecting the normality of the ratings. 

 

To sum up, the effects of biases in Groups 2 and 3 were very similar. There are two 

important points that should be highlighted. First, the proportion of friends that rated a 

question is the variable with the biggest impact on ratings in both groups. This was also 

reflected in the comments made by participants, for instance: “I feel that the ratings are 

more of a reflection of the number of friends you have on the course” (Quest-G2, 

camu282). For this reason, the following section focuses on getting a deeper 

understanding of the effect of rating scales on personal networks. Second, regarding the 

ranking of group-biases, both cohorts followed the same order: conformity followed by 

content, and then prestige. Regarding nationality (considered real-life prestige), it is worth 

mentioning that, in both cohorts, students from the UK received the highest average 

ratings. 

 

Exploring the effect of the rating scales on personal networks 

The previous sections showed that in Groups 2 and 3 the variable that had the strongest 

effect on ratings was the proportion of friends who rated the question; that is, the author’s 
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personal network. However, it is unclear the effect that the rating scale had on ratings 

performed between ‘friends’. It should be noted that the focus of this chapter is not on 

friendships per se, but to investigate the effect that rating scales had on this variable. 

 

In order to make a comparison, both cohorts were contrasted using a three-way chi-square 

test. To do this, both sets of ratings were compared in binary form, i.e. the Group 2 

rankings were converted into a dichotomous representation, as shown in Figure 5.4; 

namely [0, 1, 2] = dislike (0), and [3, 4, 5] = like (5). To give an overview of the 

contrasting ratings given to ‘friends’ versus ‘non-friends’, the mean rating of Group 2 

was of M=2.94 (SE=.006); the average rating among friends was of 3.61, while among 

non-friends was of 2.88. Likewise, Group 3 had a mean of M=4.69 (SE=.010); the 

average rating among friends was of 4.89, and among non-friends was of 4.66. 

 

Moreover, as can be observed in Figure 5.8, in neither cohort did it matter much if the 

‘author’ and ‘rater’ were friends or not, in order to get a ‘like’. However, being ‘friends’ 

did matter for ‘dislikes’, as only non-friends seemed to get them. This trend was more 

evident for students using the dichotomous scale in Group 3. The effect of ‘dislike’, per 

group, on the ratings of friends and non-friends was significant at X2(1, N=8,430) = 20.48, 

p < .001. Likewise, the effect of ‘like’, per group, on the ratings of friends and non-friends 

was significant at X2(1, N=31,747) = 200.68, p < .001. The complete set of chi-square 

tests can be found in Appendix 5.2. 

 

 

Figure 5.8 - Three-way chi-square of the effect of rating scale on ratings among ‘friends’ and 

‘non-friends’ 
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The tendency for participants using the dichotomous scale to avoid disliking questions 

from their real-life personal networks was further confirmed by the qualitative data from 

questionnaires and focus groups. Specifically, during one of the focus groups, students 

gave a very detailed description of how the rating scale had affected their ratings – in 

particular those regarding their ‘friends’ (FG3-G3): 

 

- Researcher: But why was it important to rate your friends good if it didn't affected their 

grade? 

- myve209: "I think that criticizing your friends is a lot more difficult than criticizing 

strangers"  

- anse680: "Yeah, it's like a public space, as well. So you can see who's written what 

comments about who, and that kind of thing. Like, it does have a weird social impact 

[laughs].  

- nehe986: "Maybe the like/dislike was quite strong as well. It would have been better if 

there was like a number system or something, ‘cause just it came across as a bit strong"  

- Researcher (follow-up): So what would you suggest? 

- Discussion (all): "a number scale, like 1 to 10", "yeah 1 to 10", "or even 1 to 5", "or 

smiley faces or something" [laughs] 

- Researcher (follow-up): So, if it had been a 1 to 10 scale, instead of a like/dislike, would 

you still have rated your friends' questions higher or just like the rest? 

- nehe986: "If it wasn't that good I'd probably not given them a 10, perhaps an 8 or 

something"  

- anse680: "Yeah, even giving them just an 8 instead of a 10 it already says something 

about the question"  

 

Therefore, both the quantitative and qualitative elements of the research strongly suggest 

that PeerWise users from Groups 2 and 3 felt pressured to rate their friends higher, but 

this was heavily accentuated by the use of a dichotomous scale. 

 

5.3.3 Attitude to the two rating scales and their impact on the website’s perception 

This section discusses users’ attitudes towards the rating scale, both in Group 2 and Group 

3, and then evaluates the impact this might have on overall attitudes towards the website.  
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Attitude towards each rating scale: likert versus dichotomous 

In the YouTube case presented at the start of the chapter, it was described how the 

company decided to change their 1-to-5 likert scale to a dichotomous one because users 

would mostly rate using extreme values (i.e. 1 or 5). Therefore, it was expected that, if a 

similar situation happened in Groups 1 and 2, participants in Group 3 might find the 

dichotomous scale more enjoyable. However, in the first two cohorts, students tended to 

rate mostly with the central values. What is more, in Group 2 – which was set up 

identically to Group 3 except for the rating scale – the most commonly given rating value 

was 3 (Good). Hence, it was somehow expected that users from the third group might not 

enjoy having only two options to rate their peers. Figure 5.9 shows how students from 

Groups 2 and 3 (N=186 and N=206, respectively) perceived the helpfulness of each of the 

rating scales. As can be seen, the majority of users from Group 2 considered the likert 

scale to be either helpful or very helpful (75.3%). In contrast, this percentage dropped to 

55.8% for those users who had to rate using the dichotomous scale. 

 

 

 

Figure 5.9 - Attitude towards the rating scale, Groups 2 and 3 

 

Furthermore, on the questionnaires of both groups, students were asked if they would: 1) 

keep using the same rating scale, 2) give more options, or 3) give fewer options. 

Responses are shown in Table 5.5, together with one quote corresponding to each of the 

previous scenarios: 
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Table 5.5 - Question regarding keeping or changing the rating scale, Groups 2 and 3 

Group 2: Likert scale  (N=186) Group 3: Dichotomous scale (N=206) 

Percentage Quotes from users [sic.] Percentage Quotes from users [sic.] 

Keep it as 

it is 

 

55.9% 

“Feedback from excellent 

to very poor gives a good 

indication to the author of 

how much to improve in 

future” [sic.] (Quest-G2, 

onta342). 

Keep it as 

it is 

 

24.8% 

“ranking in 2 parts it's better 

so people will decide between 

helpful or not, rather than go 

neutral” [sic.] (Quest-G3, 

iaba659). 

 

Give more 

options 

(i.e. 1-10) 

 

32.8% 

“Easier to decide what a 

question is worth in a 

scale of 1-10” [sic.] 

(Quest-G2, iapo175). 

Give more 

options 

(i.e. 1-5) 

 

67.5% 

“The vast differences in 

quality of questions perhaps 

merits more than a binary 

choice. I would be in favour 

of the 1 to 5 scale” [sic.] 

(Quest-G3, eyfi118).  

Give less 

options 

(i.e. L/D) 

 

11.3% 

“There are too many 

options now. Sometimes 

others rate my questions 

as good but I don't know 

they like my question or 

not” [sic.] (Quest-G2, 

enli050) 

Give less 

options 

(i.e. Like) 

 

7.8% 

“Keeping it simple and 

prevent students hit the 

'dislike' just because they got 

the wrong answer” [sic.] 

(Quest-G3, king186). 

 

The amount of students that would have kept the rating scale unchanged dropped by 

31.1% from the second to the third cohort, while there was a proportional increase 

(34.7%) in the number of pupils that would have given more options for rating. Hence, 

this suggests that the majority of users in Group 3 found that the dichotomous scale was 

somehow restrictive. However, it is interesting to note that in both cohorts about 10% of 

participants voted for having shorter scales. In the case of Group 3, this would have meant 

only using a ‘like’ button, as most SNSs do. 

 

Perceived ‘fairness’ of ratings with each scale 

Participants in both cohorts were also asked to evaluate the fairness of the ratings they 

received, from mostly unfairly to mostly fairly. Ironically, although the majority of 

students from Group 3 felt that the dichotomous scale was not helpful, they also perceived 

that their questions had received fairer ratings than students from Group 2. As can be seen 

in Figure 5.10, 57.5% of students from Group 2 considered that their questions had been 

evaluated sometimes or mostly fairly, in contrast with 78.6% of students in Group 3. 
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Figure 5.10 – Perception of fairness of given ratings, Groups 2 and 3 

 

Overall attitude towards the website 

Moreover, students in both cohorts were asked about their overall perception about 

PeerWise, and the results were almost identical, with Group 2 having a mean of M=4.06 

and Group 3 of M=4.02, in addition to very similar distributions (see Figure 5.11): 

 

 

Figure 5.11 – Overall attitude towards PeerWise, Groups 2 and 3 

 

Attitude towards the rating scales and the website: is there a correlation? 

Finally, Spearman’s rho correlation was calculated together with an ordinal regression, 

in order to test the relationship between the attitude towards the rating scale and its impact 

on that of the website. 

 

Regarding Group 2, the correlation coefficient was of .374, showing a mild correlation 

between the attitude towards the likert scale and that of the website. As evidenced by the 

Cox and Snell pseudo-R2 value of .215, p<.001, just over a fifth of the variation in 

attitudes towards PeerWise were accounted for by attitudes towards the rating scale. 

Similarly, in Group 3 the correlation coefficient was of .329, and Cox and Snell pseudo-

R2 value was of .214, p<.001, explaining almost the same percentage of the variation in 

attitudes towards the website. A full set of tests can be found in Appendix 5.3. Therefore, 
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the statistical tests of both cohorts show that there was a moderate correlation between 

the attitudes towards the rating scale and the website, although this was slightly stronger 

for Group 3. 

 

5.4 SUMMARY OF FINDINGS 

 

This chapter has aimed to compare social media sites with different degrees of self-

disclosure. In order to achieve this, two of the most characteristic rating scales used in 

CCs and SNSs were compared: likert and dichotomous. Students from Group 2 were 

allowed to rate multiple choice questions with a 0-to-5 likert scale, whereas those in 

Group 3 could rate using only ‘like’ and ‘dislike’.  

 

The second research question encompassed three objectives. The first one to be addressed 

(OB-5) involved the comparison of two rating scales, likert and dichotomous, to 

investigate if – and how – different scales would affect the transmission of UGC. Three 

comparisons between these two scales were performed: with their original values, 

aggregating ratings to the question level, and converting the likert scale into the 

dichotomous. All of the comparisons showed that there was a significant difference 

between the two sets of ratings. Specifically, when comparing the 20 identical questions 

between groups, it was found that the ratings given were significantly different. What is 

more, about half of these questions obtained an average rating of five (i.e. pure ‘likes’), 

which was considered unusual given that students were asked to be critical, and these 

questions had been posted by the ‘Admin’ which had been evaluated below 3 (Good) on 

average in the previous two cohorts. Hence, it appeared as if students had been presented 

with completely different content. Therefore, using concepts from Prospect Theory 

(Tversky & Kahneman 1981), the users from the two quasi-experimental conditions 

seemed to have experienced two different decision-problems and therefore adopted 

distinct frames which lead to different choices.  

 

Moreover, a second finding was that people who used the dichotomous scale 

disproportionately gave ‘likes’ while avoiding the ‘dislike’ button, and this was 

aggravated when ratings were among ‘friends’ (i.e. personal networks). A plausible 

explanation is that individuals tend to link their self-esteem to those from their ingroup, 
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therefore benefitting them in a number of ways (Tajfel & Turner 1979; Turner & 

Reynolds 2012).  Further, a third discovery was that, despite having authored the same 

number of questions per student, those who were required to use the dichotomous scale 

answered fewer questions, and provided fewer ratings and comments per student. Hence, 

in terms of the VSR mechanisms (e.g. Campbell 1960; Weick 1969; Aldrich & Ruef 

2006; Mesoudi 2011) it can be argued that it was not only selection which was affected, 

but also variation. All of these findings will be discussed further in Chapter 8. 

 

The second objective to be tackled, OB-7, was to evaluate the three groups of biases and 

to determine which had the greatest effect on ratings, with a particular focus on 

conformity. Both cohorts presented a very similar ranking of variables with the most 

influential group being conformity, followed by content and then prestige. Further, the 

effect of rating scales was tested on personal networks, and both qualitative and 

quantitative evidence strongly suggest that participants from both cohorts felt pressured 

to rate their friends higher, but this was heavily accentuated by the use of a dichotomous 

scale. 

 

The final objective (OB-6) was to test if users’ attitudes towards the rating scale had an 

impact on their attitude towards the overall website. Results showed that there was a 

positive and significant correlation between attitudes towards both rating scales and 

PeerWise. Moreover, there were two relevant emerging findings. First, it was discovered 

that online users who used the likert scale found it substantially more useful than those 

who used the dichotomous one. In addition, almost 70% of the students who used the 

latter and responded to the questionnaire declared that they would have liked to be given 

more granular options to rate their peers’ questions. Second, and in contradiction with the 

first emerging finding, although participants who used the dichotomous rating schema 

found it less useful, they also perceived that they had been evaluated in a fairer way than 

students assigned to the likert scale. Hence, paradoxically, PeerWise users from the third 

cohort felt discomfited by only having two options to rate questions, yet because this 

generated ‘likes’, in turn, students felt a sense of fairness towards evaluations of their 

questions. 
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CHAPTER 6: THE EFFECT OF PERSONAL NETWORKS ON 

CHOICES 

 

In recent years, there has been an increase in social media sites highlighting to their users 

what others in the network are doing, wearing, buying, and so forth. Further, with the creation 

of ‘smart lists’ and ‘circles’ from the SNSs of Facebook and Google+ respectively, it has 

been possible to make users more aware of what their ‘friends’ are reading, buying, liking, 

and watching, among others. This raises the question: to what extent are users being affected 

by their friends and other users? Probably this is a difficult question even for the top SNSs 

because, although they can analyse millions of online interactions, it is tough to determine 

why a user has liked a specific UGC: because they actually liked it or because they became 

aware that most of their friends did? In addition, the extent to which users are aware of the 

influence of their personal network on their choices is open to question. 

 

As explained further in Chapter 2, there is a need for more studies to investigate conformity 

(Richerson & Boyd 2005), especially in online environments, as most studies that deal with 

social media and ratings do not take into account the effect that other users have on the 

choices of individuals (e.g. Riedl et al. 2010; Wu et al. 2011; Wilkinson & Thelwall 2012; 

Riedl et al. 2013; Liu & Park 2015; Park & Nicolau 2015). Moreover, the way in which 

conformity has been studied to date has mostly been based on the assumption that all 

members of a group know each other (e.g. Henrich & Boyd 1998; Henrich 2004; Richerson 

& Boyd 2005; Perreault et al. 2012). However, although this may be true for some 

communities, it is far from the reality of online environments. With almost half of the world’s 

population online, it is not possible that all users know one another. This thesis emphasises 

the need to distinguish between the whole and personal networks, based on the concept of 

outgroup and ingroup (Tajfel & Turner 1979). In addition, it proposes a further differentiation 

within personal networks based on the strength of ties (e.g. Granovetter 1973; 1983).  

 

The fact that online users can differentiate among those that are known to them in real-life 

might be beneficial given that people evolved by foregoing the costs of individual learning 
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and by relying on others through teaching and imitation (Mesoudi 2011). Hence, by requiring 

users to sign-in with their real identities, websites allow them to quickly detect those whom 

they already trust. Conversely, this also allows websites and companies to exploit peoples’ 

personal networks. As mentioned in Chapter 2, some examples of sites that have integrated 

with SNSs are Quora, TripAdvisor, Netflix, Spotify, Instagram, and Amazon, among others. 

Thus, CCs that allowed anonymity are now strongly encouraging users to disclose to their 

networks what they are watching, listening to, and buying. Arguably, the constant presence 

of others might have an impact on people’s identity and, consequently, on the way they access 

information and make choices. 

 

This chapter aims to determine if the presence of users’ real-life personal networks (i.e. 

ingroups) has an effect in the way users perceive (i.e. access and rate) UGC. Further, this 

chapter investigates whether there is a difference in how people conform, depending on the 

strength of their relationships with other users. To achieve this, the ratings given between 

different levels of relationships were compared. It should be highlighted that, unlike the two 

previous chapters, some of the methods used in this one are rather exploratory. Therefore, in 

some cases, the researcher explores different ways to arrive at a solution and then presents 

the one considered to be most adequate, discussing the advantages, disadvantages, and 

implications of these methods.  

 

6.1 THIRD RESEARCH QUESTION AND OBJECTIVES 

 

This chapter addresses the third research question of the thesis: How are the choices of users 

affected by the online presence of their personal networks? 

 

To address this research question, the chapter has focused on tackling objectives 8, 9, and 

10, outlined below. Further, Figure 6.1 shows how these objectives fit with the conceptual 

model of the thesis.  

 

 OB-8: To determine if – and how – users’ real-life ingroups and outgroups affect 

their choices, and thus the transmission of UGC. 
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 OB-9: To make a further differentiation of ingroups using the strength of ties, and 

evaluate if these have any effect on choices. Further, to assess if online interactions 

can predict real-life relationships. 

 OB-10: To understand: 1) the effect that online interactions might have on 

relationships and vice-versa, and 2) the extent to which online users are aware of the 

impact that others have on their choices. 

 

 

Figure 6.1 - Objectives of the third research question and link with the conceptual model 

 

6.2 METHOD 

 

6.2.1 Participants 

As in the previous chapter, the present one includes participants from Groups 2 and 3. That 

is, it comprises a total of 678 third-year undergraduate students, 351 females and 327 males. 

Group 2 has 369 students, 330 based in the UK and 39 in China; while Group 3 has 309 

pupils, 278 based in the UK and 31 in China. In addition, the ratings of Group 1 are also used 

in the analysis. Given that the first cohort lacked of declared friendships, the ratings among 

online ‘followers’ are used to predict personal networks. Group 1 involved 295 users, 267 

based in the UK and 28 in China. 

 

6.2.2 Quasi-experimental set-up and data collection 

The quasi-experimental set-up was the same as described in Chapter 5. In both Group 2 and 

3 participants were all signed-up with their real identities. Further, both cohorts were asked 
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to complete a survey that included, among other questions, to indicate at least three 

classmates they personally knew, from either within or outside the class. Finally, three focus 

groups were conducted per group. 

 

6.2.3 Procedure 

The procedure for data analysis and description of the variables is as follows: 

 

A. Determining if participants conformed differently to their personal networks (Figure 

6.1, OB-8) 

It can be complicated to ask people how close they think they are to other members of their 

social group. Therefore, it is common for SNA to ask questions such as ‘how often do you 

see this person?’ or ‘to whom do you go when you need advice?’ (Jackson 2008). Therefore, 

to classify the ties among participants, these were asked during the questionnaire to name at 

least three people from their class whom they personally knew, and then to indicate how 

often they saw each other, by selecting one of the following options: 

 

 Frequently: Classmates that you regularly see outside your class, at least once a week; 

and if you use social media, they are within your social network. 

 Occasionally: Classmates that you sporadically see outside your class, but you have 

met them outside the classroom at least once in the last year and/or you know updates 

from their lives through social media. 

 Only in class: Classmates you only know from your class, but you have never seen 

them outside the class and you do not have them in social media. 

 N/A: If you prefer not to say, simply choose “N/A” 

 

Participants who saw each other frequently were considered to have strong ties, and they can 

be described as close friends. Moreover, those who saw each other at least once in the last 

year or have one another in a SNS (e.g. Facebook), can be thought to have intermediate ties 

and can be defined as casual friends. Further, those students who only met in class and were 

not friends in any SNSs could be regarded as having weak ties, and they can be considered 

acquaintances. In addition, if marked with ‘N/A’, participants were still considered ‘friends’, 
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but no strength was assigned to their relationship. Finally, if there was no declared connection 

between pupils, these were considered to have absent ties. 

 

It should be noted that it is not common for SNA surveys to determine the strength of ties 

based on people having one another in a SNS. However, this element was included in the 

classification of relationships because students are third-year undergraduates, i.e. they are 

millennials in their early twenties and therefore having someone as a ‘Facebook friend’ and 

getting regular updates on each other lives can be quite meaningful. 

 

B. Exploring different methods within social network analysis (Figure 6.1, OB-8) 

The manner in which SNA is performed starts with a simple analysis, which then increases 

in complexity. First, the analysis begins by comparing the average ratings among non-friends 

(i.e. absent ties) and friends (i.e. personal networks), building up from the three-way chi-

square from the previous chapter (see Figure 5.8). Second, the strengths of ties are included, 

so the average ratings among strong, intermediate, weak, and absent ties are compared. Third, 

making use of the connections declared by participants, a clustering analysis is performed 

with the use of the software Gephi. Clustering helps to unravel not only the dynamics 

between two users but among groups of people. Hence, this analysis reveals if relationships 

affect ratings at the group level. Fourth, geodesic distances (i.e. degrees of separation) are 

obtained for all users included in the network of friendships. Geodesic distances are similar 

to clusters but, unlike them, they do not allocate people in one group or the other, but merely 

count the number of paths between any two individuals within a network. Fifth and final, a 

multilevel model (MM) is obtained. However, although preliminary results are significant, 

the model is not pursued further because a more complex MM type is required to gain higher 

accuracy.  

 

It should be noted that clustering, geodesics and MM were firstly applied only to students 

from Group 2, and only the ‘best’ of these methods – geodesics – was then applied to Groups 

1 and 3. Namely, the precise methods and terminology that were used are as follows: 
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 Networks and strength of ties 

As explained in Chapter 3, networks have been defined as “a set of actors connected by a set 

of ties” (Borgatti & Foster 2003, p.992). For this research, the actors, or nodes, are online 

users. Further, ties connect pairs of actors and can be directed (e.g. Twitter followers, which 

do not need to be reciprocal) or undirected (e.g. Facebook friends, where the friendship needs 

to be mutual), and dichotomous (e.g. present or absent, as with Twitter follower) or valued 

(e.g. measured regarding the strength of friendship, as in Facebook’s smart lists) (Borgatti & 

Foster 2003). In the case of this research, the data that was collected through the survey 

involved directed, valued connections. Nevertheless, for the analysis, ties were assumed to 

be undirected. That is, if a student A declared that she saw student B frequently, it was 

assumed that B would also see A frequently unless specified differently by student B. 

Moreover, once undirected ties were obtained, the analysis was as follows. First, the rating-

averages of friends (i.e. undirected, dichotomous ties) and non-friends (i.e. absent ties) were 

compared. Second, the rating-averages among different valued ties were contrasted. Hence, 

rating-averages were compared between: absent (non-friends), weak (acquaintances), 

intermediate (casual friends), and strong ties (close friends). This comparison was performed 

with the use of histograms and with an ANOVA test.  

 

 Clustering  

Cluster analysis regards the study of group structure in multivariate data (Dean 2016). For 

this research, clusters were created using the software Gephi (Bastian et al. 2009). The goal 

of cluster analysis is to group multivariate data and, unlike classification, it is used when 

there is no a priori group information (Dean 2016). Namely, data is meant to be unsorted and 

the aim is to investigate whether there are any groups in the data and, if so, how many and 

what they look like. Hence, there is no ‘right’ number of clusters (Dean 2016). In order to 

detect groups, Gephi (2017) uses the Louvain method, which is a type of hierarchical 

clustering that aims to detect communities within a network (Blondel et al. 2008). In order 

to perform the clustering, all nodes (i.e. students) and links (i.e. undirected friendships) were 

put into Gephi. This software produced several SNA metrics, but only two are presented in 

this analysis. 1) The node’s total degree, which “is the number of links [i.e. total undirected 

friendships] that involve that node” (Jackson 2008, p.29), and 2) the community-detection 
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algorithm, which was randomised in order to obtain different combination of clusters. 

Afterwards, the average ratings were aggregated at the group level, using the different cluster 

combinations. Further, the ratings nested into clusters were used to ‘summarise’ (in a 

quantitative way, with the use of a table) the overall ratings among different groups. Finally, 

a few demographics were included to explain the interactions between clusters further. It 

should be noted that, in a further step, these same ratings nested into clusters were used to 

explore a basic multilevel model that was used to determine, statistically, if in future analyses 

it would be significant to keep analysing the data nested into clusters.  

 

 Geodesic distances 

Geodesics have been defined as the shortest paths between two nodes (Jackson 2008). These 

distances were obtained because, although the clustering analysis provided significant 

benefits, it has the shortcoming of allocating users in only one group. That is, if a given 

person (A) is directly connected with two individuals belonging to different groups, A will 

be ‘allocated’ with either of them. Conversely, with geodesic distances, there will be the same 

distance (e.g. 1) from A to each of the other individuals. Geodesics were considered to be 

undirected, assuming there is the same distance from A to B than from B to A. Moreover, a 

starting distance of ‘1’ was given to strong and intermediate ties (close and casual friends), 

whereas initial distances of ‘2’ were given to weak ties and N/As (acquaintances and not 

defined relationships). This was done to take into account the strength of ties. Once geodesics 

were obtained, by making use of all the declared friendships and MATLAB, the rating 

averages were aggregated within the different distances to compare if, on average, the 

degrees of separation among participants affected the ratings. It should be mentioned that 

some students had ‘infinite distance’ among them, meaning that no path could connect them. 

This happened with certain individuals that did not declare any friendships and no one 

mentioned them as friends, or when a group of students were only friends among themselves 

and were not connected to the rest of the network (i.e. to the ‘giant component’). Hence, 

infinite distances were not considered in the analysis. Finally, it should be highlighted that 

geodesic distances were also used to ‘predict’ the effect of relationships with the data from 

Group 1. This was done by following the same procedure described above but, instead of 

using the declared friendships from the surveys conducted in Groups 2 and 3, the 
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relationships were inferred by using PeerWise’s ‘follow function’ which allowed users to 

follow other authors (see Appendix 3.1). 

 

 Multilevel modelling  

The last used method was MM. This method can be used to analyse clustered or grouped data 

(Buxton 2008). A basic MM was conducted to investigate if there was enough statistical 

evidence suggesting that data was indeed clustered into groups (Stride 2016). This analysis 

was performed by aggregating the ratings within the clusters obtained with Gephi. The data 

was put into SPSS, and the Interclass Correlation Coefficient (ICC-1) was obtained to assess 

the extent to which the total variance could be attributed to between-group differences (Field 

2013; Stride 2016). 

 

C. Comparing real-life friendships with online followers (Figure 6.1, OB-9) 

As mentioned, geodesic distances were first used for Groups 2 and 3 by making use of the 

declared friendships collected in the questionnaires. However, as there were no surveys in 

Group 1, personal networks were inferred by making use of PeerWise’s ‘follow function’. In 

order to make these predictions more accurate, not all ‘followers’ were assumed to be friends. 

Instead, the following procedure was used to infer undirected friendships among any two 

users of PeerWise: 

1. At least one participant should be following the other (e.g. undirected). 

2. Also, both participants should have either the same location or the same nationality29. 

This condition assures that students at least know each other from class; meaning that, 

as a minimum, they have weak ties and therefore are acquaintances.  

 There were very few cases in which ‘followers’ were from different locations 

and nationalities. However, even though there was a possibility that they were 

friends due to exchange programs, these ‘followers’ were not considered to 

predict friendships because there was also a chance that they were ‘following’ 

each other either randomly or due to the content of their questions. 

                                                 
29 Different location but same nationalities were allowed because some Chinese students, as part of their 

programme, had to take to take some modules in Sheffield and some in Shanghai. This meant that they had at 

some point taken classes together in either of the locations. Indeed, all of the students that were following each 

other but were not in the same location had Chinese nationality.  
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D. Understanding the extent to which online users are aware of the impact that others 

have on their choices (Figure 4.1, OB-10) 

In order to understand the extent to which students were aware of the impact that their 

personal networks had on their choices, data from the questionnaire and focus groups were 

used. Hence, this section presents histograms and quotes from students.  

 

6.3 RESULTS 

 

As with the previous two chapters, the structure of the present results section is built around 

the outlined objectives. First, conformity to personal networks is tested through the statistical 

comparison of the outgroup (i.e. absent ties) versus the ingroup (i.e. personal network); and 

further by introducing and analysing the effect of the strength of ties: strong, intermediate, 

weak, and absent. Second, personal networks are studied in-depth through the use of SNA 

and community detection algorithms. This section explores and compares different methods: 

clustering analysis, geodesic distances, and multilevel modelling. Third, after comparing 

these methods, the most adequate (i.e. geodesics) is used to compare declared friendships 

with PeerWise’s ‘followers’. Hence, followers are first compared with friendships for Groups 

2 and 3, to detect if they are somehow similar. Thereafter, once followers proved to be an 

accurate predictor of real-life friendships, the ‘follow function’ is used for the data of Group 

1, in an attempt to understand if friendships had any effect on ratings when pupils were 

signed-in anonymously. Finally, the last section seeks to explain the extent to which users 

are aware of the effect that their personal networks have on them. 

 

 

6.3.1 Conformity to Personal Networks 

 

Summary of the collected data for mapping the friendship networks of Groups 2 and 3 

Table 6.1 presents the number of declared friendships in Groups 2 and 3. As can be 

appreciated, the questionnaires from Group 3 helped to map a more comprehensive network 

– including 99.4% of students – than in Group 2, where only 84.3% of students were 

comprised. Further, it should be noted that only ratings among students are being considered, 
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i.e. questions authored by the “Admin” have been taken out of the analysis. The reasons for 

this are, firstly, that questions posted by the module’s teaching team had already been 

analysed separately because they involved some sort of ‘real-life prestige’. Secondly, the 

staff of the module could not have been a ‘friend’, as they did not have personal relationships 

with the students.  

 

Table 6.1 - Declared personal networks of Groups 2 and 3 

Declared friendships Group 2 Group 3 

Students active in PeerWise [‘nodes’] 369 309 

Directed (declared) friendships [‘links’] 756 1,270 

Bidirectional friendships (duplicated) 192 (96 pairs) 456 (228 pairs) 

Undirected friendships (non-duplicated) 1,416 2,312 

Percentage of the class comprised in the 

friendship’s network 
311 students = 84.3% 307 students = 99.4% 

Total number of ratings between students 25,491 (100%) 14,686 (100%) 

        Ratings btwn non-friends 30      23,443 (91.97%)      12,723 (86.63%) 

        Ratings btwn friends (personal network)      2,048 (8.03%)      1,963 (13.37%) 

Average rating between all students 2.94 4.69 

       Ave. rating btwn non-friends (absent ties)      2.88      4.66 

       Ave. rating btwn friends (personal network)      3.61      4.89 

 

 

Conformity towards personal networks 

When comparing conformity between absent ties and personal networks, two points should 

be highlighted regarding the table above. First, in both cohorts, the number of ratings among 

‘non-friends’ (i.e. absent ties) were greater than the number of ratings among ‘friends’ (i.e. 

personal networks). Second, also in both groups, the average ratings given between ‘friends’ 

were higher than for ‘non-friends’. These findings suggest that pupils were mostly accessing 

                                                 
30 It should be reminded that ‘non-friends’ comprise absent ties, whereas ‘friends’ (i.e. personal networks) 

encompass strong, intermediate, and weak ties; plus ‘N/A’ (non-specified friendships, see Section 6.2.3). The 

following section makes a further breakdown of the strength of ties. 
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content that was not created by their ‘friends’. However, when they did come across content 

authored by someone within their personal network, they would rate it higher. 

 

Quantitatively, the difference between the ratings given to outgroups in comparison to those 

from within pupils’ ingroups was very significant. In the case of Group 2, which used a likert 

scale to rate questions, the mean rating among friends (M=3.61, SE=.020) was significantly 

higher than that between non-friends (M=2.88, SE=.006). The mean difference (Δ= -.733) 

was very significant at t(2394.5)= -35.75, p<.001. Likewise, in Group 3 – where the 

dichotomous rating scale was used – friends were rated with an average of 4.89, while non-

friends received 4.66. The difference in rating averages (Δ= -.223) was concluded to be 

significant, with the use of an independent-samples Mann-Whitney non-parametric test: U = 

13,044,465, z = 7.65, p < .001. 

 

Moreover, there was also qualitative evidence in questionnaires and focus groups that 

showed that the closeness to other participants influenced ratings, as well as other online 

interactions such as comments. For instance: 

 

“I found that my friends would generally rate the question highly even if it was a poor 

question, and the people I didn't know would rate the question harshly. However I 

think everyone found this to be the same, and I guess it is the natural thing for people 

to do” (sic., Quest-G2, cyfr444).  

 

Likewise:  

 

“if you saw a username and it was one of your friends’, you'd think about what you'd 

say more carefully. Whereas if it was someone you didn't know, it was kind of them 

being anonymous almost, so you might as well just say what you thought of it” (FG3-

G3, anse680).  
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Personal networks and the strength of ties 

As was shown, both with qualitative and quantitative evidence, students tend to favour their 

personal networks at the moment of rating questions within PeerWise. Also, as previously 

outlined, the theory of strength of ties proposes that different ‘levels of friendship’ translate 

to different dynamics among individuals (e.g. Granovetter 1973; 1983). Hence, it is worth 

going a step further and investigate if different levels of relationships affect conformity, by 

making a further differentiation among personal networks with the strength of ties. Table 6.2 

presents a summary of the collected data, regarding the strength of ties, for Groups 2 and 3: 

 

Table 6.2 – Declared strengths of ties for Groups 2 and 3 

 Group 2 Group 3 

Directed (declared) friendships [‘links’] 756 1,270  

Strong:     281     335 

Intermediate:     229     364 

Weak:     174     374 

N/A:     72     224 

Undirected friendships (non-duplicated) 1,416  2,312  

Strong:     498     561 

Intermediate:     436     659 

Weak:     342     654 

N/A:     140     438 

 

Then, the strength of the relationship between ‘author’ and ‘rater’ was obtained for every 

rating done in PeerWise, using the undirected friendships shown in the table above. Table 

6.3 shows the aggregated average ratings per strength of tie: 

 

Table 6.3 – Ratings per strength of tie: count, percentage, and average 

Friendships Group 2 Group 3 

 No. of  

ratings 

Perc. Ave. 

rating 

No. of 

ratings 

Perc. Ave. 

rating 

All ratings among students 25,491 100% 2.94 14,686 100% 4.69 

Non-friends (i.e. Absent ties) 23,929 94% 2.88 13,034 89% 4.66 

Friends (personal networks) 2,048 8% 3.61 1,963 13% 4.89 

Strong ties 1,177 5% 3.73 1,014 7% 4.94 

Intermediate ties 561 2% 3.59 579 4% 4.83 

Weak ties 264 1% 3.32 300 2% 4.83 

N/A 46 0% 2.63 70 0% 4.79 
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The most remarkable findings are, first, that although Table 6.2 shows almost the same 

number of declared friendships per strength of ties, Table 6.3 shows that the number of 

ratings was proportional to the strength of the relationship between users. That is, in both 

cohorts there were more ratings between strong ties, followed by intermediate, weak, and 

N/A’s. This finding suggests that students were more aware – and thus more likely to access 

– the questions posted by their close friends, as opposed to those authored by their 

acquaintances. However, if ratings between absent ties are considered, these were by far the 

highest percentage in both groups; indicating that students were in no way only tackling and 

rating questions posted by their personal networks.  

 

Second and most importantly, for both cohorts, the stronger the tie, the higher the rating. This 

finding can be observed both in Table 6.3, above, and Figure 6.2 shown below. Also, for both 

Group 2 and 3, the strength of ties turned out to be very significant. In Group 2, the ANOVA 

of the average values for the strength of ties gave the following results: F(3) = 485.36, p<.001, 

and an estimated R2 value of 5.4%. Likewise, for Group 3 the test showed F(3) = 20.95, with 

an R2 value of 0.4%. However, it should not be forgotten that the results between the ties of 

Group 3 are not as easily differentiated as those from Group 2 – both visually and statistically 

– because of the dichotomous rating scale. Note that the complete set of results can be found 

in Appendix 6.1 

 

 

Figure 6.2 – Histograms of average rating per tie strength, for Groups 2 and 3 
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6.3.2 Personal Networks: Exploring Communities  

The previous tables and figures already demonstrate that there was a significant difference 

between the ratings of ‘friends’ and ‘non-friends’, and also between the strengths of ties. 

However, Table 6.1 and Table 6.3 also show that the percentage of ratings between declared 

‘friends’ was rather small in comparison to the totality of ratings. Moreover, the R2 values 

shown above reflect that the strength of the ties can explain little of the variation in ratings. 

As mentioned, this could mean that pupils were not aware of their friends’ questions – 

although they would rate them higher when encountered –, or perhaps it can be attributed to 

the shortness of the rating scales, especially in Group 3. However, another reason could be 

the lack of data. For instance, the response rate of the questionnaire was 50% in Group 2 and 

60% in Group 3, meaning that not all students declared friendships. Further, students were 

asked to name at least three ‘friends’ within the class, but it is likely that they had more. 

Consequently, the declared friendships are thought to be fewer than in real-life. For this and 

other reasons, it was decided to detect groups or communities within the network through the 

use of SNA.  

 

It should be noted again that communities were first obtained only for Group 2 using a range 

of methods, such as clustering, geodesics, and multilevel modelling. Afterwards, when the 

‘best’ method was selected (i.e. geodesics), this was applied to the declared friendships of 

Group 3 and was then used to predict relationships in Group 1. The reasons for using the data 

from Group 2 as a basis were, firstly, that it was available one year before that of Group 3. 

Secondly, the Group 2 had a broader rating scale which made small differences more 

noticeable. And thirdly, the second cohort had fewer declared friendships than Group 3 – 

both in total and in proportion –, which meant that its analysis could receive a greater benefit 

from detecting communities, as these may uncover undeclared relationships.  

 

Clustering (Group 2) 

As described in Section 6.2, students (i.e. ‘nodes’) and their declared friendships (‘links’) 

were input to Gephi to obtain clusters through Louvain’s method (Blondel et al. 2008), which 

is a type of hierarchical clustering. It should again be mentioned that there is no unique way 

to determine an ‘optimal’ number of clusters (Dean 2016). Therefore, different combinations 
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were obtained by randomising the modularity function in Gephi (i.e. its community-detection 

algorithm). Appendix 6.2 shows an image of all nodes and links from Group 2 before the 

clustering analysis was performed. This image shows the 82% of students that were 

connected to the rest of the group (i.e. the network’s ‘giant component’) plus the 58 students 

who had no declared friendships on the surrounding of this giant component. Further, Figure 

6.3 presents only the giant component, differentiated by cluster and showing the total degree 

of nodes. 

 

 

Figure 6.3 – Giant component of Group 2, showing differentiated clusters and network centrality 

 

Furthermore, regarding cluster analysis, the minimum number of clusters that could be 

obtained was 4: one  giant component (see above), two small clusters that were not connected 

to the rest of the network, and a fourth ‘group’ which included the 58 pupils with no 

Clusters

Node’s Total Degree
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connections. Conversely, the maximum number of clusters was 78, which comprised 20 

clusters of nodes with at least one connection, and an ‘individual cluster’ for the 58 nodes 

without links. Moreover, with the randomised modularity described in Section 6.2, six cluster 

arrangements were attained and analysed: 4, 10, 12, 15, 21, and 78 clusters. The most 

remarkable finding was that, even with the smallest arrangement (4), which produced the 

largest communities ranging between 28 and 109 pupils each, every single cluster rated itself 

higher than the rest of the group. This was true for every arrangement. As an example, Table 

6.4 shows the rating averages between clusters. The arrangement of 12 clusters was chosen 

to be displayed because it is a middle-point among the attained cluster arrangements.   
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Table 6.4 - Rating averages between clusters (Group 2, 12 clusters) 

 

Table 6.4 presents the average rating given by the ‘raters’ of a certain cluster to the ‘authors’ of that and other clusters. The cells 

highlighted in yellow show the highest value per row; that is, they highlight the highest rating average that each cluster gave. As 

mentioned above, all clusters rated the questions authored by their members higher than the rest of the class. The only exceptions 

were the ‘unassigned’ pupils, who rated those in Cluster 6 the highest. Moreover, the arrows pointing upwards show when a cluster 

rated another one above average; below average if these were pointing downward; and at the average if they were horizontal. From 

this, it was discovered that clusters which were more similar to one another, regarding location and nationality, rated each other 

higher. Conversely, when students from other clusters were not similar to themselves, ratings were below the average. This 

similarity by nationality is indicated by the colour of the headings of rows and columns: red if the cluster had a majority of Chinese 

students, blue if these were mainly from the UK, and green if they belonged to other nationalities. This finding could suggest that, 

after friendships, students gave higher ratings to those who were more similar to them. However, this was not true for every single 

cluster. For instance, Cluster 5 rated those in Clusters 1 and 3 below the average, although the majority of students in them had the 

same location and nationality. Therefore, this finding rather suggests ratings were mainly based on friendships (and not 

homogeneity), and nationality was a predictor for friendship.  

Rater/Author
Author 

Unassigned

Author 

Cluster 1

Author 

Cluster 2

Author 

Cluster 3

Author 

Cluster 4

Author 

Cluster 5

Author 

Cluster 6

Author 

Cluster 7

Author 

Cluster 8

Author 

Cluster 9

Author 

Cluster 10

Author 

Cluster 11

Author 

Cluster 12

Grand 

Total

Rater Unassigned 3.00 2.71 2.86 2.80 3.01 2.73 3.10 2.71 2.88 2.97 3.03 2.41 2.82 2.90

Rater Cluster 1 2.60 3.27 2.96 3.04 2.76 2.92 2.77 2.65 3.01 2.77 2.87 3.17 2.69 2.87

Rater Cluster 2 2.79 3.02 4.12 3.09 2.83 3.07 2.79 2.70 2.84 2.58 3.08 2.50 2.64 3.01

Rater Cluster 3 2.78 2.95 3.01 3.78 2.98 3.02 2.76 2.61 3.08 2.63 3.60 2.33 2.44 3.08

Rater Cluster 4 2.93 2.70 2.91 2.87 3.41 2.87 2.56 2.63 2.74 2.54 3.12 2.80 2.44 2.84

Rater Cluster 5 2.72 2.82 2.97 2.86 2.61 3.52 2.43 2.52 3.06 2.47 2.97 2.44 2.24 2.85

Rater Cluster 6 3.10 2.93 3.05 3.01 2.91 2.86 3.33 2.72 2.86 2.81 2.98 2.46 3.15 3.04

Rater Cluster 7 2.58 2.70 2.86 2.66 2.70 2.56 2.54 3.14 2.73 2.36 2.73 2.75 2.23 2.73

Rater Cluster 8 2.60 2.97 2.81 2.99 2.59 3.05 2.61 2.65 3.29 2.63 3.14 2.11 2.44 2.84

Rater Cluster 9 2.98 3.13 2.93 2.92 2.84 2.90 2.92 2.77 2.99 3.48 2.94 2.33 2.89 3.08

Rater Cluster 10 2.76 2.94 2.96 3.21 2.88 3.07 2.90 2.63 2.62 2.69 3.54 2.50 2.83 2.98

Rater Cluster 11 2.88 2.71 3.00 2.67 3.25 3.00 2.33 3.50 3.00 3.29 2.50 4.20 3.00 3.06

Rater Cluster 12 2.79 2.80 3.00 2.80 2.72 2.72 2.95 2.67 2.77 2.86 3.05 2.17 3.37 2.88

Grand Total 2.87 2.91 3.07 3.05 2.90 2.95 2.96 2.77 2.94 3.00 3.12 2.58 2.85 2.93
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Geodesics (Group 2) 

Clusters were very helpful in detecting communities and identifying how these behaved 

in terms of rating one another. However, they presented two main disadvantages. First, 

as previously mentioned, there is no ‘correct’ number of clusters, so any findings obtained 

can always be challenged, and are not easily replicated. Second, and more importantly, 

although people rarely belong to solely one community, cluster analysis ‘forces’ them to 

belong to a single one. This could also explain why, sometimes, similar clusters rated 

each other above the average, while in other cases they rated each other below the 

average: people having multiple memberships bring two or more clusters together. For 

these reasons, it was decided to work with other approaches, such as geodesic distances, 

which involve counting paths between any two individuals. 

 

Table 6.5 presents the geodesic distances for participants in Group 2. It should be noted 

that distances that contained a count of 100 ratings or less were not considered in the 

analysis because their averages generated higher variances. Tables containing the omitted 

values can be found in Appendix 6.3. Moreover, there are two aspects from the table 

below that should be highlighted. First, it is worth noting that the average ratings are 

inversely proportional to the geodesic distance among participants. Namely, the fewer 

degrees of separation between two people, the higher the ratings – at least for distances 1 

to 6, where it stabilises until a distance of 10. These results were significant at F(9) = 

254.55, p<.001. Second and most important, in comparison with the strength of the ties 

where only 8% of ratings were among personal networks (see Table 6.3), geodesics 

comprise 76% of ratings. Hence, it might have a higher explanatory power. 

 

Table 6.5 – Geodesic distances between pupils of Group 2 

G2 – Geodesics from Friendships 

Distance No. Ratings Pct. Ave. Rating 
GeoD_1 1,743 7% 3.68 

GeoD_2 1,938 8% 3.38 

GeoD_3 2,504 10% 2.99 

GeoD_4 3,471 14% 2.87 

GeoD_5 3,646 14% 2.77 

GeoD_6 2,977 12% 2.76 

GeoD_7 1,765 7% 2.79 

GeoD_8 883 3% 2.79 

GeoD_9 311 1% 2.92 

GeoD_10 117 0% 2.77 

Sum 19,355 76%  

All ratings, students 25,491 100.0% 2.94 
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Comparison of methods 

Table 6.6 presents a comparison of the used methods in Group 2, conducted at the 

question level. The most suitable method are geodesics because, as shown in the table 

below, these comprise the majority of ratings and hence account for a higher percentage 

of the variation in ratings. Moreover, geodesic distances present the advantage that their 

results are always consistent and replicable; that is, the shortest path between two people 

is always the same. Moreover, the same person can have as many connections as the 

number of members in the network; implying that nodes are not allocated to one or the 

other cluster, but instead have a fixed geodesic distance with every other node within the 

network. The full results of each regression, including the unstandardized coefficients, 

can be found in Appendix 6.4. 

 

Table 6.6 – Regression for SNA methods, Group 2 

 No. of 

Ratings 

Percentage 

of ratings 

Coefficient of 

determination 

Unstandardized 

coefficient 

Significance 

Prop. of 

Friendships 
2,047 8% R2 = .050 Beta = .224 

t = 36.675 , 

p<.001 

Ave. Strength 

of Ties 
2,047 8% R2 = .054 Beta = .232 

t = 38.116 , 

p<.001 

Prop. of 

Same Cluster 
4,070 16% R2 = .059 Beta = .243 

t = 39.932 , 

p<.001 

Ave.Geodesic 

Distance 
19,355 76% R2 = .069 Beta = -.262 

t = -37.778, 

p<.001 

 

 

Multilevel Modelling (Group 2) 

Before replicating geodesics for the other cohorts, it is worth mentioning the results of 

the MM briefly. The intention of performing this analysis was to determine if it would 

make sense to treat the data as ‘nested’ within a series of higher-level units (i.e. clusters), 

and if analysing it in this manner would be a ‘better’ method than the ones presented 

above. 

 

MM helps to determine the amount of variance explained at each level of the model (Field 

2013; Stride 2016). In the case of Group 2, the first level comprised the ratings given by 

participants, and the second level involved the clusters where participants were nested. 

The data used were the arrangement of 12 clusters presented in Table 6.4. Two models 

were run. First, an ‘unconditional model’ (i.e. with no predictors), to determine whether 



168 | P a g e  

 

a model with varying intercepts was suitable; the unconditional model only partitions the 

variance in the dependent variable (Stride 2016). This first model produced an ICC-

1=0.270, which means that 27% of the variance can be attributed to the group differences, 

i.e. clusters. Therefore, it can be said that it makes sense to analyse the data in a multilevel 

manner. Moreover, this would mean that respondents within the same cluster are more 

alike than respondents from different clusters (Stride 2016). 

 

Second, a model was ran including ‘same cluster’ as a level-2 predictor. This model 

showed an improvement from the first one, reducing its -2LL (-2 Log Likelihood), hence 

giving a reduction in deviance of 1,421 on 2df, and showing a very significant chi-square 

at p<.001. Most importantly, it showed that ‘same cluster’ was an important and 

significant predictor for ‘rating score’. Results for both MMs can be found in Appendix 

6.5. However, and despite these significant results, it was not possible to advance in the 

creation of a MM because the ratings provided a difficulty as they were within and 

between clusters, repetitive, and bidirectional. Hence, a special type of MM needed to be 

implemented, which is called ‘multiple memberships, multiple classifications’ (e.g. 

Tranmer et al. 2014). However, the software for analysing these types of models (e.g. 

MLwiN) is still under development and, although it allows for interactions within and 

between clusters, it does not currently allow for bidirectional, repetitive measures. For 

this reason, it was decided not to follow the MM path at the present moment. Additionally, 

the four methods compared in Table 6.6 already fulfilled the posed research question and 

objectives. 

 

Geodesic distances of Friendships (Groups 2 and 3) 

After determining that geodesics were the most suitable method for understanding the 

impact of friendships on ratings for Group 2, this same method was applied to the data of 

Group 3. Table 6.8 presents the geodesic distances for participants in Group 3. These 

results were very significant at F(6) = 17.64, p<.001. Moreover, as can be seen, geodesics 

cover 96% of the total count of ratings, a much higher percentage than the 13% covered 

by the strength of ties shown in Table 6.3. 
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Table 6.7 – Geodesic distances between pupils of Group 3 

G3 – Geodesics from Friendships 

Distance No. Ratings Pct. Ave. Rating 

GeoD_1 1,606 11% 4.90 

GeoD_2 2,292 16% 4.82 

GeoD_3 3,235 22% 4.68 

GeoD_4 3,958 27% 4.62 

GeoD_5 2,152 15% 4.61 

GeoD_6 722 5% 4.57 

GeoD_7 150 1% 4.63 

Sum 14,115 96%  

All ratings, students 14,686 100% 4.69 

 

Similar to the results from the geodesics of Group 2, the findings from Table 6.7 show 

that the rating of questions was inversely proportional to the geodesic distance between 

two pupils – again, at least among distances 1 to 6. Therefore, it can be deduced that, for 

both cohorts, personal relationships play a significant role in ratings, and not only among 

close or casual friends but up to six degrees of separation. Further, having a separation of 

three degrees or less between author and ‘rater’ would almost guarantee that the question 

is rated at-or-above the group’s average. Hence, given that the ratings within PeerWise 

did not count towards students’ grades, it can be argued that the closer a person is to 

oneself and one’s personal network, the higher the perceived quality of their information.  

 

6.3.3 Inferring friendships from online ‘followers’ 

As was described in the literature review, a theoretical and practical gap regarding the 

strengths of ties is that there is a need for joining social media models with real-life data 

(Gilbert & Karahalios 2009). Researchers commonly use ‘followers’ from different SNSs 

or CCs (e.g. Twitter) to infer real-life relationships, but rarely do they get the chance to 

verify if the predicted relationships are meaningful. 

 

Concerning this research, the previous section demonstrated how geodesic distances 

provide a solid basis for unravelling personal networks within groups, and the effect these 

have on the ratings of participants. However, given that not all students answered the 

questionnaire, these could have made the geodesics obtained by friendships somehow 

incomplete. Also, Group 1 did not complete a questionnaire to capture personal networks, 

and it has so far been assumed that these had no impact on the ratings because students 
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were anonymous. However, it was also discovered that when personal factors were 

introduced to the regression, nationality turned out to have a small but significant impact 

on the ratings of the first cohort (see Table 4.7 and Table 4.8). For all these reasons, 

‘followers’ are used to predict friendships. 

 

Following peers: opinions from questionnaires and focus groups 

As was previously described at the start of this chapter, PeerWise’s ‘follow function’ is 

used when a user wants to ‘subscribe’ to the questions authored by a specific individual 

(see Appendix 3.1). Thereafter, when the ‘followed’ peer authors a new question, this is 

highlighted to the ‘follower’. Moreover, given that ‘following’ peers was a way in which 

students could select questions, they were asked about this functionality during the 

questionnaire and focus groups. In both Group 2 and 3, this function was ranked sixth 

(out of eight) as a method of choosing a question to answer. Hence, based on this, it would 

seem that it was not among the most popular methods for targeting questions.  

 

Subsequently, students were asked in the surveys if they had ever used the follow function 

and, if they did, whether they had followed based on content (i.e. quality of questions) or 

friendships. The results were as follows. In Group 2, 80.3% of students (N=183) stated 

they had used the ‘follow’ function, and from these, 60.1% said that they had mostly 

followed people they personally knew. Likewise, in Group 3, 74.6% of students (N=205) 

claimed to have followed authors within the website. From these, 56.9% confirmed that 

they mostly followed students they knew in person, rather than because of the quality of 

the author’s questions. Namely, in both groups about half of the students (48.3% in Group 

2 and 42.4% in Group 3) declared to have followed someone from their personal network. 

This discovery was also confirmed during the focus groups, where some students were 

even blunter about their use of the ‘follow’ function: “I was doing [the assignment] for 

the sake of doing it. I just used [PeerWise] ’cause I had to. And I would answer my friend's 

questions only. I'd follow them, we'd follow each other and just do us, so we didn't really 

engage” (FG1-G3, elya294).  

 

Comparing friendships and followers (Groups 2 and 3) 

The personal networks obtained with the questionnaires were compared with those 

obtained with PeerWise’s ‘followers’ and the results were somehow similar. Namely, in 

Group 2, 29.8% of the undirected ‘friends’ were also undirected ‘followers’; and this 
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percentage was 21.1% for Group 3. Hence, about a third of the students who declared a 

friendship were also following one another in PeerWise. 

 

Moreover, the ratings of PeerWise’s ‘followers’ were compared with the ones of ‘non-

followers’. The results looked similar to the comparison between ‘friends’ and ‘non-

friends’ presented at the start of this chapter, in Table 6.1. Also, what appeared rather 

surprising was that the ‘followers’ seemed to have a similar structure and effect on ratings 

than that of the strength of ties (see in Table 6.3). This finding can be observed in Table 

6.8 below, which was obtained by dividing ‘followers’ into 3 categories: those who were 

both following one another (bidirectional), those where only the ‘rater’ was following the 

‘author’ (directed), and those where the student was being followed and was targeting the 

followers’ question (indirect).  

 

Table 6.8 – Number of collected ratings and followers for Groups 2 and 3 

Followers Group 2 Group 3 

 No. of  

ratings 

Perc. Ave.  

rating 

No. of  

ratings 

Perc. Ave.  

rating 

All ratings among students 25,491 100% 2.94 14,686 100% 4.69 

Non-followers 19,954 78% 2.74 10,682 73% 4.61 

Followers 5,537 22% 3.67 4,004 27% 4.92 

Bidirectional 3,155 12% 3.84 2,033 14% 4.96 

Directed 1,812 7% 3.47 1,607 11% 4.89 

Indirect 570 2% 3.38 364 2% 4.88 

 

As can be observed, similar to the strength of ties, the different ‘levels of followers’ 

present proportional rating averages. Moreover, the percentage of ratings among 

‘followers’ exceeds those attained with declared friendships, when only 8% and 13% of 

ratings were among personal networks, respectively. In contrast, as can be seen in the 

table above, the ratings between followers were 22% for Group 2 and 27% for Group 3.  

 

Inferring friendships from followers (Groups 2 and 3) 

With the criteria described in the method section of this chapter, geodesics are obtained 

for ‘followers’ and then compared the geodesics obtained from  declared friendships (see 

Table 6.5 and Table 6.7), in order to investigate if personal networks could be predicted 

by online ‘followers’. Group 2 comprised 1,243 ‘followers’, from which 1,212 had either 

same location or nationality. Group 3 had 969 ‘followers’, of which 919 were from the 
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same location or same nationality. Hence, the average rating per geodesic distance of the 

‘inferred friendships’ predicted using online ‘followers’ are as follows: 

 

 
 

Figure 6.4 – Rating averages per geodesic distance for ‘followers’ in Groups 2 and 3 

 

Similar to the geodesic distances of friendships, the ones for ‘followers’ turned out to be 

very significant. For Group 2, the impact of follower’s geodesic distance was significant 

at F(6) = 1,020.78, p<.001. Likewise, Group 3’s distances were significant at F(7) = 

37.18, p<.001. The full results can be found in Appendix 6.6. What is more, as more of 

the ratings were given between ‘followers’ than among ‘friends’ (i.e. a greater percentage 

of ratings were comprised by ‘followers’ than by personal networks), the explanatory 

power of geodesics obtained by ‘followers’ is higher than those attained by declared 

friendships. Using as an example the second cohort, if geodesic distances of ‘friends’ 

were put into a regression model, these would explain 6.9% of the variation on ratings. 

In contrast, geodesic distances of ‘followers’ can explain 15.4% of ratings. Hence, given 

that Group 1 had no declared friendships and because it had the same rating scale than 

Group 2, the geodesic distances of ‘followers’ could be used as a predictor of the 

influence that personal networks had on ratings, if there was one.  

 

Inferring friendships from followers (Group 1) 

As has been mentioned, it came as a surprise that nationalities were playing a small yet 

significant role in the ratings of Group 1 (see Table 4.8). Hence, at the time of analysing 

the online interactions, it was speculated that some students could have worked in teams 

outside the class or used other technology, like WhatsApp groups, to send links of their 

questions to friends. Still, this could not be proved as there was no chance to know the 
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students’ opinions through questionnaires or focus groups. Yet, there was one student in 

Group 2 who commented on the role of personal relationships in Group 1 (see below).  

 

"…because I did a placement the majority of my friends did this [module] last 

year and they were saying how they worked together, commented on each other, 

and agreed to answer [their questions]. But I don't know anyone in this course 

anymore, I've got like three mates and it would be too obvious almost if I answered 

all of my friends' questions. Because then there would be only three of us just 

bouncing questions around off each other. And it's not fair because, what if you 

had no mates on this course? Some people could have chosen this as an elective 

and had no friends and they would be at a disadvantage because they would not 

be able to create this 'team effect'" (FG3-G2, ieje546).  

 

For this reason, it was considered worthwhile to explore how the friendships in Group 1 

might have influenced ratings, and how this influence compared to that of the other two 

groups. The same criteria to infer relationships from Groups 2 and 3 were used for the 

first cohort. Group 1 had 1,214 ‘followers’, from which 1,155 shared either the same 

location or nationality. Geodesic distances were obtained and, from the 295 active 

students in the group, 273 (92%) were comprised in the network. Figure 6.5 shows the 

average ratings per geodesic distance. 

 

 

Figure 6.5 – Rating averages by follower’s geodesic distances for Group 1 
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As can be seen in Figure 6.5, ‘followers’ (i.e. ‘inferred friendships’) did play a role in 

Group 1, but only at the first level; that is, only at a distance of one. When all distances 

are included in the test, ANOVA proves very significant at F(6) = 935.56, p<.001, and R2 

= 11.4%. However, if the distance of 1 is removed from the analysis, the ANOVA 

becomes non-significant, and the R2 value goes to 0.0%. Suggesting that, if friendships 

had an effect on the ratings of Group 1, this only happened between close, direct friends 

(i.e. friends with one degree of separation). However, the questions of friends-of-friends 

(e.g. two degrees of separation and more) did not receive higher ratings, unlike the other 

two cohorts. Table 6.9 shows the inferred ‘friendships’, obtained with the ‘follow’ 

function, for all the three groups.  

 

 

Table 6.9 – Geodesic distances between followers of Groups 1, 2, and 3 

Followers Group 1 Group 2 Group 3 

Distance No. R Pct. 
Ave. 

R 
No. R Pct. 

Ave. 

R 
No. R Pct. 

Ave. 

R 

GeoD_1 5,741 23% 3.58 5,466 21% 3.68 3,847 26% 4.92 

GeoD_2 2,662 10% 2.45 2,700 11% 2.98 1,598 11% 4.76 

GeoD_3 5,325 21% 2.35 5,070 20% 2.73 2,423 16% 4.58 

GeoD_4 6,447 25% 2.35 5,466 21% 2.68 2,270 15% 4.58 

GeoD_5 2,941 12% 2.43 2,948 12% 2.66 1,135 8% 4.54 

GeoD_6 741 3% 2.39 893 4% 2.68 362 2% 4.56 

GeoD_7 117 0% 2.41 201 1% 2.61 165 1% 4.48 

GeoD_8       165 1% 4.18 
Sum 23,974 94%  22,744 89%  11,965 81%  

All ratings, 

students 
25,490 100% 2.64 25,491 100% 2.94 14,686 100% 4.69 

 

 

There are a number of findings that deserve to be commented. Firstly, for Groups 2 and 

3 it is quite surprising that even inferred relationships show the same pattern as real 

friendships: geodesic distances are inversely proportional to ratings, and significantly 

different up to distances of 6 or more. Secondly, it is interesting that this did not happen 

in Group 1, where there is only a significant difference between distances of 1 and all the 

others, but not among distances of 2 to 7. This suggests that, because the website was set-

up anonymously but still had the ‘follow function’, students took care in finding who their 

friends were, and ‘followed’ them. However, as the rest of the group were anonymous, 

weaker ties (i.e., longer geodesic distances) did not play a role on their ratings. This can 

also be confirmed by the fact that in this cohort only ratings coming from the first 



175 | P a g e  

 

geodesic distance were rated above the average, whereas for Groups 2 and 3 this happened 

for distances of 1 and 2.  

 

This last section provides evidence to support the argument that personal networks 

influenced the ratings of students from the three cohorts. Moreover, it also reveals that 

anonymous users were only influenced by their ‘close friends’. Conversely, identifiable 

users seemed to be rating almost out of friendship, inversely proportional to the degrees 

of separation from their peers. The next and final section assesses the extent to which 

students were aware of the influence that others exerted on them.  

 

6.3.4 Awareness of conformity to personal networks 

In Group 2 (N=183) students were asked to select all aspects which they considered most 

pupils had taken into account at the time of rating a question. Results were as follows: 

 

 

Figure 6.6 – Factors that influenced the ratings of ‘others’, Group 2 

 

A refinement to the questionnaire of Group 3 (N=205) separated the above question into 

two: the first asking about the respondent and the second about other users. Figure 6.7 

shows the disparity in answers. As can be seen in, participants believed (or at least 

reported) that they had been fairer and had based their ratings mostly on quality, with 

their personal networks having only a small effect, and ranked in third place behind 

previous ratings of a question. However, to their eyes, their peers gave less importance to 

the quality of questions, and relied almost equally on friendships, followed by previous 

ratings, popularity and reputation scores.  
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Figure 6.7 - Factors that influenced the ratings of oneself VS others, for Group 3 

 

Likewise, participants’ comments on both surveys reflect what the previous figures show. 

In the questionnaires, many students raised the issue of friends helping each other, but in 

all the cases they referred to ‘others’ or ‘everyone’, but rarely to themselves: “People I 

noticed were liking and giving high ratings to their friends questions – which ultimately 

makes the legitimacy of the rating score unreliable” (Quest-G3, iego907). The only cases 

where students agreed helping their friends, was when they were asked to do so: “My 

friends expected that i would rate their questions as excellent but i am not like them 

because i want to be fair. And it was very difficult for me to decide whether i'd "lie" or 

not on Peerwise and rate something that i dont believe it's true” (Quest-G2, nist698).  

 

Conversely, during the focus groups, students were more open and some were very 

sincere about ‘playing the system’, notwithstanding that their module marks did not 

depend on this: “You could, like, subscribe to particular users so a group of my mates 
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did subscribe because we thought we could help each other out, like, almost cheating the 

system. So, we were like 'oh, I just posted a question, can you answer it and write a 

comment I could reply to?” (FG2-G2, ntbu009).  

 

Nevertheless, although almost all students accepted to have mainly answered their 

friends’ questions and/or rated their friends higher, they honestly added that their friends’ 

questions were of a good quality. For instance, (from FG1-G2): 

 

- Researcher: I actually wanted to ask about that. What would you do if you saw one of 

your friends’ questions and you thought ‘this is (a bad question)’. Would you not answer 

it or would you let them know it’s bad? 

- lyro673: “This might sound funny, but the questions I answered from my friends were 

actually quite good. So I was like ‘nice one, this was good’. I didn’t see any bad 

questions… I guess I would have probably not answered it. Because they had lots of 

questions, so I would have just gone to a different question. You know? No one would get 

annoyed if you didn’t answer one question”.  

 

In conclusion, the findings from this section suggest that students were, to some extent, 

aware of the influence that diverse factors had on their ratings. Yet, as Figure 6.7 shows, 

they believed that their rating choices had been mostly based on the quality of the 

questions, while other aspects such as friendships, had only played a minimal role. 

However, it was easier for them to detect the biases that influenced their peers, and they 

were quite aware of these. Even the most honest students, who openly ‘bragged’ about 

‘playing the system’, added that their friends’ questions were actually of decent quality. 

However, the analyses from the online interactions presented in all of the results chapters 

have shown how everyone was affected by different biases, the strongest one being the 

effect that personal networks had on them. 

 

6.4 SUMMARY OF FINDINGS 

 

The third research question dealt with conformity, towards the whole and personal 

networks. Its purpose was to explore if – and how – this takes place. Moreover, this 

section also examined whether online users were aware of the influence that others had 

on them, and to what extent. This chapter outlined three objectives. The first to be 
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addressed (OB-8) was to determine if – and how – users’ real-life ingroups and outgroups 

affect the way in which they perceive and evaluate UGC. As mentioned, ingroups 

consisted of users’ personal networks (i.e. strong, medium, and weak ties), whereas 

outgroups comprised absent ties between any two users. Similar to previous studies (e.g. 

Dobson et al. 2013), it was found that the transmission of knowledge was favoured by 

stronger and closer connections. Specifically, it was found that in Groups 2 and 3 the 

strength of the tie was directly proportional to the count and mean-value of the ratings. 

Therefore, between weak, intermediate, and strong ties; the latter one accounted for the 

largest number of ratings among students, in addition to having the highest scores, on 

average. However, some relationships were unaccounted for because not all students 

completed the questionnaire, and those who did were only required to declare a minimum 

of three friendships. Hence, it was decided to use clustering and geodesic distances in 

order to unravel relationships that had perhaps not been declared.  

 

Thereafter, the ratings of students were firstly arranged within clusters, and it was found 

that every cluster rated its members with the highest scores, followed by clusters with 

individuals of similar locations or nationalities, and lastly the remaining clusters were 

given ratings below average. However, although clustering analysis provided helpful 

insights, it presented the issue of allocating participants in only one cluster, regardless of 

the connections that the user might have had with individuals from distinct communities. 

Then, to overcome this issue, geodesic distances were obtained with declared friendships, 

and it was found that the distances between individuals were inversely proportional to the 

ratings. Moreover, the average ratings were significantly different for distances ranging 

from one to six degrees of separation, for both cohorts. Secondly, geodesics showed that 

those who were separated by a distance between one and three were rated at-or-above the 

average of the group. Thirdly, in comparison to the other methods, geodesic distances 

comprised the majority of the ratings of each cohort, making them the SNA variable with 

the highest explanatory power. Therefore, geodesics were found to be a good predictor 

which can easily be replicable but, most importantly, they served to elucidate on the effect 

that different degrees of personal networks had on the perceived quality of online content 

(i.e. posted questions).  

 

The second tackled objective (OB-9) was to test if online interactions could predict real-

life relationships. To achieve this, PeerWise’s ‘follow’ function was used due to 
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participants disclosing to have ‘followed’ their friends to facilitate the access to their 

questions. By making use of the declared friendships and the list of followers from Groups 

2 and 3, it was discovered that at least a third of students used this function to ‘follow’ 

their friends. Moreover, when comparing the geodesic distances obtained from 

friendships to those obtained by followers, the similarities were striking. Hence, given 

that ‘followers’ seemed to be a good predictor for real friendships, the geodesics from 

‘followers’ were also obtained for Group 1, which would make possible to explore if 

‘friends’ had an impact when participants were anonymous.  

 

The most relevant finding was to compare the results among the three groups. In the first 

cohort, there was a significant difference between ratings from those with one degree of 

separation and the rest of the group. Conversely, in Groups 2 and 3 each additional degree 

had a lower average rating score. Moreover, in Group 1 only those ‘followers’ comprised 

in the first geodesic distance were rated above the average, whereas in the other two 

cohorts this happened for distances of magnitude one and two. Therefore, these findings 

suggested that, possibly, participants who were signed-in anonymously might still have 

used the ‘follow’ function to differentiate between the content from those who are close 

to them and the rest of the group. However, as opposed to Groups 2 and 3 – where 

participants were identifiable –, weaker ties and friends-of-friends did not affect the 

ratings of anonymous users.  

 

The last objective (OB-10) was to understand if users were aware of the influence that 

their personal networks exerted on their choices. While it was found that students were 

aware of the influence of friendships to a certain extent, they showed a much higher 

awareness of their peers’ biases than their own. From their perspective, the element they 

took into account at the moment of rating was the quality of the question, followed by a 

minimal influence from other factors. Conversely, the ratings of ‘others’ were mostly 

affected by friendships, previous ratings, the popularity of the question, and the author's 

online prestige. Similarly, in the questionnaires and focus groups, students often 

complained about their classmates being biased by some of these elements. Specifically, 

participants seemed especially annoyed when their peers up-voted their friendship 

groups. Even so, the online interactions showed that all participants were prone to these 

biases, not just a few of them.  
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CHAPTER 7: THE EFFECT OF THE WHOLE NETWORK ON 

INDIVIDUALS’ CHOICES, IN THE CONTEXT OF DIFFERENT 

WEBSITE DESIGNS  

 

As of today, if an individual wanted to go to London for a weekend, (s)he would be 

presented with the following options. To rent an apartment, she would need to choose 

from 1,393 family households, 1,115 work houses or 188 ‘plus homes’ in Airbnb. 

Otherwise, in order to book a hotel, she would need to select one of the 2,563 offered in 

booking.com. Moreover, when choosing where to eat and what to do, she would need to 

select one of 18,373 restaurants; followed by one of the 1,265 tours or 1,787 ‘top things 

to do’ listed in TripAdvisor. Online data is doubling in size every two years and “by 2020 

the digital universe – the data we create and copy annually – will reach 44 zettabytes, or 

44 trillion gigabytes” (Turner et al. 2014, p.1). As a consequence, online consumers are 

seeking heuristic information cues to simplify the amount of data involved in taking 

decisions (Park & Nicolau 2015). 

 

Three reasons were given in Chapter 2 as to why people need these information cues. 

First, from an individuals’ perspective, there is a limited amount of information that 

people can process in order to make fast, simple, and unconscious decisions that have 

allowed the species to survive (Kahneman 2012). Namely, the human brain is “wired to 

avoid complexity (not embrace it) and to respond quickly to ensure survival (not explore 

numerous options). In other words, our evolved decision heuristics have certain 

limitations” (Bonabeau 2009, p.45). Second, from a social perspective, humans have 

evolved allowing individuals to forego the costs of individual learning, enabling people 

to acquire knowledge through social learning processes like teaching, language and 

imitation (Mesoudi 2011). Third, the number of available possibilities that exist 

nowadays overwhelm and paralyse people (Schwartz 2009).  

 

In addition, trusting the content in online environments has become an issue, especially 

for the new generations. Millennials – the generational group with the highest presence 

in social media – perceive news reports, company websites, and advertising as 

significantly less trustworthy than the information shared by their personal relationships 
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(The McCarthy Group 2014). Specifically, millennials tend to search for online ratings 

and comments before purchasing goods or services, and they place higher confidence in 

the opinions available on the network than on those that come from the brands and 

companies selling the products (Gutiérrez-Rubí 2014). 

 

However, when it comes to relying on the network to make choices, researchers have 

found mixed results. On the one hand, some scholars claim that the ‘wisdom of the 

crowds’ can outsmart the single individuals conforming them (Surowiecki 2004). 

Likewise, it is claimed that the ‘collective intelligence’ can outwit individuals, drawing 

from examples like Wikipedia and Google (Malone et al. 2009; Malone et al. 2010). What 

is more, some researchers argue that UGC, such as reviews and ratings, can be used to 

obtain extremely accurate results (Hill & Ready-Campbell 2011). On the other hand, it 

has been alleged that crowds can be counterproductive in terms of decision-making. Even 

Surowiecki (2004), who proposed that crowds could be smarter than individuals, outlined 

some circumstances in which the group-intelligence could fail, such as when people 

imitate each other or when they are persuaded by a ‘leader’. Similarly, researchers have 

highlighted limitations regarding smart crowds, such as homogeneity and lack of verity 

(Roman 2009), self-confidence (Bonabeau 2009), and social influence (Lorenz et al. 

2011). 

 

This chapter aims to explore the extent to which people rely on the whole network to 

make choices, and whether this changes in the context of different website designs. To 

achieve this, the data from the questionnaires and focus groups is used to uncover the 

diverse ways in which participants relied on the network. Moreover, online interactions 

from the three quasi-experimental conditions are assessed using sequence analysis (SA) 

to investigate if social influence (i.e. conformity to the group) had an effect on ratings, 

and this was different depending on each condition. It should be emphasised that a 

secondary purpose of this chapter is to compare the three quasi-experimental conditions 

and summarise all findings, to better introduce the Discussion chapter that follows. 
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7.1 OVERALL RESEARCH QUESTION AND OBJECTIVES 

 

While the previous result chapters have partially addressed the overall research question 

of the thesis, this final chapter tackles it directly: How is the transmission of UGC affected 

by the different designs (i.e. frames) adopted by social media websites? 

 

Likewise, although Chapters 4 to 6 have already addressed all of the thesis’ objectives, 

the present chapter draws on some of them to make an overall comparison of the three 

quasi-experimental designs (i.e. frames) of this research (see Figure 3.1 and Figure 3.5). 

Figure 7.1 shows how these objectives fit with the full conceptual model of the thesis. 

 

 OB-2: To understand knowledge transmission in social media through the VSR 

mechanisms; emphasising selection, which is studied through choice-making. 

 OB-3&5: To investigate if – and how – different combinations of user profiles 

(OB-3) and rating scales (OB-5) affect the choices of users. 

 OB-7: … [To focus] on the study of conformity, which has received limited 

attention both offline and online. 

 OB-4&6: To determine how both tested attitudes – towards being identifiable 

(OB-4) and to each rating scale (OB-4) – affect the overall perception of the 

website’s design. 

 

 

Figure 7.1 - Objectives of the overall research question and link with the conceptual model 
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7.2 METHOD 

7.2.1 Participants 

All participants were included in this last chapter. Therefore, the sample includes 973 

third-year undergraduate students. These were from 56 different nationalities, although 

the grand majority were British (48.7%), followed by Chinese (28.1%). The average age 

was 21.4 years, and 53.1% of the sample were females, while 46.9% males.  

 

7.2.2 Quasi-experimental set-up and data collection 

This chapter makes use of the data from three quasi-experimental conditions. As has been 

explained in Chapters 3 to 6, users in Group 1 were anonymous and could rate on a likert 

scale. In Group 2, participants were signed-in with their real identities and continued to 

use a likert scale. Finally, Group 3 was set up so that users were still identifiable but the 

rating scale changed to a like/dislike dichotomy. Thereafter, when targeting a question, 

the information available to participants from each cohort was as follows: (Appendix 3.1 

shows how the three quasi-experimental conditions affected other aspects of PeerWise). 

 

 

Figure 7.2 – Summary of previous ratings shown to users when targeting a question, per group 

Name_LastName
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7.2.3 Procedure 

The procedure for data analysis and description of the variables is as follows: 

 

A. Understanding knowledge transmission in social media through the VSR 

mechanisms, making an emphasis on selection (Figure 7.1, OB-2).  

This section makes use of the answers from questionnaires and focus groups to elucidate 

on the different ways in which pupils relied on the network, and how this impacted the 

VSR mechanisms. Unlike the other sections, this one does not focus on the ratings per se. 

Instead, it explores other aspects that were prior to ratings, such as authoring questions 

and selecting which ones to answer. Most of these aspects were impossible to detect 

through the analysis of online interactions, so the only way to recognise them was through 

the insights of participants.  

 

B. Investigating how the different combinations of user profiles and rating scales 

affect the choices of users (Figure 7.1, OB-3&5).  

The way in which the three quasi-experimental conditions are to be contrasted is through 

the comparison of the sequences produced with the ratings of each cohort. SA helps to 

detect patterns in categorical sequences, focusing on the state of the sequence, where “the 

position of each successive state receives a meaningful interpretation” (Gabadinho, 

Ritschard, Mueller, et al. 2011, p.1). For this study, a sequence is composed of the 

successive ratings that were given to a particular question. Thus, the number of sequences 

equals the number of authored questions, while the length of each sequence is equivalent 

to the total number of ratings that the question received. Moreover, the different states 

are equivalent to the possible ratings; hence, there were six possible states in Groups 1 

and 2 (0 to 5) and two states in Group 3 (0=dislike or 5=like).  

 

The data used to conduct SA were the consecutive ratings, arranged by question, from all 

three cohorts. Ratings were analysed with TraMineR (Gabadinho, Ritschard, Studer, et 

al. 2011), which is an open-source software that can be installed and run in R. For each 

sequence (i.e. question), the software produced the measures listed below, which were 

later aggregated by cohort in order to make a comparison between the three groups. It 

should be noted that all definitions were obtained from the TraMineR user manual 

(Gabadinho, Ritschard, Mueller, et al. 2011): 
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 Number of transitions: It is the count of changes of state in a sequence. For 

example, if two sequences are compared, each of length 5, Seq1= [1,1,1,1,1] and 

Seq2= [1,2,3,4,5], then Seq1 would have zero transitions while Seq2 would have 

four. 

 

 Within entropy: Within (or longitudinal) entropy is a normalised measure that 

describes the diversity of states within a sequence. Hence, when the state remains 

the same during the whole sequence – e.g. if all the given ratings to a question are 

the same (like the example of Seq1) – then the sequence has an entropy equal to 

zero. Conversely, the maximum entropy is reached when the same proportion of 

cases are spent in each state. Thus, if each rating within the sequence has a 

different value (like Seq2), then the entropy of the sequence is equal to one. This 

measure does not account for the state order in the sequence.  

 

 Complexity index: This measure combines the number of transitions in the 

sequence with the within entropy. The minimum value of zero can only be reached 

by a sequence with a single distinct state (i.e. with no transitions and entropy of 

zero). Moreover, it reaches its maximum of one if, and only if, the sequence is 

such that it contains each of the possible states, and the same number of cases are 

spent in each state.  

 

Thereafter, the procedure was as follows. First, the data was input to TraMineR and the 

measures listed above were obtained for all the sequences. Second, the individual 

measures were aggregated by cohort. Third, an ANOVA test was performed to assess if 

the aggregated mean values were significantly different across cohorts. Finally, two 

visualisations were produced: one comparing all the sequences between groups, and 

another one contrasting the ten identical questions31 that were authored and posted by de 

module staff. 

 

                                                 
31 Only the 10 questions posted by the module staff were compared among groups, because the 5 that were 

authored by students in the first cohort received significantly less ratings in Group 1, making a comparison 

between groups impossible. Conversely, the 10 questions authored by the module staff were always the 

first ones posted on PeerWise, and hence stayed the same amount of time in the website, and received a 

similar number of ratings. 
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C. Focusing on the study of conformity, which has been poorly explored online and 

offline (Figure 7.1, OB-7).  

In order to fulfil this objective, the ‘levels of conformity’ of each of the three quasi-

experimental conditions were obtained and compared. The outputs given by the software 

TraMineR included a measure that was used to infer the ‘level’ or ‘strength’ conformity 

to the whole network, through the analysis of ratings. This measure was compared 

between the three cohorts: 

 

  Transition rates: These indicate the probability to switch at a given position from 

state Si to state Sj. This measure provides an insight of the most frequent state 

changes observed in the data. Moreover, it gives an evaluation of the stability of 

each state, which can be observed through the diagonal on the outcome matrix, 

that represents the transition rates from a state to itself (Gabadinho, Ritschard, 

Mueller, et al. 2011). 

 

It should be noted that transition rates are based on Markov chains, which are “stochastic 

models describing a sequence of possible events in which the probability of each event 

depends only on the state attained in the previous event” (Oxford Dictionaries 2018). 

However, in TraMineR “the rates are assumed to be position-independent” (Gabadinho, 

Ritschard, Mueller, et al. 2011, p.17). 

 

D. Determining how both tested attitudes – towards being identifiable and to each 

rating scale – affect the overall perception towards the website’s design (Figure 

7.1, OB-4&6).  

Chapter 4 tested the effect of the attitude to being identifiable on the overall perception 

towards the website. Likewise, Chapter 5 investigated if the attitude towards the rating 

scale had any impact on the overall perception of PeerWise. Thereafter, this section 

presents a correlation analysis – with the use of Spearman’s rho – which allows for a 

better understanding of the relationship between these three variables. Moreover, the 

predictive power of both attitudes is obtained by using Cox & Snell pseudo-R2. 
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7.3 RESULTS 

 

The results are organised as follows: first, the different ways in which participants relied 

on the network is explored through the comments that students expressed through the 

questionnaires and focus groups. Second, the sequences of the three cohorts are compared 

with the use of SA measures, such as sequence lengths, transitions, entropy and 

complexity. Third, the extent to which users conformed is inferred through comparing the 

transition rates obtained for each quasi-experimental condition. Fourth, the attitudes 

towards being identifiable and to the rating scale are used jointly to understand how they 

affected the overall perception of the website. 

 

7.3.1 Reliance on the network and its impact on the VSR mechanisms 

This section uses the qualitative data obtained from questionnaires and focus groups to 

understand different ways in which participants relied on the whole network, and how 

this might have affected the VSR mechanisms. As was proposed in Chapter 2 (see Figure 

2.5), at the network-level, the variation of information can be observed through the UGC 

posted online (e.g. text, images, videos, emoticons). Moreover, the selection can be 

inferred by the ratings of users (e.g. stars, likes, dislikes, helpful votes). Finally, the 

overall ranking displayed on the website (e.g. average ratings, count of likes or helpful 

votes) can be seen as retention. Hence, by observing PeerWise at the network-level: the 

variation consists of the posted questions, selection comprises the individual ratings, and 

retention encompass the ‘wisdom’ that is generated by the network, seen through the 

rating averages. The way in which the VSR mechanisms are thought of taking place on 

PeerWise is very similar to the representation of StackOverflow, presented on Figure 2.6. 

 

Authoring questions (i.e. variation) 

Although participants were not asked about the influence of others on the creation of 

questions, there were a few comments during the surveys and focus groups that elucidate 

on different aspects that may have influenced the authoring process. Some of these 

comments indicate that students relied on the questions posted by their peers to author 

theirs. In other words, there is some evidence of the variation mechanism being affected 

by imitation between members of the network: 
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“I thought it was really useful to start with being able to answer questions ‘cause 

initially I didn't want to post a question and not being the right format. Like, a lot 

of people were using articles and videos and I didn't initially thought of that. So, 

being able to structure my questions based on what other people had done, I 

thought was really good” [sic.] (FG3-G3, myve209). 

 

Further, there was also evidence that the individual ratings (i.e. selection) and averages 

ratings (i.e. retention) influenced the creation of questions (i.e. variation). Namely, by 

receiving feedback from other members of the network, individuals learnt which aspects 

would give them higher ratings and, presumably, this affected the content that they 

included in future questions: 

 

“A couple of the questions I authored included short videos. These seemed to get 

higher ratings than the questions involving articles. I don't know whether these 

questions were of higher quality or whether respondents liked the fact that there 

was visual content and the questions took less time to answer” [sic.] (Quest-G2, 

lala535). 

 

Moreover, the comments from students suggest that both being anonymous/identifiable 

and using a likert/dichotomous rating scale influenced the authoring of questions. In the 

case of being anonymous or identifiable, some participants argued that PeerWise should 

have been anonymous because real names affected the feedback they gave to each other: 

“You don't want people to know you have put a negative rating/comment on their 

question” [sic.] (Quest-G3, enpe347). 

 

Likewise, the quote presented below – which was given in support of the likert scale – 

shows that some students edited/deleted questions when they received low ratings from 

their peers. Consequently, the website’s choice of rating scale had an impact in the 

manner in which students were allowed to provide and receive feedback, which affected 

the variation of content consequently: 
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“Most questions on PeerWise have a rating of 5 where outstanding question can 

not easily be distinguished. A rating system of 1 to 5 allows strong question to 

stand out. At the same time, it reminds authors of sunstandard questions either 

delete  or improve their questions to maintain quality of questions on PeerWise” 

[sic.] (Quest-G3, eela414). 

 

Choosing questions (i.e. ‘pre-selection’) 

During the questionnaires and focus groups, pupils were asked about the elements that 

they took into account at the moment of deciding which questions to tackle. In a way, 

accessing questions can be seen as a ‘pre-selection’ because – as obvious as it may sound 

– accessing a question is a necessary step for later rating it. Moreover, as outlined in the 

introduction of this chapter, people do not read every piece of information available 

online. Rather, they rely on available heuristic cues to simplify their choices. Hence, users 

might access a few posts (e.g. reviews of apartments or restaurants) and, from these, they 

choose where to go.  

 

Similarly, PeerWise has a number of heuristic cues in place, which simplify decisions but 

might bias the choices of participants. Namely, pupils were able to sort questions by date, 

tag/topic, author’s reputation (badges), popularity (number of answers or comments), 

difficulty rating, and overall rating. Further, as described in the previous chapter, the 

online platform also allows users to ‘follow’ others, updating them every time someone 

they ‘follow’ authors a new question. Finally, after answering a question, PeerWise has a 

button that reads ‘submit rating and go to a random question’, which allows students to 

access information randomly (see Appendix 3.1 for the complete screenshots of 

PeerWise). 

 

Table 7.1 shows how participants ranked the possible manners to access questions. As 

can be seen – equally in both cohorts – the second, fourth, and fifth most used aspects for 

choosing questions were based on the ‘wisdom’ of previous students targeting the 

question and giving feedback to the network. 
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Table 7.1 – Ranking of the different options used by participants to tackle questions, Groups 2 

and 3 

Ranking Group 2 (N=183) Group 3 (N=205) 

(Mostly used) 1 Topic/Tag Randomly 

2 Difficulty Difficulty 

3 Randomly Topic/Tag 

4 Overall rating Overall rating 

5 
Popularity (i.e. number of 

previous answers or comments) 

Popularity (i.e. number of 

previous answers or comments) 

6 Follow function Follow function 

7 People I knew from class People I knew from class 

(Least used) 8 Author’s reputation Author’s reputation 

 

These findings also came up during the focus groups, where most students reported 

having used previous knowledge contained in the network to make choices regarding 

which questions to target. For instance, it was common for pupils to say that they only 

targeted questions with a high count of answers or comments, whereas others declared 

that they only chose highly rated questions and avoided the ones with low averages. For 

instance, the following dialogue presents a segment from a conversation in the second 

cohort (FG2-G2): 

 

- Researcher: So, how would you choose questions?  

- All: “Most answered, most recent, by difficulty, by tag/topic, by overall ratings” 

- iccr997: “I would see the ['Author's answer popular?' column] and I wouldn't answer 

a question where the author's answer wasn't popular. I don't know, simply 'cause there's 

more risk for me to get it wrong if not” 

 

Likewise, the comments from participants in the third cohort also show that they relied 

on the ‘wisdom of the network’: “ … I would just see the most recent [questions] and I'd 

see if the question had kind of 20 answers and comments, then I'd look into that one 

because obviously this meant it was a good question... Well, that's what I think it was. 

And I'd just ignore the really new questions with no answers” (FG2-G3, nyho990). 

 

Moreover, the manner in which PeerWise was set up for each of the quasi-experiments 

also affected how questions were selected. For instance, many of the comments from 

participants highlight how being identifiable made them more likely to access questions 
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from those known to them. Further, regarding the rating scale, previous chapters 

presented quotes from students ‘complaining’ about the dichotomous scale hindering the 

differentiation between good and bad quality questions, caused by the disproportionately 

amount of ‘likes’. Hence, this made users more prone to relying on other knowledge 

retained in the network, such as the number of answers and comments (see previous 

quote). To sum up, this section has elucidated on how the information retained in the 

network affected the choice of questions (i.e. the accessed UGC).  

 

Rating questions (i.e. selection) 

This section shows, qualitatively, how the individual ratings (i.e. selection) were affected 

by the reliance on the knowledge retained in network (i.e. retention). The following two 

sections – 7.3.2 and 7.3.3 – will do the same but making use of quantitative data and SA.   

 

Similar as with choosing questions, participants revealed to have sometimes based their 

choices of rating on previous ratings. That is, sometimes they would access a question 

and, before even reading it, they would have an estimate on how to rate it, thanks to the 

‘overall rating’ displayed on PeerWise (see Figure 7.2).  For instance: “When I think 

about it, I feel I was like kind of influenced by how other people rated it as well. So when 

I would see that the majority was 'good' or 'very good' I'd think 'ok, I already have an 

idea of whether the question is good or not'” (FG2-G2, lala535). This situation was 

aggravated – as seen in Chapter 4 –  by being identifiable, as users were more affected by 

the previous given by their personal networks. Additionally, the use of the dichotomous 

rating scale – studied in Chapter 5 – intensified the reliance on previous ratings by only 

showing two types of previous ratings: ‘like’ and ‘dislikes’. 

 

To conclude, the evidence gathered both from the questionnaires and focus groups of 

Groups 2 and 3 suggests that students relied on the network to author questions, choose 

which of their peers’ questions to tackle, and to estimate how to rate the content posted 

on PeerWise. Paradoxically, the effect that retention had on variation and selection, 

further affected retention. That is, the effect that the VSR mechanisms had on each other, 

formed a continued loop. This idea will be further elaborated on the Discussion chapter 

that follows (see Figure 8.4).  
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7.3.2 Comparing how different website designs affect choices 

As was discovered, there are different manners in which the users of each group imitated 

each other and relied on the network. Therefore, it could be possible that, with time, some 

treats or practices became more prominent for some of the cohorts. For instance, from the 

focus groups, it appeared that participants from Group 2 gave a special value on including 

videos on their questions, whereas users from Group 3 included more case studies. That 

is, it is possible that due to the imitation between members, each cohort decided what a 

‘good question’ should contain. Hence, it is likely that ratings also followed a pattern that 

characterised each cohort.  

 

As mentioned in Section 7.2, SA helps to detect patterns in categorical sequences 

(Gabadinho, Ritschard, Mueller, et al. 2011). Hence, SA has been applied to the ratings 

of the three cohorts in order to detect rating patterns. First, it was applied to all ratings; 

then to the ten identical questions common to the three cohorts, which were authored by 

the module staff and were posted online at the start of each academic year.  

 

Sequence analysis of all ratings 

Table 7.2 shows the total number of questions (i.e. sequences) authored in each group, 

together with the average values described on Section 7.2.3: sequence length, number of 

transitions in a sequence, within entropy, and complexity of all sequences within the three 

groups. It should be noted that, to be considered for SA, the minimum length that a 

sequence should have is one. In other words, questions should have at least one rating32. 

Hence, the minimum length of a sequence was 1, while the maximum 89. 

 
Table 7.2 – Sequence measures for Groups 1, 2, and 3 (with original ratings) 

Group 

No. 

Sequences 

(Questions) 

Ave. 

Length 

(Ratings) 

Ave. 

Transitions 

Ave. 

Within 

entropy 

Ave. 

Complexity 

Index 

1 2,064 12.56 7.79 0.59 0.62 

2 2,439 10.65 5.77 0.47 0.51 

3 1,987 7.55 0.67 0.06 0.07 

Total 6,490 10.31 4.85 0.38 0.41 

 

                                                 
32 For this reason, there might be a slight variation between the number of reported questions with the 

previous chapters. 
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As can be seen, on average, Group 1 exhibited the highest number of transitions, together 

with the highest values of within entropy and complexity. This shows that, when students 

were anonymous and were exposed to a likert rating scale, they tended to change from 

one rating value to the other with ease. Moreover, identifiable students who used the same 

rating scale exhibited fewer changes of status, showing higher conformity to the network. 

Finally, students from Group 3 who were identifiable and had a dichotomous scale 

displayed the smallest values on each of the three measures, suggesting that they 

conformed to the network most strongly. An ANOVA test of the differences between 

groups was performed for each measure, which was highly significant at p<.001 in each 

case. A full set of results can be found in Appendix 7.1.   

 

Moreover, Table 7.3 below shows all the rating sequences by group. In all the graphs, 

each horizontal line represents a sequence (i.e. question) whose length is measured on the 

x-axis that comprises all the consecutive states (i.e. ratings). Further, each state (0-5 for 

Groups 1 and 2, and 0/5 for Group 3) has a colour assigned. Hence, the sequence of 

colours highlight aspects such as the stability of each sequence and its transitions, which 

were used to determine the entropy and complexity. Hence, it can be appreciated from 

the ‘All Qs’ column of the table that the sequences of Group 1 are the longest ones, closely 

followed by those of Group 2. Sequences of Group 3, instead, look significantly smaller. 

Moreover, the difference in colours show that Groups 1 and 2 comprise the whole colour 

palette, but the first cohort looks predominantly green while on the second one the colour 

that more stands out is purple. Conversely, Group 3 only shows two colours (0 = dislike, 

in red; and 5 = like, in yellow) but it can still be noticed that there is a predominance of 

yellow over red, making the disproportion of ‘likes’ and ‘dislikes’ very obvious. Lastly, 

it is also worth noting the changes in colour, which represent the number of transitions. 

As can be seen, the cohort in which students were anonymous and used the likert scale 

has the ‘most colourful’ graph, indicating more transitions between ratings. Then, the 

cohort where students were signed-in with their real identities and still used the likert 

scale looks more stable, colourwise. Finally, the third cohort is the one with the longest 

blocks of one same colour. Arguably, Group 3 looks more stable because only two ratings 

were used in this graph. However, as explained in the procedure (i.e. Section 7.2.3), the 

number of transitions is independent of the number of states and only takes into account 

the number of changes. Nevertheless, to clarify this point, Section 7.3.3 includes another 

visualisation that converts all cohorts into like/dislike.  
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Table 7.3 – Rating sequences for Groups 1, 2 and 3 – All & 10 identical questions 

 

  

All Qs 10 identical Qs

G1

G2

G3

Ratings 

Sequences (Qs) 
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Comparison of the ten identical questions authored by the module staff 

The sequences from the ten identical questions posted by the module staff show a similar 

pattern to the one observed for all questions. However, for this visualisation the 

differences are more noticeable. As can be seen from the ‘10 identical Qs’ column in 

Table 7.3, the sequences from the third cohort look significantly shorter than the other 

two groups, despite questions being in PeerWise for the same number of weeks. 

Moreover, in terms of colour, the sequences from Group 1 start with higher ratings (4, in 

orange) and then move towards lower ones (2, in green). Further, the ratings of the second 

group start and remain around the value of 3 (in purple). Conversely, Group 3 comprises 

mostly 5’s (in yellow). Specifically, questions 1 and 2 do not suffer any change in 

status/rating, which is quite remarkable because it means that not one of the more than 30 

students who rated each question ‘challenged’ its quality, despite not having any personal 

relationship with the author (i.e. the module staff). Additionally, with the exception of the 

fourth sequence – which is the only one starting with a ‘dislike’ rating – users show a 

tendency to ‘dislike’ in blocks, rather than sporadically across the question.  

 

These findings, together with those from the previous section, further demonstrate that 

the way in which websites are designed has an impact on the choices of people. Even 

when rating the same content, the set-up of the website determines to a significant extent 

how online users will perceive and select information. By making people identifiable, 

users probably become more self-conscious and heavily prone to conforming to the 

network, especially if their friends are present (as shown in Chapter 6). On top of this, 

when users have few options for rating, they tend only to use those with a positive 

connotation. Beyond the current educational context, it is worth reiterating that most CCs 

are making users identifiable. Also, most SNSs – which usually require users to sign-in 

with their ‘real’ identities – only allow people to like, love, and favour; and do not even 

provide an option to show disagreement/dislike or dissent. 

 

7.3.3 Comparing how different website designs affect conformity levels 

Although it is not possible to fully determine the degree to which students were influenced 

by others, SA offers some insight into the level of conformity that students from each 

group might have experienced. It is worth noting that ‘level of conformity’ refers to the 

extent to which pupils were influenced to imitate the ratings from previous ‘raters’ of a 
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given question. Therefore, differently from Chapter 6 where conformity to personal 

networks was inferred through the relationship between ‘author’ and ‘rater’, the 

conformity to the whole network is based on previous ratings and hence the analysis is 

between ‘rater’ and ‘rater’.  

 

Furthermore, although the following analysis does not make a distinction among a rater’s 

ingroup and outgroup, there was qualitative evidence that indicated that both the previous 

ratings of non-friends and friends affected the ratings of participants. Regarding non-

friends: “…The high reputation and previous rate indeed impact on later rate” [sic.] 

(Quest-G2, yuto987). Likewise, concerning the influence of friends: “…furthermore as 

previously mentioned friends are more likely to like and dislike same questions” [sic.] 

(Quest-G3, ilki790).  

 

The ‘levels of conformity’ were inferred using the measure of transition rates, which is 

based on the concept of Markov chains, as explained in Section 7.2.3. However, in order 

to make an even comparison across all three cohorts, the ratings of Groups 1 and 2 were 

converted to dichotomous similarly to Chapter 5, where the two rating scales were 

compared. Hence, Table 7.4 shows the basic sequence measures for the three cohorts (as 

shown in Table 7.2), with all ratings converted to dichotomous. It should be highlighted 

that two comparisons were made. First, similar to those from Chapter 5, the six values of 

the likert scale were split in two groups, where 0, 1 and 2 became ‘dislike’ (D) and 3, 4, 

and 5 became ‘like’ (L). This conversion was used to obtain the transition rates. However, 

it was decided also to present the results for a second conversion where only 0 and 1 were 

converted to ‘dislike’ and the remaining four values were equalled to a ‘like’. This 

conversion was used to emphasise the differences between groups through a visualisation 

shown further below. 

 
Table 7.4 – Sequence measures for Groups 1, 2, and 3 (with converted ratings) 
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It is worth noting from the table above that the values for ‘number of sequences’ and 

‘average length’ are independent of the conversions. Hence, these values are identical to 

those presented in Table 7.2, whereas the other three measures do vary with the 

conversions. Regarding the first conversion presented in Table 7.4, for all measures – 

average transitions, entropy, and complexity – Group 1 shows the highest average values, 

followed by Group 2 and lastly Group 3. This shows that Group 1 had the most changes 

between ‘like’ and ‘dislike’. Moreover, concerning the second conversion, Group 1 

remained with the highest average values, while Group 2 obtained the smallest ones, 

albeit not too different from those for Group 3. The results from the second conversion 

demonstrate that, even when converting the scale in a different manner, Group 1 still 

presented a significant33 difference from the other two cohorts. Namely, the effect that 

website designs have on the ratings (i.e. choices) of its users becomes even more evident. 

A visualisation of these conversions is presented later, in Table 7.6.  

 

Furthermore, the evidence that each group exhibited a significantly different level of 

conformity can be reinforced by analysing transition rates (i.e. Markov chains). These 

were obtained with the first conversion, where half of the likert scale is a ‘like’ and the 

other half a ‘dislike’. Table 7.5 shows the transition rates for each cohort. As explained, 

the values show the probability of switching from one state (i.e. rating) to the other within 

the sequence of ratings, while the diagonals display the stability of each state. 

 

Table 7.5 – Transition rates for Groups 1, 2, and 3 

     

 

Although the tables above are fairly simple, the insights they provide are invaluable. For 

instance, they suggest that in Group 1, it was almost as ‘easy’ to go from one state to the 

other. That is, there was a 60% chance of continuing with the previous rating value, but 

also a 40% chance of going from a ‘positive’ to a ‘negative’ rating, or vice versa. Hence, 

although there was a slight preference to conform with previous ratings, changing to the 

opposite value was almost as likely. In contrast, 75% of the users in Group 2 conformed 

                                                 
33 An ANOVA test of the differences between groups was performed for the measures on each conversion. 

The results were all significant at p<.001. A full set of results can be found in Appendix 7.1.   

Group 1

→ Dislike → Like

Dislike → 59.5% 40.5%

Like → 39.2% 60.8%

Group 2

→ Dislike → Like

Dislike → 40.9% 59.1%

Like → 25.1% 74.9%

Group 3

→ Dislike → Like

Dislike → 17.9% 82.1%

Like → 5.5% 94.5%
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to the whole network if the rating was positive (‘like’), whereas if it was negative this 

figure dropped to 41%. Further, going from a ‘like’ to a ‘dislike’ was relatively rare, with 

only 25% of users doing so. Both tendencies are amplified in Group 3, where a ‘like’ 

rating was followed by another ‘like’ 95% of the time, while just 18% of ‘dislikes’ were 

followed by another negative rating. Thus, the data shows that conformity to ‘positive’ 

ratings (i.e. ‘like’  ‘like’) increases as users become identifiable (in Group 2), and is 

further intensified by the adoption of a dichotomous rating scheme (Group 3). 

 

To further illustrate the last findings, Table 7.6 compares the rating distributions by group, 

with three different combinations of the rating scales (i.e. original ratings and the two 

performed conversions). The distributions represent the percentage of each rating value 

(i.e. 0-5 and 0/5) per sequence. Furthermore, it is helpful to visualise the effects that 

anonymous versus identifiable, and likert versus dichotomous scales had on the rating 

patterns of users. When observing the comparison between the cohorts with the ‘original 

values’ of ratings (first row), it can be seen that the rating patterns of anonymous and 

identifiable users looked differently. First, as previously outlined, with different 

predominant colours – green on Group 1 and purple on Group 2. Moreover, the ‘first 

conversion’ (second row) shows the distributions of ‘likes’ (in blue) and ‘dislikes’ (in 

red). This conversion can be used to infer, visually, the conformity that the users in each 

of the conditions experienced. For instance, when looking at the proportions of ‘likes’, it 

can be observed that, by being identifiable, people experienced greater conformity 

towards the quality of the posted questions, which is aggravated by using the dichotomous 

scale. Finally, the second conversion (third row) is presented to show that, even if 66% 

of the likert scale is converted into a ‘like’, Group 1 would still differentiate from the 

other two cohorts, thus demonstrating that the rating patters did change depending on the 

quasi-experimental conditions. Table 7.6 can also be seen as a summary of the three 

cohorts studied in the four chapters of results of this thesis. 
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Table 7.6 - Rating distributions per group, with original and converted ratings 

Group 1 (N=2,064) Group 2 (N=2,439) Group 3 (N=1,987)

Original values

1st Conversion

Converting G1&2 to:
[0, 1, 2] = Dislike
[3, 4, 5] = Like

2nd Conversion

Converting G1&2 to:
[0, 1] = Dislike
[2, 3, 4, 5] = Like

D
L

D
L

Ratings 

R
at

in
g
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is

tr
ib

u
ti

o
n

 



200 | P a g e  

 

7.3.4 Understanding how different designs affect user’s attitude towards the website 

The intention of this last section of results is to determine how the attitudes towards being 

identifiable and towards the used rating scales: 1) correlated, and 2) affected the overall 

perception towards the website. 

 

In Chapter 4, the attitudes were studied with a focus on the impact that being identifiable 

had on the website’s perception. Similarly, in Chapter 5, the focus shifted to the effect of 

the attitude towards the rating scale on the website’s perception. Conversely, this section 

analyses the effect that both attitudes – towards being identifiable and to the rating scales 

– had on the website’s overall perception, using the data of the questionnaires from both 

Groups 2 and 3. This is done with the intention of understanding how all attitudes 

correlate, and also to obtain the percentage of a website’s overall perception that can be 

explained by how helpful the users perceived its login requirements and rating scale. In 

order to do this, this section first presents a correlation among all the tested attitudes, 

where questionnaires took place. Thereafter, a categorical regression is offered. 

 

Correlation among variables 

As can be observed in the correlation tables below (Table 7.7), in both groups the variable 

that had the strongest correlation with the overall attitude towards PeerWise is how users 

perceived the adopted rating scale, which in both cases is significant at p<.001. The 

identifiability of users was not significant for Group 2 but is significant – and weakly 

correlated – for Group 3. In both cases, there is also a weak but significant correlation 

between the attitudes towards the rating scale and that towards identifiability.  

 

Table 7.7 – Correlation between attitudes, Groups 2 and 3 

 

 

 

Spearman's Rho 

Correlation 

Coefficient - G2

PeerWise's 

attitude

Rating 

scale's 

attitude

Identifiable 

usernames' 

attitude

Spearman's Rho 

Correlation 

Coefficient - G3

PeerWise's 

attitude

Rating 

scale's 

attitude

Identifiable 

usernames' 

attitude

PeerWise's 

attitude
1.000 .374** .128

PeerWise's 

attitude
1.000 .329** .245**

Rating scale's 

attitude
.374** 1.000 .204**

Rating scale's 

attitude
.329** 1.000 .206**

Identifiable 

usernames' 

attitude

.128 .204** 1.000

Identifiable 

usernames' 

attitude

.245** .206** 1.000

**. Correlation is significant at the 0.01 level (2-tailed). **. Correlation is significant at the 0.01 level (2-tailed).

*. Correlation is significant at the 0.05 level (2-tailed). *. Correlation is significant at the 0.05 level (2-tailed).

a. Group 2 a. Group 3
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Effect on the website’s overall perception 

Finally, an ordinal regression was performed, in which the predictors were the attitudes 

towards being identifiable and to the rating scale, and the outcome variable was the 

overall perception of PeerWise. Using Cox & Snell’s pseudo-R2 value, results showed 

that in Group 2 the perception that users had regarding the helpfulness of the rating scale 

and being identifiable accounted for 22.0% of the variation of their overall attitude 

towards the website. This percentage was 26.2% for Group 3. The full results can be 

found in Appendix 7.2.  

 

This last section offers a number of findings. First, the ordinal regressions indicate that 

about a quarter of the overall perception of PeerWise was due to the combination of the 

attitudes towards being identifiable and the adopted rating scale. Hence, this finding could 

be of use for SNS and CC designers (i.e. practitioners). Moreover, the correlations 

indicate that, from the two predictors, the rating scale had the most substantial impact on 

the website’s perception, suggesting that a website’s choice of a rating scale should be 

carefully planned. Further, and specifically for this research, it was interesting that, even 

in Group 2 where the emphasis was put on removing anonymity and making users 

identifiable, the attitude towards being identifiable was not even significant, whereas that 

towards the rating scale was significant and had the strongest effect on PeerWise’s 

perception.  

 

7.4 SUMMARY OF FINDINGS 

 

This chapter targeted the overall research question, which aimed to understand the effect 

that different website designs (i.e. frames) affect the transmission of UGC. The presented 

qualitative and quantitative data showed evidence strongly suggesting that different 

frames do, indeed, produce affect the transmission of UGC by affecting: the authoring 

content (i.e. variation), which information to access (i.e. ‘pre-selection), and how the 

UGC of others is rated (i.e. selection). This, in turn, affects the retained knowledge in the 

network; which again affects the variation and selection mechanisms. 

 

The chapter encompassed four objectives. First, OB-2 was to understand knowledge 

transmission through the VSR mechanisms, making an emphasis on selection. In order to 

do this, the data from questionnaires and focus groups were used to investigate different 
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ways in which participants relied on the network to make choices, and how these affected 

the transmission of UGC on each cohort. The qualitative data revealed that participants 

relied on the network at least in the following situations: for authoring, choosing, and 

rating questions. Regarding authoring questions (i.e. variation), students were given very 

little guidance on how to author the multiple-choice questions, nor were there written 

guidelines of what a ‘good question’ was. Hence, the comments from participants show 

that, by imitating others and through the feedback they received with the individual and 

overall ratings, each cohort arrived at a (non-spoken) agreement of what an ‘acceptable’ 

question looked like. In other words, this meant that the variation of UGC had been 

affected by the selection and retention mechanisms. Moreover, it was also discovered that 

pupils relied on the network for choosing questions, which could be seen as prerequisite 

for selection. Participants revealed to have targeted questions based on the knowledge 

that was available on the network (i.e. retention), such as the average ratings, perceived 

difficulty, or number of answers and comments, among others. Finally, regarding ratings 

(i.e. selection), users seemed to have relied on the summary of previous ratings (i.e. 

retention) to choose their own. Therefore, the comments of participants were not only 

useful to detect ways in which users had relied on the network, but also to unravel the 

different interactions between the VSR mechanisms.  

 

Furthermore, the second tackled objective (OB-3&5) was to investigate how the different 

combinations of user profile and rating scales affected the transmission of UGC, by 

comparing the rating sequences from the three cohorts. Through the use of sequence 

lengths, transitions, entropy, and complexity, it was discovered that, even when the 

content is the same, website designs determine how users select information. Specifically, 

even when presented with the exact same information, each cohort arrived to a different 

mean rating, which arguably represented the groups’ ‘agreed’ quality of the question. 

Moreover, it seemed that each cohort developed a unique ‘rating pattern’. For instance, 

there appeared to be non-spoken rules (i.e. tacit knowledge) such as: ‘use any rating in 

the scale and try to be critical/competitive’ in Group 1; ‘avoid extreme ratings and be 

nice/collaborative to others’, in Group 2; and ‘avoid the dislike rating at all costs – if you 

do not like the question just avoid rating it’, in Group 3. 

 

The third objective to be addressed (OB-7) involved deepening the study of conformity 

by comparing the ‘levels of conformity’ of each of the three quasi-experimental 
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conditions. By making use of SA and transition rates, it was found that each cohort 

experienced different levels of conformity. Specifically, conformity towards positive 

values was of 60.8% for Group 1, 74.9% for Group 2, and 94.5% for Group 3. Hence, 

these percentages might give an estimate of how the different designs of SNSs and CCs 

can affect the choices of people. Namely, sites where users are allowed to sign-in 

anonymously and offer a broad rating scale (i.e. CCs), are expected to experience less 

conformity to the network. Conversely, sites where users are required to use their ‘real’ 

identities and use shorter rating scales (i.e. SNSs), are expected to experience 

considerably more conformity among members. Consequently, the results of this study 

agree with those from Lorenz et al. (2011), which determined that social influence 

(negatively) affects the ‘wisdom of the crowd’. However, Lorenz et al. (2011) only 

determined that knowing the estimates of other members within the crowd affected 

individual’s estimates; whereas the findings in this thesis found, in addition, that social 

influence also depends on how the estimates of others are presented. Specifically, the 

‘wisdom of the crowd’ will be further undermined by having the estimates of others 

linked to their identities, and by a narrow scale used to give the estimates.  

 

Lastly, the fourth tackled objective (OB-4&6) was to understand how the attitudes 

towards being identifiable and to the rating scale correlated, and the extent to which they 

could explain the overall perception of the website. Regarding this last point, it was 

discovered that about a quarter of the variation of a website’s perception could be 

attributed to the attitude that users had towards the rating scale and being identifiable. 

Moreover, of these two, the one with the highest correlation were rating scales. Therefore, 

these findings suggest that the user-experience of a website is partly determined by the 

rating scale that the platform uses. Thus, it could be expected that online users will be 

very sensitive to changes in the rating scale because, as one participant put it, ‘rating 

scales can cause problems of interpretation’. Moreover, knowing that users care about the 

design of the scales can have implications for practitioners, such as perhaps involving 

users before designing/changing a website’s rating scale. Finally, given the effect that 

rating scales have on the choices of users and their web-experience, it could be argued 

that practitioners need to regulate them. The following two chapters – Discussion and 

Conclusion – will discuss all of these issues and their consequences thoroughly. 
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CHAPTER 8: DISCUSSION 

 

This thesis has focused on providing a better understanding of how people within online 

networks choose UGC, through the analysis of two elements of website designs: user 

profiles and rating scales. Drawing on the findings of the previous four chapters of results 

and the conceptualisations put forward in Chapter 2, this section explores the impact of 

different website designs on decision making, through the relationship between processes 

of self-presentation and self-disclosure and group-level cognitive biases. Hence, this 

chapter discusses the key findings in the context of the reviewed theories, emphasising 

the ‘what’ (i.e. the factors that should be considered in the explanation of the choice-

making process), the ‘how’ (i.e. how are the factors related), and the ‘why’ (i.e. the 

psychological or social dynamics that explain the appointed factors) (Whetten 1989). 

Having thoroughly reviewed the choice-making process, the implications of choices (i.e. 

the selection mechanism) on the broader evolution of knowledge are then discussed.  

 

Firstly, this chapter starts with a presentation of a processual model of choice making. 

After that, this process is unpacked by firstly exploring how websites seem to frame UGC 

through the set-up of user profiles and rating scales, and how these impact self-

presentation and self-disclosure, and consequently the detection of groups and 

relationships. Secondly, the three group-biases are discussed, with an emphasis on 

investigating which had a more significant effect on users’ judgement. Thirdly, 

conformity is addressed, with comparisons made between outgroups and ingroups, and 

ending with an examination of how this was affected by the different strength of ties. 

Finally, following this discussion which centres on the mechanism of selection, the 

chapter explores the implications of the research on wider evolving systems of knowledge 

within social media. 

 

8.1 EXPLAINING THE SELECTION MECHANISM THROUGH CHOICE-

MAKING 

 

As previously mentioned, a salient contribution of this thesis is to explain selection 

providing a rationale based on choice-making. Moreover, as outlined in Chapter 2, this 

research proposed to study choices through the ‘building blocks’ of identity, groups and 

relationships (Kietzmann et al. 2012). 
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8.1.1 Discussion of the thesis’ enhanced conceptual model 

Drawing on literatures in identity, social psychology and interpersonal relationships 

(Kietzmann et al., 2012), this research contributes to the understanding of how choices 

are made within social networks. In Figure 8.1, shown below, the conceptualisation of 

the choice making process is represented. Choices, as presented by the ratings given by 

individuals, are based on a judgement they make following the interpretation of related 

information (see Figure 8.1). When making these judgements, individuals rely on 

heuristics to simplify the process of interpretation. This reliance becomes even more 

significant in complex environments, or when the individual is overwhelmed by inputs 

(as in the case of many online websites). However, it has been shown in prior research 

that the use of such heuristics can lead to systematic errors, or biases (Kahneman et al. 

1982; Kahneman 2003). This study has focused on three core group-biases: content (i.e. 

specific qualities of a belief), prestige (i.e. successful individuals), and conformity (i.e. 

imitating the majority of the group) (Henrich 2004; Richerson & Boyd 2005; Mesoudi 

2011). These biases are in turn influenced by a number of factors, including the 

individual’s identity (Goffman 1959; 1963), their membership of key groups (Tajfel & 

Turner 1979; Turner & Reynolds 2012), and their development over time of interpersonal 

relationships with other actors (Granovetter 1973; 1983; Cross, Parker, et al. 2001). 

 

It is here that website design can affect biases through their influence on social processes, 

and the development of identity and interpersonal relationships. In this respect, social 

media websites are a good exemplar in which to study this process. They constrain the 

means in which individuals interact with others, regarding how individuals can present 

themselves, how much they can disclose, the type of content they can share, the number 

of characters that are allowed per post, and so forth (Kaplan & Haenlein 2010).  

 

 

Figure 8.1 - An enhanced conceptual model of choice making within social media 
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The model proposed in Figure 8.1 reflects these influences in so far as they frame the way 

in which information is shared between individuals. These elements place boundaries on 

the ways in which individuals visually share information, thereby distorting the 

interpretation of information vis-à-vis the interactors. As a result, the beliefs (i.e. the 

replicators) derived from this UGC are correspondingly biased and distorted. As noted 

above, the study has focused on two aspects of a website’s design: user profiles, which 

affect the levels of self-presentation of users; and rating scales, which modify the manner 

and degree in which people can express their likes and dislikes towards the posted content. 

Further, both self-presentation and self-disclosure shape the development of an 

individual’s identity as those individuals interact with others through the development of 

interpersonal relationships (Goffman 1959; Goffman 1963; Tajfel & Turner 1979; Turner 

1984). Hence, by influencing self-presentation and self-disclosure through user profiles 

and rating scales respectively, websites can frame the process through which choices are 

made by affecting the way in which individuals access and evaluate information (see 

Figure 8.1). By conceptualising this process through the dualism of interactor-replicator 

(i.e. UGC-beliefs), important interpretive processes are captured, highlighting the role 

played by frames on the wider evolution of information within the network. 

 

The role played by these frames reflects the notion in prospect theory that the rationality 

of people is bounded by external and internal constraints, such as the way in which 

problems are formulated and individual’s cognitive limitations (Simon 1955; Simon 

1979). Regarding the construction of a decision problem, prospect theory established that 

the adoption of a frame has an impact on people’s judgement, and therefore on their 

choices (Kahneman & Tversky 1979; Tversky & Kahneman 1981; Kahneman 2003). 

Therefore, frames have a significant influence on the evolution of information and 

knowledge between individuals and networks. By studying different website designs, this 

research allowed the exploration of the impact of different frames on this process through 

the different ways in which they enable or constrain the transmission of interactors (i.e. 

UGC). Manipulation of interpretative processes through different frames can thus shape 

the evolution of knowledge in social media (Figure 8.1). 
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8.1.2 Responding to the research questions through the enhanced conceptual model 

The following sub-sections discuss the findings in relation to the research questions posed 

above. The relevance of each of these questions to the conceptual model is labelled in 

Figure 8.1. First, the concept of frame (A) is discussed, followed by the findings 

concerning the impact of user profiles on self-presentation (B), and the effect of rating 

scales on self-disclosure (C). Further, the results regarding biases (D) are commented on 

by highlighting the effect of the different levels of self-presentation and self-disclosure. 

Finally, the discoveries about conformity (E) are outlined, stressing the observed 

differences between ratings given to the whole network relative to those from users’ 

personal groups. 

 

A) The website’s frame and its impact on the choice-making process of users 

This part of the conceptual model refers to the overall question of this thesis: How is the 

transmission of UGC affected by the different designs (i.e. frames) adopted by social 

media websites? (see Figure 8.1, A) 

 

As noted above, website designs influence the processes of self-presentation and self-

disclosure which in turn affects the way in which individuals make choices. As outlined 

in Chapter 2, when rating content, individuals go through a cognitive process analogous 

to that of responding to a survey (Riedl et al. 2010). The process involves four steps: 

comprehension (attend to content and logically represent the question), retrieval (recall 

relevant information), judgement (integrate retrieved material and draw inferences based 

on accessibility), and response (map judgement into given options) (Tourangeau et al. 

2000). However, it has been argued that individuals’ rational choices are limited by 

internal and external constraints such as the way in which problems are formulated, their 

cognitive limitations, and the time available in which they should make the choice (Simon 

1955; Simon 1979). In these terms, this research focused on the way information was 

formulated (i.e. its frame) and people’s cognitive limitations (i.e. biases). 

 

Tversky & Kahneman (1974; 1981) showed that the process of making choices partly 

depends on the formulation of the decision-problem (i.e. on how a problem was framed). 

Moreover, they observed that, when making a decision, individuals relied on heuristic 

principles (i.e. ‘rules of thumb’) which reduced the complexity of the task but would 

sometimes lead to ‘severe and systematic errors’ (i.e. biases). However, the shape and 
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form of these biases depend on a number of social factors including; the identity of the 

individual, the group to which they belong and their relationships with the sender of 

information. The findings above identify clear links between the frames adopted in 

different website designs, and these social processes.  

 

Much of the research done to date on social media is carried out within and not between 

sites (e.g. Wu et al. 2011; Wilkinson & Thelwall 2012; Liu & Park 2015; Park & Nicolau 

2015; Jacobsen 2015). As a result, it is unclear the influence that different designs have 

on the choices of users, and ultimately on the evolution of content within these sites. 

Those few publications which do compare different platforms have instead focused on 

other issues such as different levels of gratification people obtain from them (Quan-Haase 

& Young 2010) or the personalities of their users (Hughes et al. 2012). By comparing 

platforms with the same degree of social presence and media richness (Kaplan & Haenlein 

2010), different levels of self-presentation and self-disclosure could be examined. That 

is, it was decided to compare a CC and a SNS through the modification of a single online 

site so the users and the content on both were as similar as possible, and most of the 

changes could then be attributed to adaptations of the platform’s design (i.e. its frame).  

 

It was seen that the website’s design (i.e. the adopted frame) influenced the transmission 

of UGC in two ways. First, the set-up of a site constrains the type and amount of content 

that users can post, and the manner in which they can respond to others. Consequently, 

this has an impact on how users express their beliefs, and on how other users interpret 

them. In evolutionary terms, this influences the relationship between the replicator (i.e. 

the belief), and its expression through the interactor (i.e. UGC). Therefore, poor website 

design can introduce significant interpretation issues, resulting in divergent choice-

making processes. Second, websites also frame the content shared in the network by 

showing or concealing users’ identities and therefore making them aware (or not) of who 

authored a particular post, and the relationship with the receiver of the UGC. This, in turn, 

influences the heuristics an individual will use when making judgements through content, 

prestige and conformity-based biases (see Figure 8.1). For example, people seem to 

perceive fewer differences with those among their ingroup, as they believe the errors in 

interpretation are less if they know the person sharing the information. As a result, they 

are more likely to conform to the views expressed within that group. Arguably, this makes 
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people prone to perceiving as more valuable the content from those known to them, which 

also has an impact on their choices.  

 

Furthermore, at the time when Tversky & Kahneman (1981) conducted their experiments 

on judgement, which consisted of presenting the same decision problem with different 

frames, they detected that people seemed to commit at least one of the following 

irrationalities: 1) They might choose a different option if the same question was framed 

in a different way. 2) They were normally unaware of alternative frames and the way 

these affected the attractiveness of options. 3) They would wish their preferences to be 

independent of the frame. 4) When they realised their choices were being inconsistent, 

they were often uncertain about how to resolve it. Hence, in line with Tversky & 

Kahneman’s (1981) first outlined irrationality, it was found that participants made 

different choices depending on how the information available to them was framed. That 

is, the analysis of online interactions showed that people would give different ratings – 

even when the posted content was identical – depending on whether the author of the 

question was anonymous or identifiable, and whether the rating scale was likert or 

dichotomous. Following an examination of questionnaires and focus groups, it was 

further seen that the majority of users did not recognise that the adopted frame affected 

their own ratings, supporting Tversky & Kahneman’s (1981) second proposition. 

Consequently, the findings from this thesis’ quasi-experiments provided evidence to 

support the view that at least two of the proposed irrationalities took place, therefore 

proving that online environments frame UGC through modifying the levels of self-

presentation and self-disclosure available to users. 

 

To conclude, the overall research question can be answered as follows: the frames 

adopted by websites influence the choices made by individuals through their impact on 

choice making heuristics. Hence, users presented with the same information on a CC and 

a SNS site would most likely rate it differently. This study is the first attempt to 

investigate if different types of social media distinctly frame UGC, thus influencing the 

way in which individuals make choices. It should not be forgotten that “the adoption of a 

decision frame is an ethically significant act” (Tversky & Kahneman 1981, p.458). As a 

result, demonstrating that the set-up of a website affects the choices of people and bounds 

their rationality, has a number of theoretical, practical, policy, and ethical implications 

which are discussed thoroughly in Chapter 9.  
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B) The effect of user profiles in self-presentation: anonymous vs identifiable 

This part of the conceptual model relates to the first research question of this thesis: How 

are the choices of users affected by different levels of self-presentation occurring from 

diverse user profiles? (see Figure 8.1, B) 

 

This question explores in more depth the role played specifically by self-presentation in 

the choices made by individuals. In offline environments, self-presentation has been 

defined as a component of identity by which an individual tries to make an impression on 

others (Goffman 1959; 1963). This impression is subject to elements that the individual 

cannot change, called ‘personal front’ (e.g.  gender, age, racial characteristics), 

components that are under her/his control named ‘setting’ (e.g. clothing, personal 

adornments), and the person’s ‘performance’ (i.e. the actions or behaviour at a given 

occasion which serve to influence others), (Goffman 1959). However, online 

environments combine the characteristics of disembodiment and anonymity, which result 

in a new means of identity construction (Douglas & McGarty 2001; Bargh et al. 2002; 

Suler 2002; Suler 2004; Zhao et al. 2008). The internet gives individuals the opportunity 

to alter their identity to the extent that would not be possible in face-to-face 

communication, by allowing them to change their age, gender, appearance and 

personality (Suler 2002). However, this opportunity to alter several aspects of the self or 

even remain anonymous does not occur in the same manner in all social media sites.  

 

For instance, SNSs (e.g. Facebook) are classified as having high levels of self-

presentation, whereas CCs (e.g. YouTube) are seen as having lower degrees (Kaplan & 

Haenlein 2010). As described in Chapter 2, the profiles of CC users require very little 

information and, in most cases, individuals have the option to remain anonymous (see 

Figure 2.2). Conversely, user profiles of SNSs require more personal details (e.g. Figure 

2.1), and users are highly encouraged to sign in with their ‘true’ identities34, which is why 

these sites are called nonymous, or non-anonymous (Zhao et al. 2008). For this reason, 

the present study used a single website in which participants in the first cohort were 

anonymous, while later cohorts were non-anonymous (i.e. identifiable). It was observed 

that, by altering this element of a website’s design (i.e. the absence/presence of user 

profiles), the level of self-presentation was affected and this, in turn, modified the choices 

                                                 
34 That is, with an identity which is already known and recognised by others. 
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of users as reflected through their ratings. Specifically, ratings were affected in two ways: 

1) when anonymous they seemed to behave competitively, whereas when identifiable 

they behaved collaboratively; and 2) the so-called ‘personal front’ became significant 

when users were identifiable. Drawing on literature of social identity the mechanisms 

behind these findings can be further explored.  

 

First, the most remarkable finding regarding self-presentation was that participants in 

each experimental condition adopted what could be described as a different strategy, 

whereby anonymous users were seen as acting ‘competitively’, whilst identifiable ones 

seemed to adopt a ‘collaborative’ orientation. Similar findings have been found by other 

scholars but, depending on the area of study, it has been described as effecting positive 

or negative outcomes. For instance, an area where anonymity is seen as having a positive 

outcome is education. Recent educational studies utilising peer-review with computer-

mediated communication (i.e. e-peer review), have found that anonymous groups give 

more ‘critical’ feedback, leading to better performance (Lu & Bol 2007; Howard et al. 

2010; Li 2017). Conversely, an area where anonymity is mostly seen as having a negative 

effect is cyberbullying. Researchers have found that bullying tends to happen at higher 

rates in sites where users are anonymous (Whittaker & Kowalski 2015; Brandtzæg et al. 

2009). Nonetheless, it should be mentioned that there is a smaller group of researchers 

studying cyberbullying who claim that anonymity is more a fear than a reality; most 

cyberbullies are not anonymous and are rather part of the victims’ real-life group (Mishna 

et al. 2009; Huang & Chou 2010). 

 

Regardless of whether scholars see anonymity as having a positive or negative outcome, 

all agree that it changes behaviour. There are mainly two underlying processes which they 

have used to explain this issue. On the one hand, some base their findings on 

deindividuation theory which explains group behaviour through the assumption that there 

is only one concept of self, which is reduced and subject to the group norms when an 

individual is within a crowd (Le Bon 1896; Zimbardo 1969). Deindividuation theory is 

mostly used as a justification for anti-normative behaviour, so the online research that 

makes use of it argues that users lose their ‘self’ to the network, and this situation is 

aggravated with anonymity and the use of computer-mediated communication (e.g. Lu & 

Bol 2007; Brandtzæg et al. 2009). On the other hand, others have relied on the social 

identity model of deindividuation effects (SIDE), which argues that ‘the self’ is not lost 
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when in a crowd because the self-concept is instead something that adapts to diverse 

contexts, groups, and situations (Lea & Spears 1991; Reicher et al. 1995; Postmes et al. 

2001). Researchers justifying interactions through SIDE do recognise that in some 

situations crowds can have negative behaviours, but also argue that anonymity within 

groups can generate altruistic acts among group members, although this would depend on 

the norms and beliefs of the in-group (e.g. Howard et al. 2010; Whittaker & Kowalski 

2015; Mishna et al. 2009; Douglas & McGarty 2001).  

 

Considering these two approaches, the findings of this present research reflects the SIDE 

perspective for three reasons: firstly, as has been mentioned throughout the research, it is 

assumed that individuals will vary their ‘self’ depending on the audience and context 

(Goffman 1959; Goffman 1963). Secondly, SIDE is based on the assumption from social 

identity theory that the self-concept varies in a continuum between the individual (i.e. 

interpersonal) and as members of a social group (i.e. intergroup) (Lea & Spears 1991). 

As outlined in Chapter 2, this is also one of the suppositions of this research. Given that 

individuals easily cluster into groups, they thrive for a positive association with their in-

groups, as they struggle to maintain a positive self-concept. However, their behaviour 

towards members of the in-group and out-group would be determined by their perception 

of the social setting, as either interpersonal or intergroup (Tajfel 1974; Tajfel 1978; Tajfel 

& Turner 1979). Thirdly, SIDE is also grounded on the self-categorisation principle 

(Reicher et al. 1995), which assumes that individuals define their identities through 

minimising their differences with other members of the ingroup (Turner 1984; Turner & 

Reynolds 2012). Likewise, ‘competitive’ and ‘collaborative’ strategies – observed when 

users were anonymous and identifiable, respectively – can be explained through the three 

outlined assumptions, with one alternative perspective on the second point. 

 

The alternative perspective concerns the interpersonal-intergroup continuum. As 

outlined, Tajfel (1978) and Tajfel & Turner (1979) assume that there is a continuum 

between interpersonal (i.e. personal) and intergroup (i.e. social) behaviours. However, 

Stephenson (1981) argued that there were situations where both interpersonal and 

intergroup components would affect situations. In his view, there would be situations 

where “both interpersonal and intergroup goals may be strong; these may often conflict, 

and yet a choice between the two may still have to be made […]. It cannot be assumed 
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that [individuals]35 perceive settings in interpersonal or intergroup terms or seek 

interpersonal or intergroup goals in an inverse ratio, simply because in some instances 

they may be forced to act in this manner” (Stephenson 1981, p.193). Therefore, rather 

than a continuum, he proposed mapping interpersonal and intergroup relations as 

independent dimensions. Figure 8.2 shown below presents a graphic representation of 

how the continuum was proposed to be transformed into independent dimensions 

(Stephenson 1981, fig.6.4 & 6.5, p. 190-197).  

 

 

Figure 8.2 - Interpersonal-Intergroup continuum & dimensions (Stephenson 1981, pp.190-197) 

 

Further, from the figure shown above, it is seen that different means of communication 

(face-to-face and telephone) produced different outcomes regarding interpersonal 

salience. Similarly, given that social media was defined as a ‘communication system’ 

(Peters et al. 2013), it could be argued that different website designs can produce different 

degrees of interpersonal and intergroup salience. Figure 8.3, below, maps the different 

interpersonal and intergroup degrees corresponding to the three distinct scenarios studied 

in this research.  

 

                                                 
35 The original quote reads ‘negotiators’ instead of ‘individuals’ 
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Figure 8.3 - Interpersonal and intergroup dimensions of the different designs of user profiles 

 

In sum, considering these dimensions of interpersonal and intergroup salience (see Figure 

8.3), the findings can be interpreted in the following manner. When website design 

constrains an individual’s ability for self-presentation, resulting in anonymity, actors are 

not assimilated into group norms (i.e. self-categorisation is low), leading to them 

behaving in a more individualistic manner, with high interpersonal salience. 

Nevertheless, because they cannot determine who the other users are (i.e. the 

interpersonal dimension is also low), they base their ratings on what is available: content, 

which is why peer-reviews are more objective when users are anonymous. Conversely, 

when identifiable, the intergroup characteristics (i.e. ethnicity, gender, group 

membership) become relevant, which can explain in the current study: 1) why users 

accessed more UGC from those similar to them; and 2) why ratings overall were higher 

and more similar, as users went through a process of self-categorization with their in-

groups. Further, because all users were able to recognise some people they knew outside 

the website, the interpersonal dimension became relevant in these situations, which 

resulted in ratings being almost proportional to relationships. 

 

To conclude, the answer to the first research question is: the choices of users are 

significantly affected by the different levels of self-presentation generated by the use of 

the characteristic profiles of CCs and SNSs. Hence, ratings differ when users are 
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anonymous or identifiable. This difference happens because, by being identifiable, both 

the intergroup and interpersonal dimensions of situations become relevant; and, when this 

happens, users tend to self-categorise with their ingroups and therefore acquire more 

beliefs from them.  

 

C) The effect of rating scales in self-disclosure: likert vs dichotomous 

This part of the conceptual model concerns the thesis’ second research question: How are 

the choices of users affected by different levels of self-disclosure happening due to the 

use of distinct rating scales? (see Figure 8.1, C) 

 

The impact of self-disclosure, defined as the revelation of personal information such as 

opinions, likes and dislikes (Kaplan & Haenlein 2010), was explored through the use of 

two types of rating scales: likert and dichotomous. As was mentioned in Chapter 2, there 

seems to be contradicting instructions regarding the use of broad or narrow scales. On the 

one hand, researchers advocate for the use of wider (i.e. more granular) rating scales 

(Riedl et al. 2010; Riedl et al. 2013). On the other hand, practitioners are adopting and 

recommending the use of narrower scales (Ciancutti 2011; YouTube 2009). The results 

of this research seem to have a stronger agreement with those of scholars, for reasons that 

are discussed below. 

 

Self-disclosure impacts directly on the interpretive processes which underpin choice 

making. As discussed above, the website design shapes the broader evolution of UGC by 

influencing the interpretive processes through which individuals make choices to select 

UGC, and their corresponding beliefs. The different designs of CCs and SNSs constrain 

both the type and amount of content that users can post (as senders of information) and 

the manner in which they can respond to others (as receivers of information and givers of 

feedback). Subsequently, this has an impact both on the way users express their beliefs 

(replicator to interactor), and on how other users interpret them (interactor to replicator). 

Through their influence on interpretation, degrees of self-disclosure thus influence the 

choice making process.  

 

In this study, rating scales have been used to indicate the choices of users; that is, to map 

their judgement towards a particular piece of UGC. Yet, this evaluation conveys a belief 

itself, such as: ‘The content is good’, ‘I do not like this video’, ‘This post is helpful’, and 
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so forth. So, from a communication viewpoint, ratings can be seen as a way of responding 

or giving feedback to the person sharing the UGC. Then, the ‘sender’ (i.e. the individual 

who authors the information) also needs to interpret the feedback given by the ‘receiver’ 

(i.e. the individual who rates the content). Moreover, given that a characteristic of UGC 

is that it must be publicly available online (OECD 2007), other users in the network must 

also interpret the observed communication between the sender and the receiver, given 

that they might want to know the choices of others before making their own. Therefore, 

the design of rating scales can thus restrict the way in which users can respond to others, 

as it determines the number of options that the receiver has to express feedback visually 

(i.e. the interactor). This has three consequences. First, the restrictions on the visual way 

in which feedback can be given has an impact on how the receiver can express her belief 

(i.e. replicator) regarding the evaluation of the content s/he observed. Second, it affects 

the way in which the sender interprets the feedback she gets from the receiver. Third, it 

also influences the way in which other users observing this communication make sense 

of it.  

 

The results from the two experimental conditions – likert and dichotomous rating scales 

– can be used to illustrate these three points further. First, regarding the effect that scales 

have on the person giving feedback, Chapter 5 showed that three-quarters of the people 

using the likert scale found it helpful or very helpful, whereas this satisfaction dropped 

by 20 percentage points for those using the dichotomous scale (see Figure 5.10 and Figure 

5.11). This evidence, together with the insights provided by participants, showed that they 

felt restricted by having only two options to express their opinions (i.e. their beliefs), and 

accordingly determined that they would instead not rate. Hence, adopting a specific rating 

scale can affect the way in which people self-disclose, which has an impact on their 

satisfaction and can make them more (or less) prone to use the rating scale.  

 

Second, regarding the impact of the scale on the sender’s interpretation, there were two 

discoveries. 1) Although the users of both scales complained about issues of interpretation 

(e.g. not understanding why someone had given them a specific rating), it seemed to be 

aggravated by the use of the dichotomous scale. Moreover, 2) several users mentioned 

that there appeared to be an ‘emotional’ meaning attached to the ‘thumbs up/down’; 

specifically, ‘dislike’ was seen as ‘mean’ and was therefore avoided (see Table 5.3). 

These two points thus illustrate how certain rating scales designs can create greater (or 
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lesser) interpretation issues, and can even involve more sentiment than others. Third, an 

example of the influence that rating scales can have on other users in the network can be 

found in Chapter 6, where users from both cohorts mentioned they would look at the 

average rating of questions before tackling them. Once again, this was intensified by the 

use of the dichotomous scale, as every ‘dislike’ would have a greater effect on the 

average-value of questions because it had assigned a value of zero. Consequently, 

questions that had even one ‘dislike’ were less likely to be accessed by users in the 

network.  

 

Previous research conducted on rating scales found that people using a likert scale 

experienced greater satisfaction when rating compared with those utilising a dichotomous 

scale (Riedl et al. 2010). The explanation for this was that the latter forced people into 

making a binary decision, which produced higher levels of stress (Riedl et al. 2010). 

However, the cited experiments were carried out under conditions of anonymity and 

isolation. Conversely, in this thesis, the different scales were studied in the context of 

identifiable users. Consequently, self-disclosure is aligned with self-presentation. 

Therefore, a plausible explanation for users feeling more restricted by the dichotomous 

than the likert scale is that the stress of making a decision would be increased because 

they were in a social context. Therefore, given that one option of the scale had a positive 

connotation while the other had a negative one, they would avoid rating in a manner 

which could lead to online or offline retaliation. Finally, it was discovered that senders 

(i.e. authors) interpreted the positive ratings as fairer, reflecting the need for self-esteem 

and reward (Tajfel & Turner 1979). 

 

To conclude, answering the second research question: this research has found quantitative 

and qualitative evidence that confirms that the choices of users are affected by the 

different rating scales used online. This impact is caused by the effect that rating scales 

have on the interactor-replicator, because of transmission errors in communication, by 

different levels of stress generated while making a choice, and as a consequence of 

psychological and physiological effects of rating scales on groups and individuals. 

 

D) The effect of different degrees of self-disclosure and self-presentation in biases 

This part of the conceptual model (see Figure 8.1, D) concerns the study of the three 

outlined group-biases: content, prestige, and conformity (Henrich 2004; Richerson & 
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Boyd 2005; Mesoudi 2011). This section is not linked to a research question because an 

emerging finding of this research was that the hierarchy and strength of these biases were 

affected by the different levels of self-presentation and self-disclosure. 

 

The finding noted above points to important differential effects between different levels 

of self-presentation and self-disclosure and the hierarchy and strength of these biases. To 

be precise, depending on the different scenarios of user profiles and rating scales, both 

the type of group-bias that was more prevalent and its intensity were affected. To explain 

this finding, each scenario of the quasi-experiment will be briefly discussed in relation to 

group biases.  

 

In the first quasi-experimental condition, users were anonymous and utilised a 0-5 likert 

scale. This setting resembled the design of most CCs, as explained in Chapter 2. Under 

these circumstances, the predominant biases were seen to be prestige-, followed by 

content-based, as outlined in Chapter 4. Moreover, as users were anonymous, they knew 

very little about their ‘real-life prestige’ (except recognising the 10 questions posted by 

the module ‘admin’). Hence, they needed to rely more on the ‘online-gained prestige’ 

earned online through the built-in gamification elements (e.g. badges, reputation scores, 

and previous ratings given by users). These results are similar to studies regarding online 

reviews, where it has been found that elements such as the reviewer’s online reputation 

and the number of fans or followers had a significant positive impact on other users’ 

perception of usefulness towards their posted content. In addition, these prestige-related 

variables had a more significant impact than those which could be catalogued as content-

based (e.g. readability index, word count) (Cheng & Ho 2015; Liu & Park 2015). 

 

Other studies on real-life prestige (i.e. not in an online context) have found that when 

information on individuals was not available, status was inferred: 1) through observing 

the behaviour within a group; or 2) from the judgement of others, which could be coded 

through ‘markers’ such as university degrees and awards (Henrich & Gil-White 2001). 

Therefore, given that online environments allow for the identity of individuals to be 

concealed to a greater extent than in offline settings (Douglas & McGarty 2001; Bargh et 

al. 2002; Suler 2002; Suler 2004; Zhao et al. 2008), it is understandable that people would 

rely more on the observed ratings of others and on the available online symbols that 

denote prestige.  Reflecting on the findings of this first study, it can be surmised that 



219 | P a g e  

 

individuals tend to follow the lead of others who are assumed to have more ‘prestige’. 

Biases allow individuals to economise on valuable cognitive resources when making 

decisions (Kahneman et al. 1982), and in the absence of clear group allegiances – as a 

result of anonymity – individuals herd around perceived shepherds.   

 

In the second quasi-experimental condition, users were all identifiable, while continuing 

to use the likert rating scale. This design is similar to those CCs that require users to login 

with their SNS profiles. With this second arrangement, the strongest group-bias was 

conformity, followed by content-, and finally prestige-based, as outlined in Chapters 5 

and 6. Thus, it can be seen that, by modifying the design of user profiles and therefore 

increasing levels of self-presentation, the hierarchy of the biases changes compared with 

the first scenario. As mentioned in Chapter 2, conformity has not yet been explored in 

online settings through the study of real-life relationships. However, a handful of studies 

on eWOM have found a positive relationship between a review’s perceived usefulness 

and increased levels of self-presentation by users (i.e. ‘identity disclosure’), which have 

been studied through elements such as the author’s use of her real name, profile picture, 

and address (Liu & Park 2015; Park & Nicolau 2015). Unfortunately, when extracting 

online data, the information regarding which users gave useful or helpful votes is lost. It 

would be interesting to see if these votes were given because authors of the reviews 

displayed higher levels of self-disclosure, or because this allowed similar individuals to 

identify with the author of the review.  

 

The fact that conformity-based biases became the prevalent heuristics in the second study 

can be explained in terms of the social and interpretive processes discussed above. 

Evolutionary scholars have claimed that individuals evolved through imitating others 

within the population, as this was quicker and less risky than figuring out things by 

themselves (Henrich & Boyd 1998). For instance, eating whichever food was consumed 

by the members of a group was less risky than trying out food by themselves, which may 

turn out to be poisonous (Mesoudi 2011). Therefore, conformist transmission is 

responsible for group members holding analogous beliefs and behaving similarly, 

consequently creating and maintaining group boundaries through time (Henrich & Boyd 

1998; Richerson & Boyd 2005). Similarly, as has been discussed throughout the thesis, 

when characteristics such as gender, ethnicity, and group memberships are visible, they 

cause people to align their identities and favour their ingroups (Tajfel 1974; Tajfel & 
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Turner 1979). Hence, allowing individuals to identify each other online makes them more 

prone to acquiring content and, presumably, beliefs from those who are part of their real-

life in-groups because, from an evolutionary and social psychology perspective, this is 

how individuals have learnt to acquire knowledge from groups. By increasing degrees of 

self-presentation and self-disclosure, the second study thus allowed individuals to 

develop identities and intergroup tendencies (see above), resulting in conformity-based 

biases coming to the fore.  

 

Lastly, in the third quasi-experimental condition, while users remained identifiable, the 

rating scale was changed to be dichotomous. This setting is actually how most SNSs are 

set-up. In this last scenario, discussed in Chapter 5, the hierarchy of the type of group-

biases remained the same as in the previous set-up, but the strength of conformity 

increased, as seen through the sequence analysis in Chapter 7. Therefore, the change in 

the level of self-disclosure that occurred as a consequence of modifying the rating scale 

altered the intensity of the group-bias. As discussed above, the restricted degree of self-

disclosure found from using the dichotomous scale both constrains the individual’s ability 

to express and interpret beliefs. By limiting the interpretive processes in this way, 

individuals searched for cues from others and conformed to their behaviours. Moreover, 

the higher degree of stress associated with negative outcomes of this rating scale (Riedl 

et al. 2010), acted to further increase these tendencies towards conformity. 

 

To sum up, by altering degrees of self-presentation and self-disclosure, both the hierarchy 

and intensity of group-based biases changed. Individuals are boundedly-rational creatures 

(Simon 1955; Simon 1979), who fall back on simple heuristics to make choices under 

conditions of uncertainty and complexity (Kahneman 2003). These results highlight the 

critical effect that different website designs have on networked individuals, as diverse 

setups would determine – to some extent – the prevalence and strength of the biases within 

the groups. It is worth remembering that biases were defined as ‘severe and systematic 

errors’ (Kahneman 2003). Such errors undoubtedly shape the broader evolution of 

knowledge and content within such networked environments. Thus, showing that the way 

in which online environments are designed can lead to more acute systematic mistakes is 

of relevance and has several implications that will be further discussed.  
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E) The effect of the presence of personal networks in online environments 

The last part of the conceptual model concerns the third research question: How are the 

choices of users affected by the online presence of their personal networks? (see Figure 

8.1, E) 

 

One of the most relevant contributions of this thesis has been to propose, justify, and 

demonstrate the importance of differentiating between conforming to the whole network 

and users’ personal networks (i.e. those also known to the user in real-life). As previously 

mentioned, this differentiation would not be necessary for studies that assume all group 

members know each other (e.g. Henrich & Boyd 1998; Henrich 2004; Richerson & Boyd 

2005; Mesoudi 2011; Perreault et al. 2012). However, it has been argued that this should 

be an essential distinction in research concerning online environments, especially in those 

studies that focus on reviews or ratings (e.g. Riedl et al. 2010; Riedl et al. 2013; Liu & 

Park 2015; Cheng & Ho 2015; Park & Nicolau 2015; Mueller et al. 2018). It is certainly 

difficult to obtain the personal networks of online users but, given the high number of 

websites and apps that are encouraging people to sign-in with their SNS accounts, it has 

become a necessity to understand the effect that these are having on the transmission of 

information. Furthermore, it should be highlighted that the current research is the first 

attempting to differentiate and measure the impact that both the whole and personal 

networks have on people’s choices, in an existing online environment and within a real 

social setting.  

 

Regarding personal networks, Chapter 5 showed how – as soon as users were identifiable 

and regardless of the used rating scale – individuals favoured those known to them by 

giving them higher ratings (see Figure 5.6 and Figure 5.7). Further, Chapter 6 explored 

different cluster arrangements, based on binary values of friendship (i.e. absent/present) 

and discovered that regardless of the size of the cluster, users would still favour their 

ingroups (see Table 6.4). As outlined in the previous section, this tendency is due to the 

related impacts of both social and cognitive psychological factors. While the latter 

highlight the role played by cognitive heuristics in decision making; the former refers to 

the impact of social forces impacting upon the development of identity within a social 

group (Tajfel & Turner 1979). The tendency towards conformity biases in turn “creates 

and maintains group boundaries and cultural differences through time. Such boundaries 
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may establish the initial conditions that lead to the development of group stereotypes, 

ethnic conflict, and racial strife” (Henrich & Boyd 1998, p.231).  

 

Perhaps the dichotomous differentiation between in-group and out-group would have 

been enough less than a decade ago when social media used to “treat all users the same” 

(Gilbert & Karahalios 2009, p.211). However, as discussed in Chapter 2, since 2011 SNSs 

started to differentiate among different strengths of relationships (Vahl 2011; Loomer 

2012); and this rolled-out to CCs in 2013 when the latter started suggesting that users log 

in with their SNS profiles. For this reason, it was decided that the study would benefit 

from making a further differentiation of individuals’ personal networks. In this regard, 

scholars in the field of social networks found that a person’s information environment 

consisted – in large part – of the relationships they had (Cross, Parker, et al. 2001). 

However, the transmission of information was affected by the strength of ties, which are 

determined by the time and intimacy of relationships (Granovetter 1973; 1983). Thus, 

this study differentiated between absent (i.e. no relationship), weak (i.e. acquaintances), 

intermediate (i.e. friends), and strong ties (i.e. close friends). Literature dictates that the 

importance of strong ties rely on the transmission of complex knowledge and collective 

beliefs (Dobson et al. 2013), whereas weak ties are essential for the diffusion of 

information (Granovetter 1973).  

 

Regarding the results from the quasi-experiment concerning ties, it was found that 9 out 

of 10 ratings were performed among users that had absent ties (see Table 6.3). However, 

people rated the content of those among their personal networks consistently higher. 

Specifically and remarkably in all cases, the average ratings were proportional to the 

closeness between users, or the strength of their ties. Therefore, these findings suggest 

that online users do not necessarily try to access specifically the information from those 

in their personal networks. However, when they come across or purposefully find it, they 

do perceive that content as being of better quality, or at least they act as if it were of higher 

value. That is, in accordance with the theory of strength of ties (Granovetter 1973; 1983), 

people probably realise that only acquiring UGC from their closer connections would 

deprive them of information from distant parts of the social network. However, given that 

ratings among close friends are also higher further confirms that stronger ties hold 

collective beliefs (Dobson et al. 2013). In brief, individuals seek out groups of like-

minded individuals within the broader network of connections. They increasingly draw 
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on the interpreted beliefs of these groups as they make choices. Given the influence of 

website frames on antecedent social processes, the choice of designs thus has a 

compounding effect on the wider evolution of content within the network. 

 

There could be two explanations as to why ratings were proportional to the strength of 

ties, both related to identity. Firstly, if it is assumed that ratings are an accurate 

representation of the evaluation of content, higher values would reflect a tendency 

towards conformity within local groups. The emergence of local groups and the 

differentiation of ratings among those within ingroups once again contradicts the 

assumption of the interpersonal-intergroup continuum, which assumes that all in-group 

members would be treated alike (Tajfel 1978; Tajfel & Turner 1979). Equally, the 

continuum assumes that all out-group members are treated in an undifferentiated way 

which, as could be seen from the geodesic distances (see Table 6.5), was also not the 

same. Therefore, these results further support Stephenson’s (1981) proposal of 

independent intergroup-interpersonal dimension (see Figure 8.2). Consequently, the 

closer the relationship between a group, the more individuals will tend to self-categorise 

and conform, which translates into higher perceived UGC quality and higher associated 

ratings. 

 

Secondly, it is possible that higher ratings were not reflective of the ‘true feelings’ of 

individuals. Drawing on the qualitative findings gathered from questionnaires and focus 

groups, it was seen that some of the ratings were given as a result of ‘social pressure’ as 

opposed to perceived quality. This conformance to the perceived group-level assessment 

of quality reflects embarrassment avoidance as actors seek to behave in a manner 

consistent with their ‘official projection’ (Goffman 1959). ‘Online embarrassments’ can 

even lead to users presenting different identities on diverse sites, or they can occur when 

they present a different identity online from offline (Kietzmann et al. 2012). By being 

identifiable, individuals thus seek a level of congruency between their online and offline 

identities. This could have been translated into acting ‘nicer’ through giving higher 

ratings to those with whom they had stronger ties. However, at the individual level, the 

truth probably lies somewhere between acting and truthfully categorising with their in-

groups. As mentioned throughout the results, ratings seemed to be a combination of these 

two scenarios: sometimes they really represented the evaluation of the content, and in 

other circumstances, they were more of a conscious act to please their friends. In either 
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situation, at the network level, the result was that people showed higher conformity to 

their closest groups. 

 

Lastly, and in relation to the debate on social networks, it is worth reflecting on the notion 

of collective intelligence. The term ‘wisdom of the crowds’ has been used to describe 

how groups can be smarter than the single individuals comprised in them (Surowiecki 

2004). Further, some researchers have referred to it as ‘collective intelligence’, using 

examples such as Google and Wikipedia as proof that networks can outsmart individuals 

(Malone et al. 2009; Malone et al. 2010). Specifically, a handful of scholars have even 

argued that UGC, in the form of reviews and votes, can be used to “automatically generate 

remarkably accurate verdicts” (Hill & Ready-Campbell 2011, p.73). Conversely, other 

scholars have been more sceptical about this issue, and have highlighted some of the 

limitations of crowds (e.g. Roman 2009; Bonabeau 2009). Moreover, one study 

concluded that social influence would actually decrease the intelligence of the crowd, 

claiming that groups were initially wise, but knowing the estimates of fellow participants 

within the experiment “narrowed the diversity of opinions to such an extent that it 

undermined the wisdom of the crowd effect” (Lorenz et al. 2011, p.9020). Two reasons 

might be put forward to support their claim: 1) social influence diminished the diversity 

in the network, without improving its accuracy; and 2) the convergence of opinion 

increased people’s confidence, despite the lack of improvements. 

 

The findings of this study show similar results to that of Lorenz et al. (2011). Chapter 7 

presented a comparison of the levels of conformity attained through the three quasi-

experimental conditions, seen through the transition rates of sequences. As seen in Table 

7.5, the conformity towards the group went from 61% when users were anonymous and 

utilised a likert rating scale, to 75% with identifiable users and a likert scale, and finally 

to 95% when users remained identifiable and the rating was changed to dichotomous. 

Further, the reasons behind these findings might be explained drawing on the discussions 

given by Lorenz et al. (2011). Conformity is known for having a significant ‘side effect’, 

which is reducing the amount of variation within groups (Richerson & Boyd 2005). 

Moreover, as outlined in Chapter 2, individuals within a group try to self-categorise by 

minimising the existing differences between them and other in-group members (Turner 

1984; Turner & Reynolds 2012). Therefore, by increasing self-presentation and reducing 

self-disclosure – that is, by going from a CC to a SNS design – conformity and self-
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categorisation increased, translating into less variation and stronger common beliefs, 

which made people converge towards the same ratings. Therefore, the importance of 

website design should be highlighted once again, as this can affect levels of conformity 

within the network. The impact of these processes not only on the mechanism of selection, 

but also the mechanism of variation has significant implications for the broader evolution 

of content within the network (as discussed further below). 

 

Finally, to summarise the answer to the third research question, users showed higher 

levels of conformity towards their personal networks. Specifically, ratings were 

proportional to the strength of their ties. At the individual level, this could be explained 

by a mixture of social identification with the group, and avoiding real-life 

embarrassments with friends. Nevertheless, higher conformity can translate into a fewer 

variation of beliefs and less smart choices by the crowd. Thus, social media sites that 

exploit people’s personal networks are more likely to produce higher conformity within 

members of the network.  

 

8.2 THE EVOLUTION OF KNOWLEDGE WITHIN SOCIAL MEDIA 

 

Whilst the discussion above has focused on the conceptualisation of the selection process, 

and the impact that different website designs have on this, there are also implications for 

the wider evolution of knowledge within the network. To explore these processes further, 

the network has been conceptualised as an evolving system in which UGC evolves over 

time through the VSR mechanisms defined by Campbell (1960). As noted in the earlier 

chapters of this thesis, this research has taken a Generalised Darwinist position which 

generalises the VSR mechanisms to fields such as sociocultural evolution (Breslin 2010; 

Breslin 2011). This stance assumes that there is a pool of ‘replicating entities’ (Hodgson 

2005), conceptualised through the dualism of the replicator and its developmental 

expression, the interactor (Dawkins 1976). The variation mechanism supposes that the 

replicators are sufficiently different from each other to be distinguished and later selected; 

selection implies that the units that evolve go through a competition in order to be chosen; 

and retention assumes that the entity that was selected (i.e. the replicator) can be identified 

to be kept by those who have selected it, or can also be ‘inherited’ intact or with 

modification (Mesoudi 2011). 
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This research has advanced the understanding of the process of knowledge evolution by 

theorising and investigating how the VSR mechanisms take place in online environments. 

In addition, it has extended the study of the selection mechanism, both in online and 

offline settings, by providing a rationale based on choice-making. It should be noted that 

already the literature review of this thesis contributed to theory by hypothesising how the 

VSR mechanisms would take place in social media and how knowledge would be 

translated into information and vice versa. However, thanks to the quasi-experiments 

conducted, it has been possible to reflect on what was initially theorised and make further 

improvements to what was predicted in Chapter 2 of this thesis. 

 

8.2.1 Conceptualising the VSR process at the individual level  

First, as discussed in Chapter 2, it was argued that content evolves in online systems 

through the variation of an individual’s beliefs (i.e. the replicator), the subsequent 

selection of related UGC (i.e. the interactor), and finally the retention of interpreted 

beliefs of the other. Prior to the completion of the quasi-experiments, it was assumed that 

all beliefs would be coded into information and therefore always visible to users and the 

researcher. However, after conducting the quasi-experiments and analysing the data, it 

became evident that there was some knowledge that was not explicitly mentioned; that is, 

it was only tacit (Polanyi 1968; Nonaka 1994). This discovery was made not as a result 

of the information retained by the network, but because there was a noticeable change in 

the way that participants from each cohort interacted. For example, when using the 

dichotomous scale not giving a ‘like’ was a way of communicating that the content was 

not considered adequate. Therefore, in these situations, knowledge was transmitted even 

without the use of interactors and was hence not observable. To further explain how 

knowledge was sometimes transmitted without being coded into UGC, it is worth drawing 

a comparison with offline communication.  

 

For instance, regarding face-to-face discussions, it is well documented that verbal 

messages comprise only a small percentage of interpersonal interactions (Forgas 1985). 

It was actually Darwin (1872) who began this research by comparing the expression of 

emotions in humans and animals. After almost a century, the study of non-verbal 

communication (NVC) surged as cross-disciplinary research among psychiatrists, 

linguists and anthropologists (Hecht & Ambady 1999). NVC comprises signals like facial 
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expressions, posture, eye-movement, gesticulations, and tones of voice (Argyle et al. 

1971). Moreover, it has been argued that these signals affect interpersonal 

communication, feedback, and self-presentation, and are therefore essential for social 

interaction (Argyle 1969). NVC has been so relevant in the social domain that some social 

psychologists argue that it should be called non-verbal behaviour (NVB), claiming that 

even facial expressions reflect previously adopted behaviours (Krauss et al. 1996). It is 

possible that Darwin would agree with the latter statement, given that he used words like 

action and habit to describe expressions: “it seems probable that some actions, which 

were at first performed consciously, have become through habit and association converted 

into reflex actions, and are now so firmly fixed and inherited, that they are performed, 

even when not of the least use” (Darwin 1872, p.39).  

 

Similarly, what was observed during this research could be described as knowledge 

transmitted through ‘non-posted communication’ 36 (NPC) which, as is the case with NVC 

or NVB, is not explicitly said but can be understood. This point is crucial because it 

creates an empirical issue for researchers working with online environments: they should 

recognise that, when merely extracting data from a website, they will not be able to grasp 

all the knowledge that is conveyed on it. Extracting online information only would be the 

equivalent of listening to a conversation without looking at the interlocutors. It is key to 

understand this because if some online interactions are unobservable, researchers can try 

to obtain them through other means (e.g. by talking to users) or, at the very least, by 

acknowledging the limitations of using online data. 

 

A second development of the model presented in Chapter 2 relates to the acquisition of 

beliefs by an individual. It was thought that it was not possible to detect, at the individual 

level, if someone had acquired a belief or not. As described in Figure 2.5, it was supposed 

that the retention of beliefs would only be observed at the network level through the 

overall ranking displayed on the website. However, it was also possible to detect 

retention, at both levels, through the actions of users. Concretely, as discussed in Chapter 

6, users from each group determined what ‘acceptable’ content was. Participants were 

given very little guidance on which elements made the information they posted of 

adequate quality. Yet, thanks to the feedback given by the ratings of others and their 

                                                 
36 This is a new term devised by the researcher, therefore it will not be found in existing literature.  
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overall ranking on the website, they modified their content to what was considered 

appropriate, leading to emergent group norms. For instance, as one user reflected, she 

realised that posts which contained a video got higher ratings, and this motivated her to 

include audiovisuals in her subsequent posts. Therefore, with this example, the inclusion 

of videos was an action that was observed both at the individual and at the network levels. 

 

The previous case could also be linked to NVC and NVB because individuals did not 

write a comment that stated ‘you must include a video to get higher ratings’. What is 

more, it could have happened that people giving the ratings may not have consciously 

given higher ratings to posts that contained audio-visuals, and yet some users adopted it 

as an ‘unspoken rule’. Thus, beliefs were also seen as affecting users’ actions, and these 

actions could be observed both at the individual and network levels. For this reason, a 

third definition of knowledge that should be included in this thesis is: “information 

capable of affecting individuals’ behaviour, that they acquire from other members of their 

species through teaching, imitation, and other forms of social transmission” (Richerson 

& Boyd 2005, p.5)37 38. 

 

Finally, the last point that should be raised is the importance of the website designs in the 

transmission of knowledge, and the effect these have on interpretation. When 

communication is mainly shared through written language, which is the case in the 

majority of SNSs and CCs, interpretation happens through sense-reading and sense-

giving (Polanyi 1967). Thus, the example of the dichotomous scale highlights the 

importance of having an appropriate design because, if users feel the available ones 

restrict or cause others to misinterpret their opinions, they might opt for not using the 

scale. This creates an issue for researchers since some communication becomes non-

observable, but mainly it increases complexity for users, as they need to understand what 

a ‘non-rating’ means. In evolutionary terms, this means that the designs of websites have 

an impact on both the interactor and replicator. Regarding the interactor, the different set-

ups constrain what users can post and the manner in which they give feedback to others. 

Consequently, this has an impact on the way they can express their beliefs (i.e. sense-

                                                 
37 Note that the definition was originally given to define ‘culture’, instead of ‘knowledge’. 
38 Other scholars studying evolution have adopted similar definitions of culture, based partly on the one 

outlined above; for instance: “information that is acquired from other individuals via social transmission 

mechanisms such as imitation, teaching, or language” (Mesoudi 2011, pp.2–3). 
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giving), and also on how other users interpret them (i.e. sense-reading). Therefore, poor 

website designs can translate into higher interpretation issues or less engagement by 

users; as was the case with participants in the study who experienced the dichotomous 

scale. 

 

8.2.2 Conceptualising the VSR process at the network level  

The first development at the network level has already been mentioned. As previously 

outlined, the retention mechanism can also be observed if users adopt or change their 

behaviour. Behaviours can be described as a person’s ‘actions’ (Darwin 1872) when 

analysed at the individual level. However, at the network level, group behaviour might 

better reflect this:  “shared or collective reactions to others, systematically related to one’s 

own and others’ group memberships” (Turner 1984, p.522). As mentioned in Chapter 2, 

people vary their actions depending on their audience (Goffman 1959) and the group of 

which they are members (Tajfel & Turner 1979). In the same manner, after conducting 

the quasi-experiments, it was found that different cohorts adopted different behaviours, 

sometimes because individuals were different and sometimes because of the design of the 

website. For example, regarding behaviour caused by people’s preferences, it was seen 

that different groups considered specific content more relevant and therefore it was posted 

at higher rates. Specifically, as mentioned in Chapter 6, one of the groups regarded videos 

as valuable, whereas another preferred case studies. Moreover, concerning the website’s 

design, the dichotomous scale is a good example of how a whole group of individuals 

decided not to use the ‘dislike’ button as it was considered ‘harsh’. Explained in Chapter 

5, this was particularly noticeable for people who had a relationship in real-life, due to 

the avoidance of ‘embarrassments’ (Goffman 1959).  

 

Second, as previously conceptualised, selection was observable only through the ratings 

given by users within the network. However, from the experiment, it became apparent 

that selection would involve at least one previous step that is also recorded on websites: 

accessing (i.e. clicking) the information. This might sound obvious, but it is useful to 

realise that online users make a ‘pre-selection’ of information and then go on to access 

and rate it. Researchers studying innovation adoption have described this as a two-stage 

process, which involves an awareness phase proceeded by a stage comprising evaluation 

and adoption (Van den Bulte & Lilien 2001). This is important because it may highlight 
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dynamics within the network that would lead to a greater understanding of factors 

affecting selection. For instance, when comparing anonymous with identifiable users in 

Chapter 4, it was noted that not only did the ratings among different nationalities change 

but also the percentage of information accessed among distinct ethnicities. In this 

particular case, analysing the information accessed by users highlighted that they 

discriminate even before clicking on the information of a peer with a different nationality. 

The issue of nationalities will be further explained in the following sub-sections, yet it is 

important to note that both of these phases within the selection mechanism are worth 

analysing.  

 

The third enhancement is that the VSR process was thought of as being ‘linear’, and with 

few interactions among factors. That is, it was thought that variation would affect 

selection and this would, in turn, affect retention. However, this was far from the truth: 

as observed during the quasi-experiment, the VSR process in online environments has 

more points of interaction between mechanisms. To begin with, most SNSs and CCs 

display the overall rankings in a very explicit way (e.g. by showing rating averages, 

counts of likes, dislikes, or helpful votes). When a new user enters the site, it takes very 

little time to identify the most relevant content. Therefore, the network’s retained 

information would have a direct impact on the information users access. Moreover, by 

displaying other users’ ratings, individuals will tend to use the aggregated values as a 

starting point for their own choices. Further, people who generate content get feedback 

in two ways: first by each rating that other users give, and then by the overall retention 

from the network, where they can see how their content is ranked compared to that of 

others. Therefore, the instant feedback that is characteristic of online environments makes 

selection and retention influence variation, and this happens at a higher speed than in an 

offline context. Figure 8.4 below captures the distinct interactions that take place among 

the three evolutionary mechanisms when the transmission of knowledge takes place in 

online environments. 

 

8.2.3 Knowledge evolution in social media: an enhanced model 

This discussion leads to a development in how knowledge evolution was theorised in 

online environments, as illustrated through an enhanced model in Figure 8.4, with both 

individual and network levels of the process further explained below. 
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Figure 8.4 - Enhanced VSR process in social media 

 

Individual level: The variation in beliefs (i.e. replicators) occurs when people either make 

variations of previous beliefs or form new ones. These are expressed through the 

interactors (i.e. UGC) and, in some cases, through non-posted communication (NPC). 

Only the former has been deeply studied in this research. Selection happens when 

individual recipients choose UGC expressed by other senders. Thus, selection involves 

an interpretation process as the content is decoded into knowledge (i.e. a new belief). 

Finally, retention happens when the receiver of the chosen UGC retains the belief. 

However, due to interpretation biases, the new belief might differ from the original one.  

 

Network level: Variation takes place when a number of users within the network express 

their beliefs through UGC posted online, in the form of text, videos, images, emoticons, 

among others. However, over time, the beliefs expressed by individuals might 

homogenise around a common understanding, as individuals imitate those from their in-

group. Further, selection can be detected through the information that individuals access 

and their evaluations of content (i.e. ratings). Both of these elements seem to be affected 

by the presence of the individuals’ in-group. Regarding this point, people seem to 

perceive fewer differences from those close to them, and therefore have a greater ‘trust’ 

in the latter’s content because – arguably –  they perceive lesser errors in interpretation if 

they know the person sharing the information. Arguably, this makes the evaluations of 

the UGC shared by their in-group higher and makes people more prone to acquiring 
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beliefs from those known to them. Finally, with time, collective beliefs are retained 

within groups. These can be observed through the network’s rankings or rating-averages 

and, in some cases, also through users’ collective actions. When a new user enters an 

online network, it becomes relatively easy to detect which knowledge is most valued by 

the group. 

 

In summary, the difference between the first proposed VSR process (see Figure 2.5) and 

the enhanced model (Figure 8.4) is that, firstly, it was found that not all beliefs were coded 

into UGC, and some knowledge was transmitted through ‘non-posted communication’ 

(NPC). Further, the evolving entity (i.e. belief) was found to be affecting people’s 

behaviour. For this reason, actions were added both at the individual and network levels. 

Moreover, it was found that there were two visible stages of selection: accessing 

information, followed by its evaluation. Further, additional connectors among the 

mechanisms were outlined and described. To conclude, this section advances the theory 

of knowledge evolution by defining what evolves in online environments, explaining how 

the VSR process occurs, and by highlighting new interactions between the mechanisms 

of variation, selection and retention. 

 

Nevertheless, it should be highlighted that, although the VSR mechanisms have been 

studied in an online context – which allows for different interaction rules and 

communication practices than real-life environments – the research has enhanced the 

understanding of knowledge evolution, online and offline. For instance, the way in which 

knowledge is theorised to evolve by beliefs being coded into information, and then 

selected and retained by others with transmission errors, can be applied to a number of 

scenarios. Likewise, realising that both variation and selection can be heavily influenced 

by retention at the network level can be of value for any organisational study. For 

instance, when new members enter an organisation, they will be exposed to written 

information and unspoken rules that would dictate some of the beliefs that they adopt, 

which may have consequences for their behaviour. Finally, finding that every group will 

decide what ‘acceptable’ content is, and thus adapt its variations and feedback to this 

notion, can have implications for fields such as innovation and idea-generation.  
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Conclusion 

This chapter summarises the thesis’ proposition that website designs can be compared to 

frames because they can affect the judgement of individuals at the moment of choosing 

information. The research focused on two elements of website designs: user profiles (i.e. 

from anonymous to identifiable) and rating scales (i.e. from likert to dichotomous). 

Different user profiles affect the levels of self-disclosure and have a significant impact on 

the ratings of users because, by being identifiable, both the intergroup and interpersonal 

dimensions of situations become relevant. When this happens, users tend to self-

categorise with their ingroups and therefore acquire more beliefs from them. Moreover, 

rating scales influence the levels of self-disclosure, which affect the choices of users 

significantly. Specifically, by making the rating dichotomous, there is a constraint in the 

interactor-replicator that increases transmission errors in communication and possibly 

generates higher levels of stress among decision-makers (‘raters’).  

 

Furthermore, the degree of self-presentation results in a change of the hierarchy of biases, 

while the level of self-disclosure affects the intensity of the group-biases. These findings 

provide further evidence to support the idea that individuals’ rationality is bounded by 

elements available at the moment of making a choice. Finally, users show higher levels 

of conformity towards their personal networks, which are proportional to the strength of 

their ties, a phenomenon explained by a mixture of social identification with the group 

and avoidance of real-life embarrassments with friends. However, it was also noted that 

higher conformity could translate into a reduced variation of beliefs and ‘less smart’ 

choices by the ‘crowd’. Following all these findings, it can be concluded that the way in 

which websites are designed acts like a frame to the UGC posted online. Hence, users 

presented with the same information on social media sites with different designs might 

well rate that same information differently.  

 

Lastly, this thesis contributes by conceptualising the development of knowledge in online 

environments through an evolutionary lens; first, by theorising how the VSR mechanisms 

take place online; and second, by explaining the selection mechanism through choice-

making, identity, groups and relationships. Based on this discussion, the following and 

final chapter outlines a number of theoretical and methodological contributions, followed 

by a discussion of the practical and policy implications, limitations of the study, future 

research, and overall concluding remarks.  
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CHAPTER 9: SUMMARY AND CONCLUSION 

 

This chapter constitutes the final part of the thesis. The first chapters of this thesis 

introduced the key concepts and theories, and established the aim of the research. Namely, 

to compare how the different designs of SNSs and CCs might enable, affect, or restrain 

the transmission of UGC, through the impact that these designs had on identity, groups 

and relationships, and consequently on the choices of users. This led to the empirical 

examination of three quasi-experimental conditions comprising approximately 1,000 

participants, 200,000 online interactions, 400 questionnaires, and 6 focus groups. This 

work has resulted in a number of contributions to theory, methods, practice and policy. 

These contributions, followed by the limitations and challenges for future research, are 

highlighted and integrated in this last chapter.  

 

9.1 THEORETICAL CONTRIBUTION 

 

9.1.1 Knowledge evolution in social media: the wider contribution 

By conceptualising the process of variation, selection and retention of knowledge in 

social media and proposing to study selection through choice-making, this thesis 

contributes to the field of online networks by providing a comprehensive rationale of how 

UGC content is transmitted and how/why people make choices online. 

 

Making reference to the building blocks of theory development (Dubin 1978; Whetten 

1989), the present research addresses the ‘what’ element by outlining which factors ought 

to be considered as part of the explanation of online choice-making. Specifically, the 

proposed model takes an important step towards identifying individual, group, and 

relationship factors that help explain the selection of UGC. In addition, regarding the 

‘how’ block, the thesis thoroughly explains how the outlined factors relate. That is, a 

theoretical contribution of this thesis is to explain how theories of self-presentation, self-

disclosure, group biases, strength of ties, and judgement work together into explaining 

the studied phenomena. Also, the research not only relies on the known connections 

among factors but also identifies new relationships. Lastly, concerning the ‘why’ block, 

this thesis has sought to explain the underlying psychological and social dynamics that 
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justify the inclusion of factors and their proposed casual relationships. The result is a 

robust model that can be used in a number of fields (e.g. social networks, online reviews, 

electronic word-of-mouth, online learning and education, etc.) to predict, explain and 

justify the choices of online users. Figure 9.1 combines the conceptual model of this thesis 

(Figure 8.1) with the enhanced VSR process (Figure 8.4), and highlights this thesis’ main 

contribution: the selection of factors and the explanation of the hows and whys of their 

casual relationships. Additionally, the diagram below highlights those relationships that 

could be predicted by existing literature (in green), and those that are completely new, 

arising from this research (in orange): 

 

 

Figure 9.1 – Conceptual model with VSR 

 

Nevertheless, the contribution of this work does not rely on the proposed model per se, 

but rather in its ‘value-added contribution to theory development’ (Whetten 1989, 

pp.492–494). The wider value-added contribution of this research is that it shows how 

the different frames adopted by social media websites – through particular elements of 

their designs – affect the transmission of UGC. Specifically, certain designs make the 

transmission of UGC more prone to biases and transmission errors. As a consequence, 

this affects not only the selection of content but also its variation and retention. In other 

words, certain elements of website designs affect the way in which users express and 

acquire beliefs and, subsequently, the knowledge that is created, chosen, and retained in 

the network. Therefore, by adopting a particular frame, websites can affect positively or 

negatively on the ‘wisdom of the crowd’.  

 

The consequences and implications of the above paragraph are vast, and this is what 

makes the present research so relevant and timely. On the one hand, the fast pace of social 

media and the huge amounts of users and data that it involves, makes it hard for 
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researchers to analyse it. Proof of this is that, at the time of writing, the number of 

Facebook users comprises almost a third of the world’s population; while, on average, 

842 Instagram photos, 1,369 Tumblr posts, 8,014 Tweets, and 73,569 YouTube videos 

are posted online in just one second, worldwide (Internet Live Stats 2018). On the other 

hand, there seems to be little understanding of the many factors that affect the 

transmission of content, and it is hard to know what is causing – and how to solve – issues 

such as the spread of ‘fake news’. Notably, with the recent scandal of Cambridge 

Analytica, researchers, journalists and online users are left wondering the extent to which 

social media influenced the outcomes of Brexit and various elections worldwide, 

including the one in the USA (Greenfield 2018). Users have “started to feel beat up by 

the same platforms and technologies that had enriched, empowered and connected” their 

lives (Friedman 2018, p.1), they resent trusting social networking sites (Wong 2018), and 

are becoming worried about the dominance of Facebook and other similar technology 

giants (Verkhivker 2018). This research has found that a way to begin tackling some of 

these issues is through improving the designs of websites, starting by how these setup 

user profiles and rating scales. This thesis has taken an important step towards identifying 

factors that can reduce biases and transmission errors in online environments, which can 

– therefore – have a positive impact on the creation, selection and retention of knowledge. 

Hopefully, if website designs improve and users become aware of particular aspects that 

can influence their choices, online ‘crowds’ can become wiser. 

 

9.1.2 Specific contributions to research 

Concretely, this thesis adds to other lines of research through having addressed the gaps 

in the literature outlined in Chapter 2 (see Table 2.4). Hence, this thesis contributes to the 

literature by: 

 Advancing social media and platform design research by improving the existing 

knowledge about the diffusion of information in different types of sites/designs 

(e.g. Brandtzæg et al. 2009; Quan-Haase & Young 2010; Riedl et al. 2010; 

Hughes et al. 2012; Kietzmann et al. 2012; Riedl et al. 2013). This enhances the 

understanding of how certain aspects of a website’s design – and different social 

media sites – affect the transmission of UGC. 

 Extending evolutionary research (e.g. Campbell 1960; Weick 1969; Richerson & 

Boyd 2005; Mesoudi 2011) and the modest body of literature that uses the concept 
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of knowledge evolution to study online environments (Chen & Liang 2011; Kump 

et al. 2013; Jiang et al. 2014) by theorising for the first time how the VSR 

mechanisms take place in social media. Specifically, this thesis has advanced the 

theory of knowledge evolution by defining what evolves in online environments 

(i.e. the duality of beliefs-UGC) and by explaining how the VSR process occurs. 

Moreover, it was detected that there are more causal relationships between the 

three mechanisms than what the existing literature suggests (see Figure 8.4 and 

Figure 9.1), which can modify the way in which the VSR mechanisms are studied 

online and offline. Lastly, it was proposed and described that not all knowledge 

may be coded into information, which poses a number of challenges for scholars 

studying online environments. 

 Adding to the body of research studying the effects of online anonymity (e.g. Lea 

& Spears 1991; Reicher et al. 1995; Postmes et al. 2001; Douglas & McGarty 

2001; Lu & Bol 2007; Howard et al. 2010; Whittaker & Kowalski 2015). This 

work has increased the comprehension of how online users construct and manage 

their identities. Additionally, it has further contributed to literature by comparing 

how anonymous and nonymous users manage their identities (see below).  

 Improving the current understanding of nonimity by further explaining how being 

identifiable online can affect real-life interactions and how/why users might avoid 

embarrassments (e.g. Zhao et al. 2008; Kietzmann et al. 2012). 

 Extending the present knowledge of how the use of different rating scales affects 

the quality of ratings (Riedl et al. 2010; 2013). The existing knowledge was 

extended by studying rating scales within ‘real’ online settings, which allowed to 

unravel aspects such as conformity to the group in the context of two different 

rating scales. 

 Advancing the understanding of knowledge transmission and group-biases (e.g. 

Durham 1991; Henrich 2001; Richerson & Boyd 2005; Mesoudi 2011) by 

applying these concepts to the study of online environments. A major 

advancement in this field was to discover a causal relationship between social 

processes and group biases that was non-existent in the literature. Namely, thanks 

to applying the theories of knowledge transmission and group biases to an 

environment that allows for different self-construction and management, it was 
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discovered and documented how self-presentation and self-disclosure affect the 

hierarchy and strength of group biases (see Figure 8.1 and Figure 9.1). 

 Widening the study of conformity, which has received limited attention offline 

(Richerson & Boyd 2005) and, as shown in Chapter 2, has been ignored by online 

researchers (e.g. Riedl et al. 2010; Wu et al. 2011; Wilkinson & Thelwall 2012; 

Riedl et al. 2013; Liu & Park 2015; Park & Nicolau 2015). Most notably, this 

research argued for a differentiation between conformity to the whole and 

personal networks (i.e. outgroups and ingroups), consequently improving also the 

existing knowledge on social approving cues (e.g. Mueller et al. 2018). 

 Addressing the literature gap concerning the effect of real-life tie strengths online 

(Kietzmann et al. 2012). This is probably one of the biggest contributions of this 

thesis given that, so far, no other study had investigated the impact of real-life 

friendships and strength of ties on online interactions. Hence, by making a further 

differentiation of ingroups (e.g. Tajfel & Turner 1979; Turner 1984; Turner & 

Reynolds 2012) using the theory of strength of ties (Granovetter 1973; 1983), this 

thesis explored – and reflected on – the effects of real-life relationship strengths 

on online interactions. Therefore, this research also contributes to the studies 

attempting to model real-life relationships with online interactions (e.g. Gilbert & 

Karahalios 2009). 

 

However, “the route to good theory leads not through gaps in the literature but through 

an engagement with problems in the world that you find personally interesting” (Kilduff 

2006, p.252). Thus, in addition to having fulfilled a substantial number of literature gaps, 

this thesis has addressed an issue that the researcher – and many journalists, managers, 

researchers, and society in general – find fascinating and worth-addressing. Social media 

is changing the rules of how people interact and disseminate information. It allows for 

identity constructions that individuals had never experienced and, most importantly, it 

has become the world’s largest repository of human knowledge. Thus, if managed well, 

social media websites can improve the transmission of content among users, the choices 

people make online, and – ultimately – the evolution of knowledge. 

 

To sum up, this thesis theoretically contributes to the understanding of how people make 

choices online, and how this affects the overall evolution of knowledge in social media. 

Researchers need to persevere in unravelling many of the psychological, sociological, and 
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design factors that affect the variation, selection, and retention of UGC in online 

environments. This type of research is especially relevant in an ever-increasing user-

generated web that billions of people use to communicate and acquire knowledge that 

influences many of their choices. 

 

9.2 METHODOLOGICAL CONTRIBUTIONS 

 

This thesis’ quasi-experiment makes a methodological contribution through the way it 

was designed, the different sources from which data were collected, and the novel 

application of data analysis techniques such as SA in this context. First, regarding its 

design, this research has been unique in making use of an existing online (educational) 

community and performing changes to the way it is set up. These changes were inspired 

by the main characteristics of CCs and SNSs concerning self-presentation and self-

disclosure, explained in Chapter 2. This comparison would have been impossible to 

perform if data had merely been extracted from an online environment, given that the 

type of media, content, and user demographics can vary substantially among different 

websites. Therefore, this study benefited from being real and malleable at the same time. 

Thanks to this, it has been possible to compare two distinct environments and determine 

the extent to which the set-up of a CC or a SNS restrains, affects, or enables the 

transmission of information.  

 

Second, regarding data collection (i.e. types of data sources), it was argued in Chapter 3 

that this is one of the most complete studies performed in social media, also due to the 

use of mixed- and multiple-methods. In fact, as outlined in Chapter 3, research that is 

based only on data extracted from SNSs or CCs has the limitation that all is known about 

users is what is available online. These studies, therefore, do not capture people’s personal 

networks, nor are they able to grasp the ‘whys’ behind users accessing particular content 

or giving certain ratings (e.g. Wu et al. 2011; Wilkinson & Thelwall 2012; Procter et al. 

2013; Thelwall et al. 2012; Cheng & Ho 2015; Park & Nicolau 2015; Liu & Park 2015; 

Goel & Goldstein 2014; Godes & Mayzlin 2004; Jacobsen 2015). On the other hand, 

controlled experiments have the advantage of allowing changes to the design of the online 

platform and securing in-depth input from participants. However, they miss some of the 
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essential aspects of social media such as the influence of the network and, in particular, 

personal networks (e.g. Riedl et al. 2010; 2013; Mueller et al. 2018). 

 

Through the use of mixed- and multiple-methods, this thesis aimed to overcome the 

limitations of single method approaches, in order to find robust answers to the research 

questions posed and literature gaps identified. As highlighted by other researchers, 

collecting data from a range of sources can help to get a better understanding of identity 

construction in different online environments (Zhao et al. 2008) and can provide more 

reliable results concerning collective decision-making (Riedl et al. 2010). For this reason, 

this study was based on virtual interactions, a survey that captured participants’ personal 

networks and their impressions of the website’s design, and focus groups where 

individuals were able to share more in-depth thoughts and feelings about the different set-

ups and the effect of their personal networks on their ratings. Regarding the three sets of 

online interactions, each was naturally created over the course of a semester, and its 

comparison allowed the researcher to evaluate the distinct set-ups through the different 

rating patterns that emerged. Also, when the real-life personal networks of participants 

were added to the analysis, it was possible to determine their effect on ratings; and these 

results were independent of participant’s interpretation. Furthermore, both questionnaires 

and focus groups served to obtain the perceptions of users regarding what had influenced 

their ratings, which enabled a comparison to be drawn between the evidence and people’s 

interpretation of what took place. In addition, surveys and interviews also served to 

unravel the attitudes that users had towards different elements of the website’s set-up, and 

to obtain a better understanding of how these and the presence of others affected the way 

in which users (students) accessed and evaluated UGC. 

 

Third, concerning data processing, the study benefited from a wide range of analyses that 

varied between thematic – for qualitative data – to statistical, network, and sequential for 

quantitative data. As discussed in Chapter 3, this study made use of a post-positivist 

theoretical lens to address the research questions. Under post-positivism, researchers are 

encouraged to obtain multiple observations from different sources to triangulate across 

various imperfect perspectives (Trochim et al. 2016). To this end, the researcher made 

use of quantitative and qualitative data coming from the three sources described in the 

previous paragraphs. Triangulation is meant to help achieve convergent validity and 

completeness (Yu 2005) through the use of different methods of investigation, sources of 
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data, and the cross-check of findings (Bryman & Bell 2011). However, the qualitative 

and quantitative data gathered was not only used for validation of findings and cross-

checking. Instead, the overall analysis of the thesis became an iterative process that helped 

explain different parts of the issue of information transmission within online 

environments. That is, as repeatedly mentioned within the results chapters, online 

interactions guided some of the questions of the focus groups, while the responses 

obtained from these and the surveys gave rise to a number of quantitative analyses. 

 

Nonetheless, the most significant contributions regarding the analysis of data have been 

the use of social network and sequence analyses. Regarding SNA (e.g. Granovetter 1973; 

1983; Cross, Parker, et al. 2001; Cross, Borgatti, et al. 2001; Borgatti & Foster 2003), this 

research has advanced the study of the strength of ties in online environments by 

comparing four types of bonds – absent, weak, intermediate and strong – in the context 

of three website designs. Additionally, ties were not only inferred as in previous studies 

(e.g. Gilbert & Karahalios 2009); instead, this thesis also compared existing friendship 

ties with those inferred from ‘followers’ and drew conclusions from that. Further, the 

comments obtained from users through the surveys and focus groups illuminated some of 

the reasons why people might rate their personal networks in a certain way. Finally, 

including SNA was useful for more than simply differentiating personal networks and 

strengths of relationships. As seen in Chapter 6, SNA also allowed the researcher to 

unravel interactions within and between clusters of individuals (Table 6.4) and to map 

geodesic distances for all the individuals in the network (Table 6.5). To sum up, the 

present thesis has provided a wide range of applications of SNA, which should lead to 

further research using similar techniques that help obtain a better picture of the 

transmission of UGC within online networks, especially with the presence and influence 

of real-life relationships. 

 

Finally, concerning SA (e.g. Gabadinho, Ritschard, Studer, et al. 2011; Gabadinho, 

Ritschard, Mueller, et al. 2011), one of the most significant contributions of this thesis 

has been to apply this analysis to the study of social media and ratings. As of May 2018, 

there were no published papers in which SA had been applied to social media, reviews, 

or ratings. Therefore, this study contributes by showing the many advantages that this 

form of analysis can have for scholars interested in interpreting (the sequence of 

successive states within) reviews, ratings, or idea evaluation. Moreover, for this particular 
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research, Chapter 7 showed how SA helped to investigate the effects of conformity among 

the three quasi-experimental settings, thus providing the final evidence that different 

designs would generate different rating patterns, depending on the levels of conformity. 

No other online research to date has demonstrated the effect that user profiles and 

different rating scales can have on users. Based on this finding, a number of practical and 

policy implications are outlined and discussed in the following sections.  

 

9.3 PRACTICAL IMPLICATIONS 

 

Salient practical implications derive from the work advanced in this research. Table 9.1 

presents a summary of the most relevant, which can be used by practitioners to make 

decisions regarding the design of user profiles and rating scales in online environments. 

It should be noted that is not intended to be prescriptive, but rather a tool for facilitating 

discussion of the different options available. 

 

The table below presents a similar arrangement to the social media classification outlined 

by Kaplan & Haenlein (2010), which was adopted and described in Chapter 2 (see Table 

2.1). However, Table 9.1 only varies the levels of self-presentation and self-disclosure. 

Self-presentation was modified by using different user profiles: anonymous and 

identifiable; self-disclosure was represented by the use of two rating scales: dichotomous 

and likert. Further, the content from the table summarises the outcomes from the quasi- 

experimental conditions regarding the prevalent group-bias and the levels of conformity 

obtained through the analysed transition rates. Once again, the content from Table 9.1 is 

not thought of as being prescriptive. However, it is believed that the type of bias and the 

strength of conformity follow a similar pattern in SNSs and CCs. Hence, this means that 

the websites that will produce the highest conformity are those that exploit users’ personal 

networks and have narrow rating scales. In contrast, social media platforms that will 

evidence lower levels of conformity are those with anonymous users and broad scales. 

Furthermore, on sites where users are completely anonymous, there will be a tendency to 

rely more heavily on users’ online-gained prestige. Conversely, platforms that show 

people’s real identities will be more biased towards the similitude (i.e. homophily), 

relationship, or degrees of separation between the person authoring the content and others 

who are accessing and evaluating it.  
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Table 9.1 - Combined effects of self-presentation and self-disclosure 

 
 

Prevalent bias: Prestige
Strength of conformity: Low

Better for: Educational websites and/or 
knowledge-sharing forums

Prevalent bias: Conformity
Strength of conformity: Medium

Better for: Environments where people 
should behave according to their ‘real’ 

selves, or when users are encouraged to 
rely on social ties (e.g. a company’s 

internal social network)

Prevalent bias: Conformity
Strength of conformity: High
Better for: Due the high levels of 

conformity observed, it is recommended to 
avoid this design for ethical reasons. 
Nevertheless, precisely due to high 

conformity, this is the ideal environment 
for marketers and politicians wanting to 

spread a belief at any cost.

Prevalent bias: Prestige
Strength of conformity: Medium

Better for: Could be suitable for websites 
where information is not meant to affect 
important choices and users are not going 

to be affected if others ‘dislike’ their 
posted UGC (e.g. a community dedicated 

to music/movies advice).

Anonymous ( Low S-P)

Pros: Users are more prone to giving real 
feedback. Ethnicity and gender do not play 

a role in ratings
Cons: Users can behave competitively
Advice: Use gamification to increase 

sharing of UGC and trust among users

Identifiable ( High S-P)
Pros: Users behave collaboratively

Cons: People’s ‘personal front’ (e.g. 
gender, nationality, etc.) becomes 

significant. Users evaluate UGC in line with 
their self-image and group-membership 

and not due to its quality 
Advice: Make use of existing personal 
networks to disseminate information
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Likert ( High S-D)
Pros: Facilitates communication. Users are 
more prone to being critical with content
Cons: Easier for people to feel criticised

Advice: To facilitate communication even 
more, give users clear guidance of how to 

interpret values in the scale.

Dichotomous ( Low S-D)
Pros: Easy to distinguish when users like or 
dislike something. Makes users feel good.
Cons: Only two options to communicate 

creates interpretation issues. People avoid 
disliking to the extent of rather not rating
Advice: Use only in circumstances when 
the choices being taken are unimportant
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Therefore, Table 9.1 has implications for practitioners who are designing online 

educational sites as well as for those setting up SNSs and CCs. A number of possible 

design guidelines can be given. Regarding online education and user profiles, anonymity 

led to lower levels of conformity and a lower rating-average, which could arguably mean 

that students were more analytical/critical. Further, as shown in Chapter 4, when students 

were anonymous, engagement was higher on average in terms of the number of questions, 

answers, ratings, comments, and badges per user. Thus, as being critical is seen as a 

desirable characteristic for students (Lu & Bol 2007; Howard et al. 2010; Li 2017), and 

given the focus among educators on student engagement (Trowler 2010; Kahu 2013), 

practitioners within online education should opt for an anonymous set-up. However, even 

when anonymous, it should not be forgotten that students are still influenced by the whole 

network regarding which content to access and how to evaluate it, and therefore it is also 

recommended that the individual and average ratings of previous users be hidden, at least 

until the current user has rated the question. Moreover, concerning rating scales, the best 

would be to adopt a likert scale, as it generates less conformity and because students 

believe that it does not unreasonably restrict their ability to assess, unlike the dichotomous 

scale. Nevertheless, as has been discussed, students using the likert scale also felt the 

evaluations they received were less fair, so this perhaps means that teachers and lecturers 

also need to prepare students to give and receive criticism. 

 

Furthermore, although generalising outside educational environments – where this 

research took place – should be undertaken with caution, this study presents numerous 

insights into the broader field of social media. After all, the quasi-experimental conditions 

were designed based on the most characteristic elements of SNSs and CCs regarding user 

profiles and rating scales. Therefore, Table 9.1 shows how information transmission will 

be affected by these two types of social media. On the one hand, Table 9.1 could act as a 

guide for businesses that want to set up a website that makes use of ratings. In this case, 

companies could generate a mix of self-presentation and self-disclosure that adjusts to 

their goals. For instance, if someone wanted to create a forum with high levels of 

engagement, regardless of the comments of users being ‘harsher’, they might opt for an 

anonymous design. Contrarily, if they wanted a site where the comments of people are 

‘nicer’, they might prefer to set it up with identifiable users. Further, companies seeking 

to advertise their products could use Table 9.1 to decide for which sites it is better to 

promote products through opinion leaders, and in which ones it is better to rely on 
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people’s personal networks. Hence, the results of this thesis could help CCs to evaluate 

the value of partnering with SNSs such as Facebook and Google+ be able to make use of 

their customers’ personal networks. Lastly, regarding rating scales, sites wanting to use 

the ‘wisdom of the crowds’ (i.e. their customers’ average ratings) to make predictions, 

could use Table 9.1 to decide when is better to use a likert or a dichotomous scale.  

 

On the other hand, these results can also serve to question existing social media sites, and 

the changes they are implementing. For instance, as was explained in Chapter 2, during 

the last five years, many SNSs and CCs have been changing their rating scales, and seem 

to be doing this in a ‘trial and error’ manner. Also, many CCs have been merging with 

SNSs and seem to be exploiting users’ personal networks, by highlighting not only their 

friends but even their friends-of-friends choices and preferences. What is more, SNSs are 

even automatically generating ‘smart lists’ based on similarity and declared friendships, 

and are therefore presenting users primarily with UGC from those with whom they share 

the same location, education, job, or social ties. Many changes are happening 

simultaneously and at a very high speed, and there seems to be very little consensus 

regarding the extent to which these sites might be influencing people’s choices towards 

topics as banal as which tune to play next, to matters as important as for whom to vote in 

the next presidential elections.  

 

Finally, quoting Riedl et al. (2010, p.16)  “effective and accurate design of mechanisms 

for collective decision making is critical to harnessing the wisdom of the crowds. If the 

design is ill-fitted to the desired task, outcomes can be misleading or simply wrong”. For 

this reason, the present thesis highlights the importance for practitioners of making 

informed decisions regarding the design of websites. However, as these stakeholders 

might have vested interests, it may be the job of policymakers to understand the effect 

that social media sites are having on the transmission of information, and to implement 

appropriate legislation towards their design.  

 

9.4 POLICY IMPLICATIONS 

 

Although the primary purpose of this research is not about policymaking, it is worth 

exploring some policy considerations based on what has been discussed so far. At the 

start of this thesis, social media was described as becoming a key communication channel 
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used to interact with others, search for entertainment, read the news, and buy and sell 

products and services (Correa et al. 2010). However, in recent years social media has 

proven to play a more prominent role in our daily lives. To mention some examples, social 

media sites have shown to have a direct impact on businesses and politics (Fraser & Dutta 

2008). Moreover, some websites and designs have been proven to produce addictive 

behaviours which arguably harm people because they reduce their attention span and 

increase their levels of anxiety (Soat 2015; Alter 2017). Further, ratings have been used 

in court as evidence for ‘propagation of information’, and a person was even convicted 

on defamation partly based on some of his Facebook ‘likes’ (DeVore 2017). Lastly, the 

most recent scandal from Cambridge Analytica suggests that social media might have 

been partly responsible for worldwide political and socio-economic decisions, such as 

Brexit in the UK, and the 2016 presidential elections in the US, together with over a 

hundred other election campaigns in over thirty countries (Ghoshal 2018; Greenfield 

2018). 

 

For these reasons, it is believed that there should be more research that helps policymakers 

understand the extent to which online environments might influence people’s decisions. 

It is imperative for legislators to be better informed about these topics if they are to 

determine appropriate regulations for elements such as the design of websites. 

Unfortunately, most of the current research seems to focus on helping tech giants and 

businesses to implement ways of obtaining more data and engagement from users, and 

consequently to promote the marketing and diffusion of products and services (e.g. 

Gilbert & Karahalios 2009; Bonabeau 2009; Aral & Walker 2011; Kraut et al. 2011; Liu 

& Park 2015). 

 

Therefore, it is hoped that this study can benefit legislators in understanding how social 

media might affect the transmission of information. This research has demonstrated that 

a significant percentage of online choices may be due to the actual set up of the platforms 

where we exchange information on a daily basis. And as this thesis measures only the 

effects of two of the four elements outlined by Kaplan & Haenlein (2010) – namely self-

presentation and self-disclosure – the actual impact that the designs of SNSs and CCs 

have on the transmission of UGC is probably greater still.  
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Table 9.1 could assist policymakers in making certain key decisions regarding the design 

of websites. For instance, as outlined in Chapter 2 (Tables 2 and 3), in recent years many 

sites have been shrinking their rating scales, and most do not even allow for a ‘thumbs 

down’ button. Should this be allowed? Is it acceptable and safe for a whole generation of 

children and teenagers to grow up with sites that expect them to either ‘like’ or stay quiet? 

Is it good to condition people to only receiving positive feedback? Furthermore, regarding 

the presence of users’ personal networks and the creation of automatic ‘smart lists’, how 

good is it for people to be exposed only to the opinions of those similar to them? As seen 

in Section 8.1, Richerson & Boyd (2005) noted that one of the main side effects of 

conformity is to reduce the amount of variation within groups, while maintaining the 

variation between groups. Thus, how good are these polarised echo-chambers for society? 

Is it fair for social media to have these effects on people? This thesis does not offer 

answers to these questions, as perhaps ‘correct’ responses do not exist; nonetheless, it is 

hoped the research offers potential insights for legislators and may contribute to the 

debate around such issues.  

 

Finally, it should not be forgotten that “the adoption of a decision frame is an ethically 

significant act” (Tversky & Kahneman 1981, p.458). Thus, just as the food industry is 

required to follow specific rules and is asked to highlight when they use certain chemicals, 

online sites should perhaps be required to follow certain guidelines concerning their 

designs. Alternatively, at the very least, they might be required to inform users about the 

possible consequences of their use.  

 

9.5 THESIS LIMITATIONS 

 

As in any research, it is essential to acknowledge the limitations of the study, given that 

these may have influenced the findings of this thesis. The first limitation concerns the 

extent to which the findings may be considered generalisable. As explained in Chapter 2, 

various social media platforms were studied prior to setting up the experiment, with the 

intent to emulate some of the main characteristics of SNSs and CCs. Still, the site where 

the research was conducted had a particular purpose: education through peer interactions. 

Working with only one website allowed the findings to be attributed to the changes on its 

design, but also meant that some particular elements that are typical of video-sharing 
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sites, music networks, or pure socialising platforms were not present. As a consequence, 

the results of this thesis might be strongly applicable to online communities that are 

similar to PeerWise but might be less relevant for sites which present more significant 

differences. To give an example, the findings of this research are probably very applicable 

to sites like TripAdvisor where users need to post reviews that are publicly accessible and 

are later up-voted by others within the site. Further, in that particular travel site, 

communication is done mainly by text, users obtain ‘online-gained prestige’ through 

gamification, and may sign-in with their ‘real’ identities or choose to remain anonymous. 

Conversely, the results of this thesis might be less applicable to Snapchat, where 

communication can only be done through pictures and videos that can be either public or 

shared with just a group of friends. Moreover, in this SNS which is based on existing 

social ties, the UGC is based on ‘ephemeral messaging’ and therefore disappears within 

a day of being posted. For this reason, it could not be claimed that this study is 

generalizable to all SNSs and CCs.  

 

The second limitation concerns the sample. This research benefitted from having almost 

a thousand participants over the course of three years. Moreover, it had representatives of 

forty-nine nationalities based on two different countries. Nevertheless, individuals were 

all third-year undergraduates enrolled in the British education system. Thus, although 

their age group is the one with the most online users (Statista 2018c), not all internet users 

have the same levels of education which, arguably, is more likely to be accessed by people 

from particular socioeconomic groups. Therefore, a recommendation that will be further 

elaborated on in the following section is that future studies on the design of SNSs and 

CCs should consider including participants from other age groups, different levels of 

education and various socioeconomic statuses.  

 

The third limitation has to do with missing data. To begin with, the number of students 

who responded to the questionnaire was 50-60% of those who took part in the first part 

of the data collection (i.e. online interactions). This percentage was obviously lower still 

with the focus groups. For this reason, the rationale behind some of the students’ actions 

– which was mainly revealed from the qualitative data – might have not represented the 

whole population who took part in the study. Therefore, the observed online interactions 

may have additional explanations than the ones covered in this thesis. In addition, as 

explained in Chapter 3, the social network analysis (SNA) relied on a questionnaire, 
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which required respondents to name “at least three but preferably five” personal 

connections from within the class. Therefore, because not every student replied to the 

survey, there was a loss of the personal connections between people. Moreover, some 

pupils probably had more than the three required acquaintances, and a few of them might 

have preferred not to name some of their friends. Hence, missing information on this 

question in particular is likely to have had an impact on the mapping of the network and 

its analysis. As a consequence, the SNA did not reflect or explain all the interactions, 

which might mean that the influence of users’ personal networks is probably higher than 

has been reported. Nonetheless, the attempt to map networks in this way is a unique 

endeavour in this context, and the data provide rich, significant and novel insights. 

 

The last limitation concerns the possible self- consciousness of participants. As outlined 

in Chapter 3, the students from the selected modules were using PeerWise as part of an 

assignment. Hence, although nothing from the website counted directly towards their 

grades (e.g. getting right or wrong answers, receiving good or bad ratings or comments, 

badges or reputation scores), the fact that PeerWise was used for educational purposes 

might have made students behave differently than when they interact on an ‘unobserved’ 

platform. For instance, as argued by Zhao et al. (2008), people might not experience full 

disembodiment if they are using their institutional emails. Therefore, individual’s identity 

management might be different in SNSs and CCs. In particular, regarding ratings, some 

students declared to have been acting tactically to achieve better scores on the website 

(evidencing the power of gamification as a learning approach). However, it would 

perhaps be less likely for users to act in such a way on other social media sites, although 

users still care about number of followers, likes, retweets, and so forth. Finally, self-

consciousness may have also been reflected in the self-report data collected with the 

survey and in the focus groups, leading participants to hide or emphasise issues that took 

place while interacting online. To mitigate these threats, the author collected data from 

multiple sources and participants were clearly advised that they could withdraw from the 

research at any time (Conway & Lance 2010). Nonetheless, it is recognised that, even 

then, people might behave differently in other online platforms when they are confident 

that they are not being ‘observed’.  
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9.6 FUTURE RESEARCH 

 

The work presented in this research has provided a robust methodological approach and 

an initial set of results that can serve as the starting point for future research. Some of 

these paths of investigation can be drawn from the limitations of the work outlined above.  

 

First, this research used one website to compare how different elements of the design of 

SNSs and CCs might affect the transmission of UGC. However, although this study has 

been instrumental in determining that different social media sites do enable or restrain the 

sharing of information, there is a limitation regarding its generalisation to specific sites. 

Thus, to address the generalisability issue outlined in the previous section, future research 

could focus on similar types of social media, instead of comparing among categories. For 

instance, prospective studies can focus on the study of music CCs or picture-based SNSs, 

and vary their designs to investigate if these changes affect the diffusion of content. 

Second, as previously mentioned, the sample population of this research was quite varied 

in a number of ways, but not regarding age groups, education and – to a significant extent 

– socioeconomic status. Therefore, apart from focusing on a diverse range of social media 

sites, future studies can also target different types of participants.  

 

Third, regarding missing data, other studies could offer participants higher incentives for 

answering surveys and attending focus groups. The budget of the present study was 

modest given that it is for a doctoral research. However, higher incentives might increase 

participation, especially among students (Singer 2012). Fourth, some actions can be taken 

to reduce the self- consciousness of participants. To begin with, if future research were to 

be undertaken in the field of education, it might be worth doing so in a module where 

PeerWise – or any other educational site – is not utilised for assessment. Moreover, 

studies in social media could make use of publicly available sites, although they might 

need to find ways of ethically obtaining people’s personal networks. 

 

Fifth, regarding methodologies, as seen in Chapters 6 and 7, this study experimented with 

a range of analyses. Concerning networks, the most valuable outcomes came from 

geodesic distances. However, further research could deepen this analysis, exploring other 

SNA metrics such as different centrality measures, the connectedness of different 

clusters, degrees and weighted degrees of participants, and different modularity 
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arrangements (e.g. Jackson 2008). Moreover, future research could also investigate those 

individuals who connect clusters and cliques, and also those relationships where both 

parties declared different tie strengths. That is, it may be insightful to have a deeper 

understanding of individuals who are responsible for connecting clusters that would 

otherwise end up as echo-chambers. Moreover, studying why and how different people 

have different perceptions of their relationship may be of use, especially if the way in 

which both accessed and evaluated each others’ information can be compared. 

Furthermore, as outlined in Chapter 6, one analysis used was multilevel modelling (MM). 

These results hinted to be significant, which mean that it makes more sense to analyse 

data nested within clusters than with an overall regression. However, given that ratings 

involved repeated, bidirectional interactions among individuals nested in different 

clusters, a particular method within MM should be used, called ‘multiple-membership, 

multiple-classification models’ (Tranmer et al. 2014). This method was not pursued given 

that it currently does not allow for bidirectional analysis and it would have required much 

aggregation of the data, thus reducing the validity of results. However, it will be a future 

topic for research, which may even lead to enhance the current functionalities of the 

model. 

 

Sixth, although the present research focused on UGC that was visible, an emerging 

finding was the existence of ‘non-posted communication’ (NPC, see Section 8.2.1). To 

date there appear to be only two papers dealing with tacit knowledge in the field of social 

media; both highlight the need for more research on this topic (Chatti et al. 2007; Panahi 

et al. 2012). However, neither of these papers studies more than what can be observed on 

the network, such as the effect of lack of comments or ratings. Therefore, NPC could be 

seen as a significant theoretical and empirical gap, and future research should tackle it.  

 

Finally, future research could also study elements of the various underpinning 

frameworks that were omitted by design in this thesis. To begin with, from Campbell’s 

(1960) outlined VSR mechanisms, this research focused on selection. Thus, future 

research could investigate in greater detail how the different designs of social media affect 

the variation and retention of knowledge. Moreover, as has been outlined from Chapter 

2, this thesis focused on two of the four elements that generate the different types of social 

media: self-presentation and self-disclosure. However, the other two components outlined 

by Kaplan & Haenlein (2010), i.e. social presence and media richness, were not studied. 
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Thus, future studies could determine how changes in these two elements affect people’s 

choices. Lastly, this thesis investigated how the different designs of social media might 

affect the transmission of information due to the effect that these would have on identity, 

groups and relationships. However, future research could also investigate the impact of 

websites’ design on the other four blocks outlined by Kietzmann et al. (2011; 2012): 

reputation, conversations, sharing and presence. Specifically, the reputation block could 

be further developed with the existing datasets and a more in-depth analysis of the roles 

of badges and leaderboards in PeerWise. Namely, gamification could be studied in the 

context of the three quasi-experimental conditions. 

 

As can be seen, there are numerous ideas for future research. Still, what is considered 

more important is that the present research might spark the broader interest of scholars, 

practitioners, and policymakers in understanding the importance of social media site 

design on the choices made by users. 

 

9.7 SUMMARY AND CONCLUSION 

 

As stated in Chapter 2, this research aimed to determine if – and how – different designs 

of social networking sites and content communities might enable, restrain or affect the 

transmission of user-generated content through the impact that these designs had on 

identity, groups and relationships. Based on a comprehensive review of the literature and 

after conducting rigorous empirical research that analysed the transmission of information 

through people’s rating of UGC (i.e. their choices), the thesis’ aim has been fulfilled and 

there has been a contribution to the body of research studying online networks. To sum 

up, this research proves and explains how two elements of website designs – user profiles 

and rating scales – act as a frame to the UGC that is posted online. Aditionally, they 

impact the transmission of information in two ways: 1) with errors in interpretation that 

cause original content to be misunderstood, and 2) by making some content more or less 

likely to be acquired, by affecting the type and strength of group-biases. 

 

In terms of contributions, this research adds to theory by conceptualising the process of 

variation, selection and retention of knowledge in social media and proposing to study 

selection through choice-making. Additionally, it puts forward a model that studies the 
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impact of frames (i.e. website designs) on choices (i.e. ratings), while making use of 

evolutionary, choice-making, identity, groups and network theories. Furthermore, 

regarding research on online environments, it makes a case for the distinction of whole 

and personal networks, in addition to online-gained and real-life prestige. Moreover, it 

advances the study of ingroups by making a further differentiation using the strength of 

ties, which also improves the knowledge of real-life relationships and their impact in 

online interactions. Lastly, the research adds to the body of literature on group-biases and 

conformity by discovering and documenting a link between the degrees of self-

presentation and self-disclosure and the hierarchy and strength of biases.  

 

Regarding methodology, the research contributes by conducting one of the most complete 

studies ever performed in online environments, thanks to the richness of the collected data 

and the access to participants’ insights. By designing three quasi-experimental conditions 

that allowed the collection of data from a real online platform with actual users which had 

existent personal networks outside the network, this research benefited from real-life 

dynamics while still being close enough to users so that they could provide qualitative 

inputs. Further, regarding data analysis, the research presented an in-depth investigation 

of the effect of people’s personal networks and the strength of ties, with a range of 

methods that went from simple rating averages to clustering analysis combined with 

geodesic paths. Finally, sequence analysis was applied for the first time to the study of 

social media and ratings, which provided insightful results that reflected the diverse 

degrees of conformity caused by different website designs. 

 

Finally, the thesis provides a number of recommendations. Regarding practice, one of the 

research outcomes is a schematic that shows, for different websites designs, the most 

prominent bias and the ‘levels of conformity’ within online users. This table can provide 

practitioners within online education and those in charge of the design of social media 

with elements to decide what the ‘ideal’ design of sites should be; or at least, which 

aspects to avoid. Further, concerning policy, the study reflects on what it means for social 

media websites to adopt a frame, which is ‘an ethically significant act’ (Tversky & 

Kahneman 1981). Then, instead of providing detailed policy regulations, the study 

outlines a series of questions that could serve as the basis of debate among policymakers. 

Finally, the research concludes with an acknowledgement of limitations, followed by 

various possible lines for future research. 
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To conclude, it is believed that this study has offered a number of theoretical, empirical, 

practice and policy contributions, and it is foreseen that it will add value to fields such as 

social networks, online reviews, electronic word-of-mouth, online learning and 

education, among others. What is more relevant, is that this research can inform a better 

understanding of the impact that different designs have on choices, so practitioners and 

policymakers can implement website designs that allow for fruitful communication 

among people. By 2010 there were fewer than a billion people making use of social 

media, and this number is forecast to triple by 2021 when 3.02 billion are expected to 

have a SNS account (Statista 2018b). Thus, at current growth rates, it becomes imperative 

for the academic community, website creators, and governments to work together in 

ensuring that these platforms – which have become the biggest repositories of human 

knowledge and where people are accessing news, buying products and services, and 

discussing politics – have adequate designs that minimise biases and transmission errors. 

Improving website designs can positively influence the evolution of knowledge, aiding 

the ‘crowds’ to be wiser.   
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APPENDICES 

APPENDIX 3.1 – QUASI-EXPERIMENTAL DESIGN IN PEERWISE 

 

This appendix presents all the documented changes that were done in PeerWise for the selected module of The University of Sheffield. 

 

Quasi-experimental set-up 

As outlined in the Methodology, the quasi-experiments were designed as follows:  

 

  

Experiment set-up

Group 1 Group 2 Group 3
Autumn semester 2014-15 Autumn semester 2015-16 Autumn semester 2016-17

[Baseline] [Change in rating scale][Make all users identifiable]
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Group 1 – Baseline: anonymous users & likert scale 

The baseline year is basically how PeerWise is set up for all students worldwide. The following image shows the main menu of the site. 

When a student has just joined PeerWise, she has two main options: to author a question (in “Your questions”) or to answer an available one 

(in “Unanswered questions”). Once the student has authored one or more questions, she can follow them up in “Your questions”. Likewise, 

once she has answered one or more questions, she can refer back to them through “Answered questions”. 
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When a student sets up a new question, she writes the question’s text and then the software asks how many multiple-choice answers she 

wants to give. She can choose any number between two and five. After this, she must indicate which is the ‘correct’ answer. Finally, she has 

a space for Explanation” in case she wants to give some clarification to her peers on why the determined answer is correct.  
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Later, in the “Your questions” section, students can manage (edit or delete) the questions they authored, or create new ones. Moreover, they 

can check the average rating score for each question, and how many people have targeted them. Finally, they can also check if someone has 

posted a comment on any of their questions. 
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Furthermore, if students want to target their peers’ questions, they go to “Unanswered questions”. In here, questions were usually arranged 

by (latest) created question, but users could also sort and choose to answer questions based on: number of answers, popular answer, help 

requests, most recent comment, number of comments, difficulty rating and overall rating. 
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In order to expand on some of the above mentioned options for sorting questions, the author will explain what happens when answering a 

question. Firstly, once a question is selected, the student is presented with the question and the possible answers. A short summary at the top 

indicates how many people have answered and rated the question, and if applicable, the average rating is shown. However, it should also be 

noted that both the author of the question and the students that have previously targeted and rated the question, are all kept anonymous in 

PeerWise’s original design: 
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Afterwards, the student must select an answer from the available ones. Immediately after the answer is selected, the software gives feedback 

to the student. This shows: 1) If the chosen answer is correct or incorrect; 2) If the chosen answer is the most ‘popular’ one (i.e., the most 

selected by other students who have targeted the same question); 3) The percentage of peers who have answered and confirmed all of the 

available answers; and finally 4) It gives the student the option of changing or confirming her answer. Please note that it is possible to change 

the answer and/or tackle questions more than once. However, this research will only analyse the very first answer that students gave. Also it 

is worth reiterating students’ grades did not take into account the amount of right or wrong questions; on the contrary, students were 

encouraged to be critical and to disagree if they thought a specified ‘correct’ answer was in fact wrong.  

 

 

1
2

3

4
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After the answer is confirmed, the author’s explanation of the answer appears (if applicable, as this was optional for authors). At this point, 

the student who just targeted the question is given the options of leaving a comment and/or rating the question (in terms of difficulty and 

quality). The ‘quality’ rating is the one that determines the question’s rating average, which is used to sort questions and is a component for 

getting badges and a criteria for being in the leaderboards.  

 

Commenting and rating are optional, both for PeerWise and for the module’s assessment. 
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Also, once the student has submitted an answer (and regardless of whether she commented or rated the question), she is now able to see all 

the comments that other users have left. Moreover, once a student has targeted a question this will appear in “Answered questions” and they 

can go back and leave comments at any point. The same applies for “following” an author, which can be done at any time.  

 

Note that PeerWise was initially set-up so that both commenting and rating are anonymous.  
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Finally, PeerWise has in place leaderboards that all students can access. These were also anonymous and allowed students to compare 

themselves with those with the top-highest scores in a number of categories:  
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Group 2 – Removing anonymity: identifiable users & likert scale 

 

The first change of being identifiable was that questions could now be sorted by ‘Author’s reputation’ (which included the author’s name). 
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Moreover, when rating a question the changes were as follows: 1) The name of the author (i.e. Name_LastName) would be presented. As 

well as a breakdown of all given ratings, also showing the names of students. 
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Further, commenting and leaderboards also became identifiable: 
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Group 3 – Changing the rating scale: identifiable users & dichotomous scale 

The third group experienced a change in rating scale. Other than the dichotomous scale (which affected the rating breakdown) the rest of the 

quasi-experimental design was identical to that of Group 2. 

 

 

 

Group 2 Group 3
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APPENDIX 3.2 – QUESTIONNAIRE (GROUP 3) 

 

Thank you for answering this questionnaire! It should take you 10 minutes to answer and 

you will automatically be considered for a raffle of one £50 and five £20 Amazon 

vouchers! (six Amazon vouchers, worth £150 in total, only for your MGT357 module). 

 

This questionnaire is part of the the “Understanding the Flow of Information within User 

Generated Content in Virtual Education Learning Environments” research. that was 

introduced to you in the first lecture. It is NOT part of your module and therefore: is 

optional, will NOT impact your grade in any way, and your answers will NOT be shared 

with the teaching staff on the module. Moreover, you will be assigned an anonymous 

code which will be used throughout the analysis process, and therefore all results will be 

reported anonymously. This project has been reviewed and approved by the University of 

Sheffield Management School Ethics Committee in accordance with the University of 

Sheffield ethics policy. 

 

By answering this questionnaire, I agree to take part in the study and I understand that 

my answers will be used for research purposes in an anonymous way. 

 Yes 

 

 

Rating Scale 

 

Overall, how helpful do you think PeerWise’s rating scale is? (PeerWise’s rating scale 

currently allows you to choose from two options when rating the quality of a question: 

Like and Dislike). Do you consider these two options adequate for assessing the quality 

of questions? 

 

 

 

 

Very Helpful Helpful Neutral Unhelpful Very Unhelpful

PeerWise’s rating scale
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If you could vote regarding whether to keep the rating scale or change it for another one, 

would you rather: 

o Keep it as it is 

o Change it - give more options (i.e. have a rating scale from 1 to 5) 

o Change it - give fewer options (i.e. only ‘Like’) 

 

Please explain why, if you wish (Optional) 

 

 

Which of the following factors did you take into account when rating a question? (Select 

all that apply) 

 Whether you knew the author personally (i.e. if you were friends with the person who 

authored the 

 question) 

 The overall rating that the question already had (i.e. how others had rated the question 

before you) 

 Your perceived quality of the question (i.e. if the content of the question) 

 The author's reputation score in PeerWise 

 Whether the author of the question was featured in the PeerWise leaderboards 

 The popularity of the question (i.e. the number of answers or comments that the 

question had) 

 

Which of the following factors do you think other students took into account when rating 

a question? (Select all that apply) 

 The author's reputation score in PeerWise 

 Their perceived quality of the question (i.e. if the content of the question) 

 The popularity of the question (i.e. the number of answers or comments that the 

question already had) 

 Whether they knew the author personally (i.e. if they were friends with the person 

who authored the question) 

 Whether the author of the question was featured in PeerWise leaderboards 

 The overall rating that the question already had (i.e. how others had rated the question 

before them) 
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Overall, would you say that the five questions you authored were rated: 

 

 

 

Please explain further, if you wish (Optional) 

 

 

Use of Identifiers 

 

How helpful was to identify your classmates in PeerWise by their usernames 

(name_lastname)? 

 

 

 

If you could have a say regarding your classmates’ identities within PeerWise, would you 

rather: 

o Have them identifiable (i.e. be able to identify my classmates' questions and actions) 

o Have them anonymous (i.e. I would not like to know my classmates' identities) 

 

If you could choose, would you rather: 

o Be identifiable (i.e. keep using ‘name_lastname’ as my username, so others can 

identify my questions and actions) 

o Be anonymous (i.e. use any other username that doesn’t allow others to identify me) 

 

Please expand your answer regarding being identifiable VS anonymous, if you wish 

(Optional) 

 

 

 

Mostly 

Fairly

Sometimes 

Fairly Neutral

My 5 questions were rated

Sometimes 

Unfairly

Mostly 

Unfairly

Very Helpful Helpful Neutral Unhelpful Very Unhelpful
Use of identifiable 

usernames
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PeerWise associates a number of elements to your username (i.e. author’s reputation, 

badges and leaderboards).To what extent did these motivate you to author and answer 

questions? 

 

 

Use of PeerWise 

 

PeerWise allowed you to sort questions in different ways in order for you to select which 

ones you wanted to answer. From the list below, please select which ones you used most 

frequently for sorting and selecting questions (mark all that apply) 

 I would select questions based on the topic 

 I was following some authors in PeerWise, and would select their questions first 

 I would sort and select questions by popularity (number of answers or number of 

comments) 

 I would sort and select questions based on the author’s reputation 

 I would sort and select questions based on their difficulty 

 I would sort and select questions based on their overall rating 

 I would randomly select questions 

 I would select questions from the people I knew in the class 

 

Which was your main method for selecting questions? (please select only one) 

o I would sort and select questions based on their overall rating 

o I would sort and select questions based on their difficulty 

o I would sort and select questions by popularity (number of answers or number of 

comments) 

o I would select questions from the people I knew in the class 

o I would select questions based on the topic 

o I would randomly select questions 

o I would sort and select questions based on the author’s reputation 

o I was following some authors in PeerWise, and would select their questions first 

 

Highly 

Motivated
Motivated Neutral Demotivated

Highly 

Demotivated
Reputation, badges & 

leaderboards
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Did you use the “Follow" (author) function? 

o Yes 

o No 

 

(Follow-up, if yes) Would you say: 

o I mostly followed people I personally knew 

o I mostly followed people based on the quality of their questions 

 

Please name at least three (but as many as you like) people from this class that you know. 

For multiple selection: press 'Ctrl' in PC, 'cmd' in Mac, or just scroll and select in a mobile 

phone. (This information will help us understand from whom students learnt the most) 

 

 

 

Could you please tell us how frequently you interact with the above-mentioned 

classmates, outside of the class? (This information would help us to further understand 

from whom students learnt the most, but if you prefer not to answer, simply choose 

“N/A”). 

 

Frequently: Classmates that you regularly see outside your class, at least once a week 

(and if you use social media, they are within your social network). 

Occasionally: Classmates that you sporadically see outside your class, but you have met 

them outside the classroom at least once in the last year and/or you know updates from 

their lives through social media. 

Only in class: Classmates you only know from your class, but you have never seen them 

outside the class and you don’t have them in social media. 

 

Name_LastName1

Name_LastName2

Name_LastName3

Name_LastName4

Name_LastName…

Name_LastName309
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Learning with PeerWise 

 

Overall, how helpful do you consider the use of PeerWise in a learning environment (i.e. 

that authoring questions and engaging in debates helped you learn)? 

 

 

 

Please expand your answer, if you wish (Optional) - If you find anything valuable about 

authoring questions and engaging in debates, we would like to know it. Also if this wasn’t 

the case. 

 

 

Demographic Questions (all optional) 

 

Gender (Optional) 

o Male 

o Female 

o Other 

 

Age (Optional) 

 

 

Nationality (Optional) 

 

 

  

Name_LastName1

Name_LastName2

Name_LastName3

Frequently Occasionally Only in class N/A

Very Helpful Helpful Neutral Unhelpful Very Unhelpful

Learning with PeerWise
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Which of the following social networking sites do you use? Mark all that apply (Optional) 

 Facebook 

 Twitter 

 Snapchat 

 Pinterest/Instagram 

 Weibo 

 QZone 

 Others 

 

If others, please mention which ones (Optional) 

 

 

How long would you say you spend every day in social networking sites? (Optional) 

o I don’t use social networking sites 

o I get notifications throughout the day, so it varies a lot 

o Between 5 and 30 minutes 

o Between 30 minutes and an hour 

o Between 1 and 2 hours 

o Between 2 and 3 hours 

o More than 3 hours 

 

Focus groups 

 

Would you be willing to attend a later focus group (group discussion on Peerwise)? 

o Yes - Email me 

o Maybe, depending on the dates and the incentives - Email me 

o No - Don’t email me 

 

Thank you very much for your time and feedback!! 

 

The results of the raffle will be posted on MOLE at the end of the year - And if you are a 

winner of one of the vouchers, you will also receive an email with the details of collection  
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APPENDIX 3.3 – FOCUS GROUP SCRIPT39 (GROUP 3) 

 

To be read by the researcher at the beginning of the focus group: 

 

Thank you for attending this focus group! This should take between 45 to 60 minutes, 

depending on your discussion. At the end you will receive a £10 Amazon voucher in 

compensation for your time, and to thank you for your participation.  

 

This questionnaire is part of the “Understanding the Flow of Information within User 

Generated Content in Virtual Education Learning Environments” research. It is NOT 

part of your module and therefore: is optional, will NOT impact your grade in any way, 

and your answers will NOT be shared with the teaching staff on the module. Moreover, 

your identity will be anonymised at the end of the study, before any results are shown. 

The project has been inspected and approved by the University of Sheffield Management 

School Ethics Committee in accordance with the University of Sheffield ethics policy. 

You will now be given an information sheet regarding the purpose of this focus group 

and a consent form that you should fill-in if you decide to take part in the focus group. 

 

(After everyone has given consent, turn on the recording devices and say the date). 

 

Autumn Semester 2016-17 (Focus: rating scales) 

Good day! Could I ask all of you to please introduce yourselves with your first/given 

name only? (Record all voices) 

1. Could you tell me some of your fist impressions of PeerWise: good & bad. 

2. PeerWise allowed you to sort and select questions in different ways: by author, 

by popularity (number of answers/comments), by difficulty, by number of likes, 

etc. Which was the one you find the most helpful and why? 

3. How did you feel about being signed-in with your real names in PeerWise? // Do 

you think the amount of questions or comments you made would have been 

different if you had been assigned an anonymous ID? 

                                                 
39 Note that, given the nature of focus groups, the questions shown here may have varied in order and/or 

content. Moreover, new questions might have surged while talking to participants, and are therefore not 

presented here. 
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4. Do you think being able to identify each other influenced in any way how you 

rated others?  

5. How about the rating scale? Do you think yourself or others would have rated 

differently if instead of like/dislike you were given more options (e.g. a five or 

ten-point rating scale)? 

6. When rating a question, do you think you rated it differently if the author was 

someone you knew? (Follow-up, optional: Let’s say, if one of your friends wrote 

a bad question, would you rate it with a dislike, with a like, or would you rather 

not rate that question at all?) 

7. Were you aware of your friend’s questions? Did you followed them in PeerWise? 

8. How did you feel about your name being (or not being) in the leaderboards?  

9. Overall, do you think using PeerWise helped you learn? Why or why not? 

10. Any other comments/questions? 

 

Thank you for your time! 

 

(Give vouchers & receipts) 
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APPENDIX 4.1 – NORMALITY TESTS FOR GROUPS 1 AND 2 

 

Kolmogorov-Smirnov, Group 1 

 

 

 

Kolmogorov-Smirnov, Group 2 

 

 

 

Q-Q Plots, Groups 1 & 2 
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APPENDIX 4.2 – REGRESSION MODELS FOR GROUPS 1 AND 2 

 

Group 1: R2 = 5.7% variation; F = 194.44, sig < .001 

 

 

 

Group 2: R2 = 7.1% variation; F = 249.76.03, sig < .001 

 

 



298 | P a g e  

 

APPENDIX 4.3 – CORRELATION & REGRESSION FOR BEING 

IDENTIFIABLE & WEBSITE’S PERCEPTIONS (GROUP 2) 

 

 

Spearman’s rho coefficient of correlation 

 

 

 

Ordinal regression 
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APPENDIX 5.1 – REGRESSIONS AGGREGATED AT THE QUESTION LEVEL 

(GROUPS 2 AND 3) 

 

Group 2 
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Group 3 
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APPENDIX 5.2 – THREE WAY CHI-SQUARE: THE EFFECT OF RATING 

SCALES ON FRIENDSHIPS, PER GROUP (GROUPS 2 AND 3) 

 

3-way chi square: Groups (2 and 3), Friendships (absent or present) & Rating (Like and 

Dislike) 
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APPENDIX 5.3 – CORRELATION & REGRESSION FOR RATING SCALE & 

WEBSITE’S PERCEPTIONS (GROUPS 2 AND 3) 

 

Group 2 

 

        

 

Group 3 
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APPENDIX 6.1 – ANOVAS FOR STRENGTHS OF TIES, GROUPS 2 AND 3 

 

ANOVA for the strength of ties for friendships in Group 2 
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ANOVA for the strength of ties for friendships in Group 3 
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APPENDIX 6.2 – ORIGINAL NETWORK IMAGE (GROUP 2) 
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APPENDIX 6.3 – COMPLETE SET OF GEODESIC DISTANCES AND 

ANOVAS FROM FRIENDSHIPS, GROUPS 2 AND 3 

 

 

Geodesic Distances from friendships – Groups 2 and 3 

 

Friendships Group 2 Group 3 

Geo Dist 
No. 

Ratings 
Pct. 

Ave. 

Rating 

No. 

Ratings 
Pct. 

Ave. 

Rating 

GeoD_1 1,743 7% 3.68 1,606 11% 4.90 

GeoD_2 1,938 8% 3.38 2,292 16% 4.82 

GeoD_3 2,504 10% 2.99 3,235 22% 4.68 

GeoD_4 3,471 14% 2.87 3,958 27% 4.62 

GeoD_5 3,646 14% 2.77 2,152 15% 4.61 

GeoD_6 2,977 12% 2.76 722 5% 4.57 

GeoD_7 1,765 7% 2.79 150 1% 4.63 

GeoD_8 883 3% 2.79 30 0% 4.50 

GeoD_9 311 1% 2.92 2 0% 5.00 

GeoD_10 117 0% 2.77 - - - 

GeoD_11 84 0% 3.18 - - - 

GeoD_12 22 0% 2.77 - - - 

GeoD_13 12 0% 3.17 - - - 

GeoD_14 5 0% 3.20 - - - 

GeoD_15 1 0% 2.00 - - - 

GeoD_16 0 0% 2.00 - - - 

GeoD_17 1 0% - - - - 

GeoD_Inf 40 119 0% 2.65 - - - 

GeoD_NA41 5,892 23% 2.87 539 4% 4.65 

TOTAL* 25,491 100% 2.94 14,686 100% 4.69 

 

  

                                                 
40 GeoD_Inf is when two people do appear in the network but there is not a geodesic path that can connect 

them. 
41 GeoD_NA is when there was a rating between people who did not appear on the friendships network, i.e. 

when someone did not answered the survey and no one named them as a friend/acquaintance.  
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ANOVA for geodesic distances of friendships in Group 2 

 

 

 

 

ANOVA for geodesic distances of friendships in Group 3 
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APPENDIX 6.4 – COMPARISON OF SNA METHODS, GROUP 2 

 

The following regressions were conducted at the question-level: 1) Friendships, 2) 

Strengths of ties, 3) Clusters, 4) Geodesic distances. 

 

1) Friendships (proportion of friendships: absent/present, Group 2) 

 

 

 

 

 

2) Strength of ties (average strength of ties, Group 2) 
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3) Clusters (proportion of same cluster: same/different cluster, Group 2) 
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4) Geodesic distances (average geodesic distance, Group 2) 
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APPENDIX 6.5 – MULTILEVEL MODELLING, GROUP 2 

 

1) Unconditional Model (no predictors) 

 

 
 

 
 

 
 

 
 

 

𝐼𝐶𝐶(1) =
2𝑛𝑑 𝑙𝑒𝑣𝑒𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

1𝑠𝑡 + 2𝑛𝑑 𝑙𝑒𝑣𝑒𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
=

0.1528 + 0.0614

0.5789 + 0.1528 + 0.0614
= 0.270163

= 27.0% 
  

-2LL 
(unconditional) 

1st

2nd
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2) Model with ‘same_cluster’ as a level-2 predictor 

 

 
 

 
 

 
 

 
 

  

-2LL 
(with predictor) 

Simple chi square test - Excel sheet (Stride, 2016)

Model Deviance (-2LL)

Number of new variables added to 

make more complex model p for difference test

Simpler Model 63,220.46

More complex model 61,798.67

Difference Test 1,421.79 1 0.000000000000000000000000000000
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APPENDIX 6.6 – COMPLETE SET OF GEODESIC DISTANCES AND 

ANOVAS FROM FOLLOWERS (GROUPS 1, 2 AND 3) 

 

Geodesic Distances from followers – Groups 1, 2 and 3 

Followers Group 1 Group 2 Group 3 

Geo Dist No. 

Rtngs 

Pct. Ave 

Rtg 

No. 

Rtngs 

Pct. Ave 

Rtg 

No. 

Rtngs 

Pct. Ave 

Rtg 

GeoD_1 5,741 23% 3.58 5,466 21% 3.68 3,847 26% 4.92 

GeoD_2 2,662 10% 2.45 2,700 11% 2.98 1,598 11% 4.76 

GeoD_3 5,325 21% 2.35 5,070 20% 2.73 2,423 16% 4.58 

GeoD_4 6,447 25% 2.35 5,466 21% 2.68 2,270 15% 4.58 

GeoD_5 2,941 12% 2.43 2,948 12% 2.66 1,135 8% 4.54 

GeoD_6 741 3% 2.39 893 4% 2.68 362 2% 4.56 

GeoD_7 117 0% 2.41 201 1% 2.61 165 1% 4.48 

GeoD_8 3 0% 2.33 14 0% 2.14 165 1% 4.18 

GeoD_9 - - - 4 0% 2.75 95 1% 4.21 

GeoD_10 - - - - - - 18 0% 4.72 

GeoD_11 - - - - - - 6 0% 4.17 

GeoD_12 - - - - - - - - - 

GeoD_Inf 
42 

- - - - - - 865 6% 4.80 

GeoD_NA43 1,513 6% 2.17 2,729 11% 2.75 1,737 12% 4.59 

TOTAL* 25,490 100% 2.64 25,491 100% 2.94 14,686 100% 4.69 

 

 

ANOVA for geodesic distances of followers in Group 2 

 

 

                                                 
42 GeoD_Inf is when two people do appear in the network but there is not a geodesic path that can connect 

them. 
43 GeoD_NA is when there was a rating between people who did not appear on the friendships network, i.e. 

when someone did not answered the survey and no one named them as a friend/acquaintance.  
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ANOVA for geodesic distances of ‘followers’ in Group 3 

 

 

 

 

ANOVA for geodesic distances of ‘followers’ in Group 1 (i.e. Inferred friendships) 
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ANOVA and R2 for geodesics of followers in Group 1, removing geodesic distance = 1 
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APPENDIX 7.1 – ANOVAS FOR SEQUENCE MEASURES (GROUPS 1, 2 AND 3) 

 

Original ratings 

 

 

First conversion: [0,1,2 = Dislike] & [3,4,5 = Like] 

 

 

Second conversion: [0,1 = Dislike] & [2,3,4,5 = Like] 
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APPENDIX 7.2 – CORRELATIONS AND ORDINAL REGRESSIONS 

BETWEEN ALL ATTITUDES (GROUPS 2 AND 3) 

 

Group 2 

 

      

 

Group 3 

 

 


