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Abstract 

An electric field is shown to have a strong affect on the blow off limits using both DC 

and pulsed fields. However, the DC fields only affects stociometric and rich flames 

whereas pulsed fields also affect lean flames. The modifications using a DC field have 

been shown to originate from an aerodynamic body force created by the field, known as 

an ionic wind. The ionic wind has been experimentally measured, using particle image 

velocimetry (PIV). Its direction has also been modelled by analysing the field produced 

by the apparatus geometry. 

There is no standard apparatus used by researchers in this field. It has been shown using 

electric field modelling techniques that the field will vary significantly between different 

geometries. It is suggested that a uniform field should be used ensuring that the affects of 

the field on a flame can be related to the field strength. The most uniform field is 

produced by parallel plates. However, it is suggested that if one of the electrodes is in the 

flow path it should be replaced with a mesh as the flow will not be disturbed 

aerodynamically. It is also proposed that the results be conducted in a Faraday cage to 

ensure there is no electrical interference. 

The modelling work was supported by experimental data that showed a greater increase 

in the blow off limits with field strengths that were amplified by the apparatus geometry. 

The model also predicted the approximate change to the field when a flame was present. 

The results showed a close comparison with the ionic wind measured by PIV. 
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Abstract 

An electric field is shown to have a strong effect on the blow off limits of flames using 

both DC and pulsed fields. However, the DC fields only effects stoichiometric and rich 

flames whereas pulsed fields also effect lean flames. The modifications using a DC field 

have been shown to originate from an aerodynamic body force created by the field, 

known as an ionic wind. The ionic wind has been experimentally measured, using 

particle image velocimetry (PIV). Its direction has also been modelled by analysing the 

field produced by the apparatus geometry. 

There is no standard apparatus used by researchers in this field. It has been shown using 

electric field modelling techniques that the field will vary significantly between different 

geometries. It is suggested that a unifonn field should be used, ensuring that the effects of 

the field on a flame can be related to the field strength. The most unifonn field is 

produced by parallel plates. However, it is suggested that if one of the electrodes is in the 

flow path it should be replaced with a mesh to minimise the aerodynamic disturbance to 

the flow. It is also proposed that the experiments be conducted in a Faraday cage to 

ensure there is no electrical interference. 

The modelling work was supported by experimental data that showed a greater increase 

in the blow off limits with field strengths that were amplified by the apparatus geometry. 

The model also predicted the approximate change to the field when a flame was present. 

The results showed a close comparison with the ionic wind measured by PIV. 

The pulsed fields increased the blow off limits more than DC fields. The greatest effect 

was found with a square wave, however the results varied very little when the pulse was 

activated for between 25 and 75% of the time period. Up to 5kHz (equipment limit) the 

increase in blow off velocity was greater for higher frequencies. The increase in blow off 

velocity occurred for all equivalence ratios (although it was stronger for rich flames). The 

results were shown to be independent of the ionic wind and were therefore caused by 

chemistry changes within the flame. The mechanism for this is discussed. 
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Glossary of Terms 

Blow off 

Chemi ion 

Corona 

A term referring to a burner stabilised flame. The burner prevents 

the flame propagating upstream due to the quenching effect of the 

burner. Blow off is the term for when the flame speed is less than the 

fluid velocity and combustion cannot be sustained and the flame is 

extinguished. Blow off may be preceded by "lift off' for rich flames 

(see below) 

An ion formed by chemical reaction of a hydrocarbon 

Local ionisation of gas. As the voltage is increased this can lead to 

the total ionisation of the gas between the electrodes, causing 

dielectric breakdown 

Equivalence ratio The actual fuel/air ratio divided by the stoichiometric fuel/air ratio 

Free ion Ion produced by a corona 

Flashback Burner stabilised combustion term referring to the point at which a 

flame propagated back along the burner 

Ionic wind An aerodynamic body force resulting form the attraction of ions to 

electrodes 

Lean Premixed combustion term meaning deficiency in fuel (excess air) 

Rich Premixed combustion term meaning deficiency in air (excess fuel) 

Stoichiometric This is when there is exactly enough air for complete combustion of 

all the products 

Vll 



Chapter 1 Introduction 

1.1 Overview of the thesis 

Ions are produced in the combustion of hydrocarbons. These ions can be moved within 

the flame using an external electric field. The aim of this work is to further research the 

effect electric fields have on flames. The ultimate goal is to see electrically controlled 

combustion, but this is beyond the scope of the present work. There has already been 

extensive research on this topic which is reviewed in Chapter 2 and gives the reader an 

impression of how electric fields have been used to modifY the combustion of 

hydrocarbons. 

Due to the effect on a flame being dependant on the field strength applied, the field is 

modelled in Chapter 3 for a range of apparatus geometries. The most uniform field has 

been chosen for the experiments conducted in this work to ensure the affect can be 

directly related to the field strength. Altering the geometry of the apparatus could be used 

to amplifY the field with no additional power input. 

Once the apparatus has been chosen the effect of an electric field on a flame can be 

measured for direct current (DC) fields (Chapter 4) and for pulsed fields (Chapter 5). 

These effects were measured for flames with a range of equivalence ratios. 

The flame was then analysed using particle imaging velocimetry (PIV) and particle 

tracking (Chapter 6) to identifY whether the cause of the effects are aerodynamic or 

chemical. The results of this was used to asses the quality of the field predicted by the 

modelling. 

1.1.1 Contribution to knowledge 
This work has made the following contributions to knowledge; 



• Identified the differences between the electric field produced by the various 

apparatus used by researchers to date 

• Modelled the field without the flame present and estimated the change in the field 

when a flame is present 

• Suggested apparatus that produces an uniform field where the effects of an 

electric field on a flame can be related to the field strength 

• Qualitatively validated these results by using particle image velocimetty to model 

the ionic wind and shown how different apparatus have a greater or lesser effect 

on a flame, depending on the field strength they produce 

• Shown how a DC field can increase the rich burning limits (blow ofTlimits) 

• Shown that the increase in blow off limits of a flame by DC fields is due to the 

ionic wind 

• Shown that AC and pulsed fields can increase the blow ofT limits of a flame in 

lean, stoichiometric and rich flames 

• Shown that the increase in the blow off limits of a flame is greater for higher 

frequencies (up to 5kHz) and for pulse durations that are 25-75% of time between 

the pulses( peaking at 50% or a square waveform) 

• Shown that the increase in the blow off limits of a flame by AC and pulsed fields 

is due to changes to the flame chemistry, not from the ionic wind 

1.2 Background 

1.2.1 Combustion 
Mankind has been building fires for as long as we can trace our history. The methods for 

doing this have become increasingly complex as we try to increase the efficiency and 

understand the impact of combustion on our environment Combustion is simply the 

oxidation of a fuel. The introduction of fuel and oxygen into the system can greatly 

change the characteristics of combustion. For example this could be the method of fuel 

vaporisation (for a liquid fuel) or the point at which air is introduced into the system 

(before or after combustion). If the air is not introduced into the flow before combustion 

then the flame becomes a diffusion flame, so called as the air has to diffuse into the flame 

from one side of the flame while fuel is introduced from the other side. This type of 
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combustion has a distinct flame boundary with unbumt fuel on one side and oxygen 

(usually in the form of air) on the other side. If oxygen is introduced before combustion 

the flame is known as a premixed flame. A good example of the difference between the 

two types is a Bunsen burner; the yellow diffusion flame can be turned into a blue 

premixed flame by opening the air inlet at the base of the Bunsen. 

The amount of air introduced into the flow also has a great impact on the combustion 

characteristics. The exact amount of air required for complete combustion can be 

calculated as shown below for propane. The simplified reaction can be given by; 

C3HS +5(02 +3.76N2 ) ~ 3C02 + 4H20 + 18.8N2 (1.I) 

Therefore for 1 mol of propane (CJfs) 5 mol of(02) are required. The oxygen is supplied 

by air (02 + 3.76N2). To supply 5 mol of O2 requires, {5·1)02 +{S·3.76}N2 = 23.8air. 

This means that if 1 mol of fuel is present and 23.8mol air is mixed with it then it will 

bum completely with no fuel or oxygen left over. This case is called stoichiometric 

combustion. If more air is introduced then fuel will be deficient and there will be excess 

air; this case is called lean combustion. If there is less air than required for stoichiometric 

combustion air is deficient and fuel is in excess; this is called rich combustion. It is 

common to refer to the air to fuel ratio (the mass of air divided by the mass of fuel). This 

can be made into a non dimensional number (called the equivalence ratio, CI») by dividing 

the actual air fuel ration by the stoichiometric air fuel ratio. This gives a value of 1 for 

stoichiometric, less than 1 for lean and greater than 1 for rich. 

The velocity and temperature of the flame is altered by the equivalence ratio. Any excess 

air will quench the flame, lowering the temperature and dilute the reactants, taking longer 

for them to mix. Excess fuel will require oxygen to be absorbed from the surroundings, 

increasing the size of the flame; this can reduce the temperature due to the increased 

radiation losses. 

A flame will travel along a mixture of fuel and air at a given speed, called the flame 

speed. This can make it very difficult to observe the flame or keep it in a given place. In 

domestic and industrial systems flames are made stable by attaching the flame to a 
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burner. The burner quenches the flame at the burner mouth, preventing it from travelling 

back along the incoming flow, down the burner tube (know as flash back) under most 

circumstances. However, if the flow rate from the burner is greater than the flame speed 

the flame will "lift off" the burner until it is far enough away for the burner quenching 

effect to become reduced and the flame speed increase again. However, this lift off will 

entrain air into the flow, diluting the flow. For lean flames this will cause a further 

decrease in the burning velocity and cause the flame to "blow off' (or be extinguished). 

Extinction 

Fuel : oxygen ratio • 

Figure 1.1 Blow ofT velocity against fuel/air ratio from Griffiths and Barnard [I) 

However, for a rich flame the additional air entrainment brings the mixture closer to 

stoichiometric and increases the flame velocity, allowing a "lifted flame" to form some 

distance above the burner. The relationship is shown clearly by Griffiths and Barnard [I], 

shown in Figure 1.1. 
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These results represent the limits of combustion for burner systems. The aim of this work 

is to extend these limits, allowing leaner flames and faster flow rates. 

The effect of combustion of the environment can be defined as the pollutants that it emits. 

The emissions from hydrocarbon combustion that are considered to be undesirable are 

oxides of nitrogen, unburned or partially burned hydrocarbons, carbon monoxide and 

soot. The carbon dioxide emission is also important but this is a product of complete 

combustion and the only way in which it can be reduced is to increase the efficiency of 

the flame, reducing the amount of fuel required. Oxides of sulphur are not mentioned as 

the combustion engineer is not concerned with the production of sulphur oxides as their 

emission is mainly dependant on the sulphur content of the fuel. Almost all premixed 

combustion deals with low sulphur content fuel (natural gas contains virtually no sulphur 

and gasoline contains less than 600ppm by weight sulphur [2]) so sulphur oxides can be 

neglected for this cme. Nitrogen oxides (often called NOx) are fonned by 3 mechanisms; 

1. Thermal (or Zeldovich) NOx. This is the slow oxidation of nitrogen by ox"}'gen. 

The thennal formation mechanism is shown below in equations (1.2), (1.3) and 

(1.4); 

O+N2 <=> NO+N 

N +02 <=> NO+O 

N +OH <=> NO+H 

The rate of this reaction is highly temperature dependant. 

(1.2) 

(1.3) 

(1.4) 

2. Prompt (or Fenunore) NOx. This mechanism produces less NOx in high 

temperature combustors than the thermal mechanism. However, many modem, 

low NOx burners have so successfully reduced thennal NOx that this may be the 

major method of production. It forms differently for lean and rich systems. For 

lean systems; 
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(1.5) 

The oxygen radical fonned then attacks the Nz molecule to fonn NO. In fuel rich 

systems; 

CH +N2 ~HCN +N (1.6) 

CH2+Nz ~HCN+NH (1.7) 

The N from (1.6) then goes on to fonn NO by the thennal mechanisms shown in (1.3) 

and (1.4). NH fonned by (1.7) is oxidised by the following mechanisms; 

HCN+O~NCO+H 

NCO+O~NO+CO 

HCN+O~NH+CO 

NH+O~NO+H 

(1.8) 

(1.9) 

3. Fuel NOl(. Nitrogen bound in the fuel is released during combustion to form NH3 

or HCN. NH3 broken down to NHz, followed by NH which is oxidised to NOl(. 

HCN is converted to NOx as previously described in (1.8) and (1.9). 

In a simple burner almost all the NOx will originate from the thennal mechanism 

However, most modem burners are designed to reduce this by decreasing the temperature 

of combustion by burning lean or staging the air or fuel input (this is discussed in detail 

in Turns [2], Chapter 15 and will not be repeated here). 

The production of soot is also temperature dependant. The production of soot increases 

with temperature before reaching a plateau. However, soot is also oxidised in the flame 

and the rate at which this occurs is also temperature dependant. However reduction in 

soot emission is favoured by higher temperatures. This can be seen in Figure 1.2 and the 

regions of soot emission are shown below the graph. 
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Figure 1.2 Graph of reaction rate against temperature for soot and nitrogen 

fonnation taken from Griffiths and Barnard [1] 

Particulate emission or unbumt hydrocarbon emission results only from rich combustion 

(not enough air to completely bum all the fuel). For this reason many modem combustors 

choose to bum lean. 

As the system bums leaner the temperature of the exhaust gasses decreases. As the 

temperature decreases the ratio of specific heats (pressure and volume), y, increases. For 

an ideal gas, the ratio oftemperatures is related to the ratio of volumes by; 

T2 =( V; )r-
I 

'" V2 

(1.10) 

For a system such as an internal combustion engine, where the volume ratio is fixed the 

temperature ratio must therefore increase for leaner equivalence ratios. This gives more 

work per unit mass. The result of this can be seen by looking at a the otto cycle for diesel 

engines. This can be seen below in Figure 1.3. 
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Figure 1.3 Otto efficiency (or various equivalence ratios (or non constant specific 

heat ratio 

For leaner systems the efficiency is increased as well as decreasing the NOx and soot 

Therefore it is very advantageous to bum leaner and the aim of this work is to increase 

the combustion limits, particularly in the lean region. 

1.2.2 Electric field effects on combustion 
Interest in how electric fields could be used to manipulate combustion began as early as 

1600 when William Gilbert first used charged furs and rods to attract flames [3]. 

Hauksbee [4] in 1709, followed by Brande [5] in 1814 was the first to scientifically 

analyse the influence of an electric field on a flame. However. the earliest work of real 

significance was Chattock [61 in 1899, who identified an aerodynamic body force created 

when charged particles were subjected to an external electric field. In honour of his 

discovery some researchers still use the term "Chattock wind" for this body force, 

although it is becoming increasingly popular to refer to it as the ionic wind. This will be 

further discussed in Chapter 2 as the effects of the ionic wind is still the subject of debate. 

Despite the length of time that it has been known that electric fields can influence flames 

no practical use has been found. The effects are still not fully understood and there is still 
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extensive discussion in the literature about what causes them. The aim of this work is to 

further understand the effect of electric fields on flames and try to assess their source. 

1.2.3 Ions in flames 
Ions are formed in flames as part of the combustion of hydrocarbons (see section 2.1). 

These ions are often called chemi ions. Ions can also be formed by the application of an 

electric field. This can be by two methods; chemi ion collision/attachment or corona 

discharge. Chemi ions are pulled towards the electrodes and collide with neutral particles. 

Inelastic collisions with electrons or high energy collisions where enough energy is 

released to free an electron will further ionise the medium [7-9]. Corona discharge is 

created when the local field strength is above the dielectric breakdown voltage. For air 

the dielectric breakdown is approximately 3MV 1m. The results of this work use a 

maximum of 170kV/m and with the dielectric breakdown measured as approximately 

330kV/m. The reason that this measured value is so much lower than for air is due to the 

presence of the flame. At this voltage the medium will begin to ionise, leading to a spark 

discharge. However, if the geometry of the electrodes is such that there is a high 

concentration of the field at one electrode then the ionisation voltage can be reached close 

to that electrode but not for the whole medium (which is required for a spark). Coronas 

were commonly used in photocopiers and are responsible for the "fresh air" smell in 

thunderstorms (where 0:3 is formed by the coronas). Early researchers used coronas as a 

method of producing ions [6] and can be used to produce a locally strong velocity which 

can be used to cool parts of a combustor, shown by Sandhu and Weinberg [10) (this will 

be further discussed in section 2.3.5). Ion movement, such as from a corona, are even 

used for the thrusters on space craft [II). The use of coronas, although still very small. 

requires higher power consumptions than manipulation of the chemi ions already present 

in the flame (in the order of 60llA for coronas compared to 1!lA for manipulation of 

chemi ions). This work therefore uses the chemi ions created from the combustion 

process. In ihe remainder of the thesis the term ionic wind will be used to refer to the 

ionic wind created from the chemi ions and not from free ions from coronas, unless 

specifically stated. 
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Chapter 2 Literature review 

There have been several papers that gi ve an overview on how electric fields can influence 

flames. Extensive reviews of this can be fOlmd in Lawton and Weinberg [7], Fialkov [12] 

and HlDleiti Balachndran [13]. However, there have been no recent papers that review the 

subject. The aim of this chapter is to review the current lDlderstanding of this subject and 

identify the areas where the knowledge base is incomplete. 

2.1 Ions in flames and how they get there 

Ions are naturally formed in the combustion of hydrocarbons. However, when a field is 

applied ions can also be produced by secondary ionisation or coronas. The major interest 

of this work is to manipulate the ions that are fonned as a natural part of the combustion 

process. This requires small power inputs while achieving large changes to the 

combustion process (ion formation by corona requires a lot more power than 

manipulation of cherni ions, as discussed in section 1.2.3). 

This study is also mainly concerned with how ions in flames can be used and 

manipulated rather than how they get there. Therefore only a brief outline of how ions are 

formed in flames will be given here. More interested readers should look particularly at 

Pedersen [14] as well as Pederson and Brown (15], Lawton and Weinberg [7] page 218, 

Calcote [16] and Peeters et at [17]. 

2.1.1 Method of ion formation - Chemi ionisation 

Early experiments [18-20] identified that flames have a much greater number of ions in 

the flame than equilibrium conditions would suggest (there can be as many as 109 

ions/cm3 in the flame front [21]). A reaction involving a hydrocarbon or a hydrocarbon 

radical must be involved as combustion of pure hydrogen contains far fewer ions than 

10 



that of hydrocarbon combustion (thermal ionisation is dominant [22]) and many of these 

ions are accOlmted for by hydrocarbon impurities in the hydrogen [22-3]. 

Calcote [16] looked at the methods proposed for the source of ions in flames (thermal 

ionisation of impurities, radical species, carbon atoms, translational energy, and 

cumulative excitation) and was able to prove that the only explanation is that the ions are 

formed by cherni-ionisation. The reasons why are best explained by Calcote himself [16] 

so interested readers are directed there. 

Chemi-ionisation is when enough energy is released during a chemical rearrangement to 

ionise one of the products. This method is the only one where the concentrations of ions 

produced are in the order of those observed [16]. Much work has been done to prove this 

(see Lawton and Weinberg for a review [7]). 

The importance of Calcote's work was not only to present chemi-ionisation as the 

primary method for ion formation in flames but to identify CHO+ as the major source of 

ions in flames by the chemi-ionisation reaction (2.1). 

(2.1) 

Calcote proposed that the other ions observed in flames were the result of charge transfer 

reactions involving CHO'. For example the most abundant ion found in flames H30' can 

be shown to form from CHO' (2.2). 

(2.2) 

Since Calcote's work several others have tried to find other primary ions in flames and 

confirm Calcote's theory. It is now generally accepted that reaction (2.1) is the major 

reaction to occur (7], [8), [17), [24]. 

Peeters et al [17] have a good summary of the work after Calcote, along with reaction 

(2.1), they suggest the following reactions may also result in ionisation; 

CH· +O---+CHO+ +e- (2.3) 

(2.4) 
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(2.5) 

c2• +02 4CO+ +CO+e- (2.6) 

There has been some discussion as to whether the ion C3H3+ is a primary ion [7] [8]. 

However, what is important for this study is that although reactions (2.3), (2.4), (2.5) and 

(2.6) are possible (and may occur in the flame) the most important chemi-ion is CHO+, 

produced through reaction (2.1) and the majority of other ions present in flames are 

derived from this ion. This work is supported by Fialkov et al [8] who experimentally 

found that CHO+, CHO/ and an ion of mass 32amu, probably 0+, are the only primary 

ions present in strong electric fields which pulls the primary ions out before they have 

time to react with other species [25]. Several authors have reported that when the field 

strength is strong enough the variety of ionic species drops and CHO+ is the main ion 

found. Good reviews of the above can be found in Huneiti and Balachandran [13], Hu et 

al [24] and Lawton and Weinberg [7] [25]. 

Several authors have found the effects of electric fields on flames are greatly decreased 

when the carbon content of the burning gas is decreased [26] [27]. This supports the 

theory of reaction (2.1) as carbon is required for the reaction. 

The most abundant ion present in flames is H30+ [7] [14] [24], formed by reaction (2.2) 

[16]. The principle method for the recombination of ions is the highly exothermic 

reaction (2.7) [16] [28]. 

(2.7) 

Further studies identified the positive ions present in flames, most notably the works of 

Sugden [23] and van Tiggelen [17]. An extensive, critical review is available by Lawton 

and Weinberg [7] page 218. See Appendix 1 for a list of the positive ions identified in 

flames. The regions where these ions exist is also presented in Lawton and Weinberg [7] 

chapter 6. Further work of interest can be found in Kinbara and Nakamura [29], Green 

and Sugden [23] and Sugden et at [30]. The methods of formation of these ions is too 

long to be presented here but can be found in Van Tiggelen et at [17], Green and Sugden 
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[23], Sugden et at [30] and Vinckier et at [31]. Application of an electric field will hinder 

the fonnation of these downstream ions, but this point will be discussed later. 

As mentioned above, CHO+ goes on to produce the majority of ions within the flame. 

Figure 2.1, above, gives a visual idea of how many ions are produced and how. 

The reaction leading to polymerization is 

HCO+ +CZH 2 ~CzH/ +CO (2.8) 

CmH2&t and CmH2n+I+are then formed as shown below in Figure 2.2; 

~ 
+C:zJ-h 

·ICJ-Is+ I +C2H2 
·ICJ-I,+ I +C:zJ-h 

.~ ·ICmH2n+l+ I 
\ \ 
-H2 -H2 -H2 

~ +C2l-h " +CZ}-h " ~ .~ ~ IC2rJ-hn-l + I 

Figure 2.2 Reaction mechanism for polymerization (taken from Vinckier et aI (31)) 

As the reaction progresses, the ions are more likely to loose a H2 atom, so the larger 

molecules tend to be of the form CmH2n.t. For much greater detail on ionic reactions, 

Fialkov [12] has a very extensive review and a good table of reactions involving ions. 

It has been well established that the positive ions in flames are ionic species but the 

negative ions are mainly free electrons [7], [20], [25], [33], [34]. The major affect of this 

is on the relative mobility of the positive and negative ions, which will be discussed 

further in Section 2.2.1. 
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2.2 How ions can be moved and excited by electric fields 

2.2.1 Ionic wind 

The ionic wind (also know as "electric", "Chattock" or "corona ' wind) is the term used 

for a bulk gas mo ement caused b an electric field (first disco ered b Chattock [6] in 

1899). Whilst being pulled to ards the anode, large positi e ions collide with neutral 

particles and cause them to move in the same direction. As mentioned pre iousl the 

negati e ions are mainl e lectrons so their movement has li ttle effect on the shape of the 

flame (prov din 1964 by Lawton and Weinberg [2SD.This mo em nt caused b ions can 

make the flame bend (Figure 2.3 and Figure 2.4), force rur entrainment or e en increase 

the heating effect on a surface. These will be discussed later. 

(a) 

I 

Z 
(1l 

(JQ 
t\) 
::to 
-< 
(1l 

(b) 

Figure 2.3 (a) Normal name, (b) Flame bending to anode 

+ Positi e + 

(a) (b) 

Figur 2.4 EI ctrod pandl I to now (a) No field (b) Applied field 
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It has been suggested that 1he ionic wind could be used for a propulsion device [36] with 

ions formed by coronas. However, it was found that the velocity of the gas can be 

approximated as proportional to the square root of the corona current [36], meaning high 

velocities require very large currents making it very inefficient Ionic winds even have 

difficulty in over coming even low pressure restrictions [37], making it difficult to speed 

the flow up by other means such as reducing the flow diameter. They can however be 

used to produce a highly localised air flow which could be used to cool parts of 

combustors [33], increase the flame speed by creating a flow opposite to 1he flow rate 

[38]. Coronas can also be used to pull the radicals in the early part of a flame [39] [40]. 

The ionic wind velocity is in 1he order of 2m1s {lOOkV/m} [37] (consistent with 

measurements taken by Saito et al of 1-4rn1s [41J and calculations by Mitchell and 

Wright [2IJ which estimated an absolute maximum of 5.5 mls (with a practical velocity 

well below this). For further details on the speeds of ionic winds see Rickard et al [37], 

Lawton and Weinberg [7] and [25], Lawton et al [42J and Payne and Weinberg [33], 

where detailed calculations are performed into predicting the speeds of ionic winds and 

air entrainment. However, the ions themselves can achieve velocities of 1/3 of the speed 

of sound with a field strength of just 0.1 Vim (electrons) and O.lkV/m (average positive 

ion) [33J, [34]. 

The speed with which a particle will move towards the electrodes is dependant on both 

the mass of the particle and the charge it possesses. As the particle is pulled towards the 

electrode it will collide many times (in 1 O~s it has been estimated that an ion may 

undergo as many as 5000 elastic collisions [7], [16]). The energy of the particle will be 

entirely given up to the neutral gas in the many collisions that occur as 1he ion is pulled 

towards the field. This resistance will cause the ion to travel at a constant speed [7], [12] 

[9]. The speed can be given by 

v=KE (2.9) 
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where K is the mobility of the ion in the direction of the applied force (it is not usual to 

distinguish mobilities of opposite charges by sign) and E is the field strengthl Wilson 

[20] and Kinbara and Ikegemi [34], suggest an average ion mobility of lxlO-4m2V-ls-l for 

positive ions and 0.0103m2V-1s-1 for electrons. 

It has been suggested [43J that the ionic wind is created in the later part of the flame. This 

seems logical as the majority of the ionic species present are in the form ofH30~ which is 

mainly found later in the combustion process (see section 2.1). The movement of H30 ~ 

may therefore be the major factor in creating the ionic wind. 

The ionic wind is not immediately established. It takes between 5 [39] and 14ms [44] for 

the ionic wind to become established, verified by experimental results (verified with 

experimental results [39]). This is very important when it comes to looking at AC fields 

as the ionic wind mayor may not effect the results, depending on the frequency applied 

and whether the ionic wind has time to become established. This is also an important 

factor relating to the pulsed power supplies described later in this report (Section 2.2.2) 

and may be a way to differentiate between the effect of the ionic wind and chemical 

effects. 

2.2.2 AC electric fields 

It is also possible to move or excite the ions in a flame with IDl AC field. There have been 

several reports [13], [26], [39], [45-551 showing that AC fields CIDl significantly modifY 

flames. As mentioned previously, the ionic wind takes about 1O-14ms to become 

established. This melDls that IDl AC or pulsed field with an "on time" shorter than the 

time required to establish the ionic wind would result in the effects being independent of 

ionic wind (this would requires a frequency of 70-100Hz or greater being ~ed). The 

results of these tests could only be explained by modifications to the chemistry of 

IF 'f' fi ld v' Id h Potential difforence between electrodes 
'or urn orm c s; C'le strengt = ------.:::.::.' ---------

Distance between electrodes 

17 



combustion. This distinction is particularly important as the changes can be shown to be 

chemical or caused by the ionic wind. The cause of the effetcs has caused much 

controversy in the literature. The use of pulsed and AC power supplies may provide a 

way to isolate the aerodynamic from the chemical effects to establish the cause of the 

flame modifications by an electric field. 

The use of pulsed power supplies has not been extensively used in this area but has been 

used in other areas successfully to excite particles, for example to excite mercul)' for 

backlighting LCD screens [56]. Their results show that a considerable increase in the 

excitation of the mercul)' is possible for much less power when a pulse is used instead of 

a square wave at the resonant frequency of mercUI)'. If the resonant frequencies of the 

flame ions could be found then particular ions could be greatly excited while others 

remain unexcited. This could allow large chemical modifications for vel)' little power 

consumption. 

As you would expect, the charged particles will oscillate within an AC field~ the slower 

the frequency the larger the amplitude of oscillation (the particles take a finite time to be 

accelerated in the direction of the field so the longer the field is present in each direction 

the longer the particles are accelerated in that direction). The mass of the ion and its 

charge will also greatly effect the amplitude (see the discussion on mobility above). 

Anything less than 50Hz (see Figure 2.5) and all the charged particles in the flame will 

behave in a similar way to how they would in a DC field. So as the frequency is increased 

the effect will differ on particles of different mobilities. A good illustration of this can be 

found in Weinberg [47]. Among his findings are those shown in Figure 2.5, which shows 

how an AC field could be used to remove the ions/particles of a given size at a particular 

frequency. For example at 10MHz electrons would be pulled out of the flame and 

recombined at the electrodes, leaving all other ions and charged particles within the 

flame. However ,at 10kHz both large ions and electrons could be removed, leaving only 

the charged particles. 
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2.3 How an electric field can influence a flame 

2.3.1 Extinction 

The use of electric fields to extinguish flames offers some real advantages for the 

extinction of fires in aggressive environments or where conventional fire retardants are 

not possible. A good example of this is a nuclear submarine where water or gaseous 

extinction methods are unfavourable but large amounts of electricity are available. 

The orientation of the electrodes is very important for extinction to occur. Extinction only 

occurs when the negative electrode is above the flame for uniform fields [361, [581, [591 
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or there is a transverse DC field applied to the flame [60] (Figure 2.6). The effect of AC 

fields is less than DC and is only noticeable at low frequencies (50Hz was observed in 

[51)). Higher frequencies actually seem to enhance combustion and stabilise the flame. 

See Section 2.3.2 for further details on this. 

n r-
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Figure 2.6 Electrode orientation favouring extinction 

Work by Sher et al [36] and Calcote and Pease [58], supported by previous unpublished 

work by the author [60] and by HlDleiti and Balachandran [13] showed that the extinction 

of flames occurred in two phases. First the flame began to move towards the negative 

electrode, stretching the flame. The end of this first phase in [60] was characterised by 

the flame lifting ofTthe BlDlsen (in some cases causing extinction Figure 2.7). Secondly, 

at a critical field strength the flame suddenly contracted. Calcote and Pease [58] also 

reported the flame becoming unstable, before restabilising and dropping back to the 

Bunsen as the voltage is increased. The flame then becomes increasingly smaller until 

the final extinction occurs. As mentioned above, it was found that extinction could occur 

by either a lifted flame (Figure 2.8), although this was not instantaneous, or the flame 

being blowout at higher voltages Figure 2.9 [60]. The difference can be seen in Figure 

2.7. 
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Figure 2.7 Graph of Extinction Voltage against the distance between the plates [60] 

F igur"e 2.8 lifted flame (phase 1) 

Figm'e 2.9 Re ta bili ed flame prior to lift off (phase 2) 
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Calcote and Pease [58] attribute the initial instability to the aerodynamic effects of the 

ionic wind. The increased stability at higher field strengths (higher than without an 

electric field) is caused by the electrons being given sufficient energy to excite or even 

ionise neutral species. The excited species should be more reactive and therefore increase 

the burning velocity and account for the extra stability observed. However, it could also 

be caused by additional air entrainment [60]. 

Sher et al [36] studied the effect of electric fields on the extinction of pool flames . They 

compared their results with data achieved from a wind generator intended to simulate the 

ionic wind. They found a close correlation between the results, shown clearly in Figure 

2.l0 . This work is also supported by Hu et al [24] who have modelled the flame in 

"Chemkin" [61], [62] and "Phoenics" [63] and also conclude that the results are mainly 

aerodynamic effects due to the ionic wind. Further weight is added to this argument as 

ACfields have a decreased extinguishing effect compared with DC fields and has not 

been observed at higher frequencies where the ionic wind will not play an important role 

[51]. 

(a) (b) 

Figure 2.10 Comparison ofionic wind at 25kV (a) and wind generator at 2.5m1s (b) 

taken from (36) 
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In work conducted by Gulyaev et al [64], it was found that the extinguishing effect of 

adding of Argon (Ar) as a diluent to a flame was enhanced by the application of an 

electric field. However, when the diluent was N2 the effect was reversed and the electric 

field enhanced the stability of the flame (negative electrode below the flame in both 

cases). The importance of N2 in causing the effects of electric fields is further discussed 

in Section 2.3.2. 

2.3.2 Increased stability 

This is one of the most important applications of electric fields and is the major area in 

which this project is aiming towards. Increasing flame strengths2 would enable more 

power to be outputted from a combustor of the same volume or allow a smaller 

combustor to be used for the same power. It would also allow faster transit of the gases 

through the flame, meaning less time at high temperature and therefore less thermal NOx 

(more of this in Section 2.3.3). The orientations favourable for the enhancement of 

combustion are uniform DC fields with the electrode in the reverse orientation to those 

favourable for extinction (negative below) or the use of AC (and possibly pulsed) fields 

in several orientations. 

Several authors [26], [41], [54], [58], [59], [65], [66], [67] have reported a change to 

flame strength or stability under the application of DC electric field. The effect is 

demonstrated by Saito et al [41] and can be seen in the picture below (Figure 2.11) where 

the size of the flame can be seen to dramatically decrease, thereby increasing the 

intensity. 

2 VZ h Fuel mass consumption name strengt = ------..:..--
Flame surface area 
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Figure 2.11 Picture of flame shape of acetylene flame subject to negative burner 

voltage and earth ring above the flame (Mf=3.09mg/s, distance between electrode = 

50mm). Taken from Saito et al [41] 

It is also possible to increase a flames ' strength by using the aerodynamic properties of an 

electric field to entrain air (the velocity of entrainment can be as much as 10 times the 

burning velocity [42]), increase mixing [25] or suppress the flow velocity [60]. 

The lean blow off limit (velocity to cause extinction for a given equivalence ratio [the 

equivalence ratio is a non dimensional number for the fuel/air ratio]) can be extended by 

a DC electric field [38], [54], [58], [59], [66], [67]. The effects are attributed to the 

aerodynamic forces and can be as great as a 100% increase in flow speed before blow off 

occurs. However, if the flame lifts above the Bunsen and corona forms in the air below it, 

the flow rate can be increased to as much as 200% [38]. Also the equivalence ratio where 

blow off occurs can be extended for lean flames (the flames can be made to bum much 

leaner at a given velocity). It was also found that the mass flow rate where combustion 

could be sustained for a given equivalence ratio was increased by about 50%. 

Another method to increase a flames ' stability/strength is to use bluffbodies/obstacles in 

the flow path of flames [42] or a swirler [68], [69] to recirculate the hot combustion 

products. Both bluff bodies and swirlers increased the temperature (see Section 2.3.3 for 

more details on this) and consequently the reaction rate [42] (the decrease due to dilution 

of the combustion products being negligible in comparison). It may be possible to do the 
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same thing with electric fields. Problems associated with these techniques such as 

pressure loss associated with causing turbulence and heat transfer to the bluff body are 

avoided by using electric fields. The electric fields will also not wear out in the way in 

which solid bodies in the flow path will. 

Two reports have been written recently regarding the use of pulsed fields [39] and OC 

fields [40] to stabilise combustion. They have discovered that the flame speed can be 

modified by the application of an electric field. It has been suggested that the electric 

field pulls ions such as HCO + and H30+, which are present at the base of the flame, into 

the preheat region of the flame. The ions then recombine by dissociative recombination. 

This type of recombination can lead to the production of radicals such as OH- [28] which 

are normally deficient in this region. It has been shown that the pace of many combustion 

systems is set by the elementary reaction (2.10) between H atoms and O2 molecules [70]; 

(2.10) 

An increase in the OH concentration in the initial stages of combustion will reduce the 

importance of reaction (2.10) and increase the overall rate of combustion (this will be 

further discussed in section 2.4.2). 

Despite these results being very significant they are then interpreted by the use of the 

Lewis number. The Lewis number is a non dimensional number which relates the buming 

velocity to the diffusion of species. It assumes that the whole process can be 

characterised by the diffusion rate of one species. However, the theoretical calculation of 

the Lewis number creates a discontinuity at equivalence ratios of unity, which is not seen 

experimentally. To avoid this discontinuity many authors prefer to use the Markstein 

number as it is a direct me~urement of flame behaviour [71-3]. 

Determination of both the Lewis number and Markstein number require an accurate 

measurement of the burning velocity. This is very difficult to do practically (see Andrews 

and Bradley [74] for a description of how to measure burning velocities and their 

accuracy). Marcum and Ganguly [39] and Wiseman et al [401 use the cone angle within 

the flame to calculate the burning velocity. It is known that the flame is distorted by the 
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electric field. This distortion will also distort the cone of the flame making accurate 

measurement of the burning velocity very difficult. The ionic wind may also be the cause 

of the increased speed by creating turbulence within the flame or slowing the flow rate 

do\W, depending on the orientation of the electrodes. The use of a non dimensional 

number in this case does not appear to be useful. There are too many assumptions as well 

as the difficulty of an accurate determination of the burning velocity. 

Jaggers and Von Engel [26] have also documented changes to the burning velocity. They 

found that the burning velocity appeared to increase with the application of an AC 

electric field. They attributed the results to an increase in electron cross section and 

thereby an increase in the reaction rates of the flame. Further study [45], [46] was 

however, unable to replicate the results and there remains some confusion as to whether 

the burning rates are actually changed by electric fields. 

Jaggers and von Engel [26], Criner et al [54] and Lee et al [55] have used electric fields 

on lifted flames. All of the researchers showed that a lifted flame could be brought closer 

to a burner by the application of an electric field. This has been used as justification that 

an electric field can increase the speed of combustion. The effects could not be due to 

ionic wind effects as the flame shape was not altered [26] (as it would be if the effect was 

aerodynamic) and also the frequency used means that an ionic wind would not be 

established. The reason for the flame speed increase occurring were attributed to the 

electrons cross becoming vibrationally excited. These results are consistent with the work 

of others who have seen an increase in electron excitation [44], [47], [49], [57], 

characterised by greater luminosity of the flame. 

Recently some researchers have used plasmas and the electric fields they create to modity 

flames, most notably Starikovskii [50]. He shows how a pulsed plasma can greatly 

increase the burning velocity. The increase was attributed to chemical effects instead of 

aerodynamic. The burning velocities have also only been observed with combustion in air 

(containing N2). The same effect is not observed with O2 and Ar [50], [64], [75], [76]. 

This could be due to the high amounts of energy that N2 absorbs from free electrons, 
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shown numerically in [48J. This is an important topic and will be discussed in much 

greater detail in Section 2.4. 

2.3.3 Emissions and flame temperature 

As mentioned in Chapter 1 soot and NOx production are related to temperature. From 

Saito et al [77J, the critical temperature for the onset of soot production was found to be 

1080°C, while maximum soot production occurred at 1130T. As the temperature 

increased above this the soot was oxidised and emissions went down. This is supported 

by Wagner [78J and Mizutani et al [79]. At low temperatures soot was produced less 

quickly and emissions were therefore lower. 

As mentioned previously the recirculation of hot combustion products by a swider or a 

bluff body increases the flame temperature and therefore can decrease the soot it 

contains. However, (as Figure 1.2 shows) the increase in temperature also causes an 

increase in the production of NOx. Increasing legislation in this area means that the 

efficiencies gained by running at higher temperatures must be sacrificed for lower 

pollutant levels. 

Saito et al r77J used the same experimental set up as Lawton et a/ [42J, and measured the 

temperature and soot suppression. A decrease in the soot production was found but this 

was due to an increase in the temperature [42], [77] (see Figure 2.12). This increase in 

temperature can be explained by recirculation and air entrainment caused by the ionic 

wind. 
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Figure 2.12 Change in flame temperature with applied voltage, Saito et al (77) 

Visually this can be seen in the author' s previous work [60] where a ellow djITusion 

flame was turned blue, indicating air entrainment (Figure 2.13). Sandhu and Weinberg 

[10], Payne and Weinberg [33] and Lawton, Mayo and Weinberg [42] have looked 

specifically at entraining air and how it can be used . This will be further discussed in 

Section 2.3.5. 

(a) (b) 

Figure 2.13 (a) NOlmal flame, (b) Ionic wind cau ing air to be enn'ained 

There has been a great deal of work regarding soot particles and their formation . Payne 

and Weinberg f331 conducted several experiments that indicated that soot has a positive 

charge in the flame and can be attracted to the negati e electrode. This work was later 

confirmed by others then reviewed by Weinberg [47]. 
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Although it is established that soot particles have a positive charge it is not clear whether 

they attain this charge due to nucleation around a charge particle [80J or whether they 

nucleate around a neutral species [27J, [81] and then attain charge by other methods such 

as diffusion charging. Introduction of neutral particles into a flame showed that they 

became charged [82]. The most likely explanation is that both may be occurring 

simultaneously [47], [83], [84]. However, under the application of DC electric fields 

where the flame is effectively wiped clean of charged particles, soot is likely to nucleate 

around uncharged particles and gain its charge when it reaches approximately 5nm in size 

[47]. 

The importance for this study is not how the soot becomes charged but simply that it does 

become charged. Practically, this means that soot can be influenced by an electric field 

either by removing ions for soot to nucleate around (47), [85], by holding the charged 

particles in the flame for longer allowing them to oxidise or by increasing the temperature 

and therefore the oxidation rate. 

The application of unifonn electric fields has been shown to reduce the soot formation in 

flames by up to 90% [35], [41] [77], [86], [87], [89]. The mechanism of soot suppression 

depends on the position of the electrodes. 

If the experiment is set up with the negative electrode below the burner, as shown in 

Figure 2.14, then the positive soot particles will be held in the flame for longer and be 

oxidised. It has also been found by Yuan et al [35] that the flame became smaller, 

decreasing the rate of combustion per unit. This smaller area increased the radiation per 

unit flow rate, making radiation significant, as it cools the flame. This decrease in the 

flame temperature prevented soot and NOx being fonned. 
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Figure 2.14 Negative electrode below the burner [41J 

If the experiment is set up as in Figure 2.15, then there will be a dual eITect caused by the 

electric field . Firstly the carbon particles will be removed from the reaction zone quickly 

and prevented from becoming as large [35], [47], [85], [89] and then they will be 

accelerated towards the ground electrode, inducing an ionic wind, entraining air and 

increasing the temperature. This pushes combustion into the region where the soot is 

oxidised more quickly than it is produced (see Figure 1.2). Also, it therefore has the 

negati ve effect of increasing NOx production. 

Figure 2.15 Positive electrode below the burner [41] 

Two reliable studies have been conducted by Saito et al [41], [77]. They discovered that 

soot is reduced by 90% with a positive electrode below the flame, while a 70% reduction 
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in soot formation can be achieved with a negative electrode below the flame due to the 

reasons explained above. Their work is expressed concisely by the graph below (Figure 

2.16), showing the reduction in soot emission with increased intensity of the electric field 

applied. Their work also shows that the mechanism of increasing the temperature of the 

flame is more eITective than holding soot particles in the flame for longer to allow them 

to oxidise. 
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Figure 2.16 Relationship between electric field intensity and soot emission, Saito et 

aI [41] 

Bowser and Weinberg [86] studied the effect of electric fields during pyrolysis (a type of 

incineration where organic materials chemically decompose, typically occurring at 

temperatures in excess of 430°C) in the absence of oxygen. Soot emission could be 

controlled by the use of electric fields, as with combustion with ox')'gen. They also 

discovered that the production of ions, particularly CH3
+ (which has only been known to 

form using ox')'gen products) was also present and that ionisation occurred e en at elY 

low temperatures, allowing electrical fields to be of great use in controlling the soot 

production. 

There has been e 'tensi e research from aerosol researchers into using electric fields to 

control the size of particles formed in a flame. Pratsinis [871 shows a good example of 
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this. The effects of electric fields on fine tuning of the particle size are discussed. There 

has also been research into introducing charged particles into the exhaust of a flame, 

which combine with soot particles and provide a means to then remove them to charged 

electrodes. However, of more interest to the engineer is to eliminate soot entirely, rather 

than change its size. 

AC fields have little effect on the output of soot from the flame. However, they do effect 

its production, tending to produce a greater number of smaller particles [44], [47], [49] 

[57]. The majority of these particles are oxidised before leaving the flame, increasing the 

luminosity of the flame. Despite this the AC field does tend to encourage the particles to 

collide and form larger soot particles. The larger soot particles are relatively Wleffected 

by the AC field (as their mobility is low due to their large mass) and tend to combine to 

form larger particles which are less likely to bum up in the reaction zone [44], [47], [49], 

[57]. This means that the emission appears to be the same although the soot has formed 

from many smaller charged particles and conglomerated, rather than accumulating 

around a single particle. 

The increase in the stability and blow off limits of the flame discussed previously in 

Section 2.3.2 also enables the flame to bum much leaner. This can reduce the NOx 

produced by the flame [66]. However, turbulent flames tend to produce more NOx [66]. 

The ionic wind can be used to increase turbulence so a balance is required between 

allowing the flame to bum leaner without causing too much turbulence which will 

increase the NOx• 

The use of AC fields at higher frequencies does not effect the pollutants created. 

However, the luminosity is increased by up to 230% [44], [57] and the effect is still 

appreciable as low as 108Hz [44], [47]. This may indicate that more soot is being 

produced but is burnt up before it leaves the flame. At lower frequencies (below 50 Hz) 

there is a reduction in the amount Of5oot formed [44], [47], [57]. 
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2.3.4 Flame conduction of electricity 

When a flame is subjected to an external electric field it will conduct electricity. This is 

due to the fact that ions in the flame are attracted towards the electrodes where they are 

neutralised (the positive ions accepting an electron and the negative ions giving up an 

electron), giving the appearance of a current flow. There were some early studies that 

attempted to use an electric field to create a current and generate electricity (see review in 

Lawton and Weinberg [7]) but this idea was soon rejected as it was found to be 

unpractical and not as efficient as the method of steam turbines that we use today. 

The current increases with the applied voltage up to a limiting value, known as the 

saturation current [7], [25], [3941). When the saturation current is reached it is assumed 

that at this point all the ions in the flame are being removed before they are able to react 

with other species or recombine. This enabled early researchers to estimate the 

concentration of ions in a flame (see reviews in Lawton and Weinberg [7] and Fialkov 

(12]) and identity the primary ions (see section 2.1. 1). Further increase to the voltage will 

accelerate the ions so much that when they knock into some neutral species they will 

release enough energy to ionise that species (known as secondaI)' ionisation, see section 

1.2.3 for further details). Saito et al [41] demonstrates the saturation current graphically 

(Figure 2.17). 
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Fizure 2.17 The effect of applied voltage on current conducted across the flame, 

Saito et al (41) 
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Using electrodes with the opposite polarity, the current continued to increase (the effect 

was attributed to the decrease in the size of the flame thereby increasing the insulation 

between the electrodes. The saturation current has been used as a method to ensure that 

the flame and the field are coupled with each other for a particular electrode orientation 

and geometl)'. This is discussed in section 2.6. 

The conduction of electricity is related to the number of ions in the gas and also their 

mobility by the following equation; 

(2.11) 

where, 

a = conductivity 

e = electron ch arg e . 

P •. j = mobility.loclroll.pomtin ;0" 

n •. i = concentration,I._.po.1itiv. ioIf 

The concentrations of both electrons and positive ions are vel)' similar (ie n. = nj ). 

However, the mobility of an electron (P. = Icm2V·1s·l
) and the mobility of an average 

positive ion (pj = 103 cm2V 1s·l
) are vel)' different [33], [34]. In the context of equation 

(2.11) the positive side becomes negligible [12] and can therefore be reduced to; 

(2.12) 

When a corona is formed (localised breakdown of the gas below the breakdown voltage 

of the entire gas) the current, I, can be related to the speed of the ionic wind, v, as shown 

in (2.13), see [36] for further details. 

vocJ/ (2.13) 

2.3.5 Heat transfer 

An electric field is known to induce an ionic wind on a flame. This can be directed 

towards a surface where heating is required [10] which can greatly improve the heat 
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transfer rate. Payne and Weinberg [33] show this in detail for Hydrogen, coal and 

ethylene flames. They surrounded the flame with a water jacket that was given a negative 

potential (see Figure 2.18) . 

.--~==~=nF;:::::::o-1F7 Negative 

I Water out I Water Jacket 

Water in 

Positive 

Figure 2.18 Experimental set up of Payne and Weinberg [331 

The power required to create this was very small compared to the increased heat transfer: 

O.12cal/s was required electrically and caused an increase of 2 orders of magnitude in 

heat transfer (this will be further discussed in section 2.3.6). It was concluded that the 

major reason for the increase in heat transfer was because the positive ions were pulled 

radially by the field, resulting in a flow of other hot gases in that direction, heating the 

water jacket. Interestingly the removal of these hot gases caused a vortex, pulling in fresh 

combustion products. The use of this air entrainment were extensively investigated in 

Payne and Weinberg [33]. 

Further to this study Sandu and Weinberg rIO] conducted a comprehensive study into 

heating effects that can be influenced by electric fields. They found that an electric field 

could be used to increase the heating of bodies normally outside the flame boundary. 

They also found a reduction of the heating of bodies inside the flame could be achieved. 

However, the relationship is not a simple one. The situation in which the flame is situated 

is very important. There are two competing effects occurring; 

1. Hot gases are moved towards the body you wish to heat, which as expected 

increases the heat transfer. 
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2. The electric field increases the gas velocity, which wi th incompressible gasses is 

not possible unless ambient gasses are entrained. In the case of small unconfined 

flames these gases are cold and actually reduce the flame temperature as they are 

entrained reducing heat transfer. 

The apparatus is therefore very important For larger rich flames the additional air 

entrainment can increase the temperature by bringing the air/fuel ratio closer to 

stoichiometric. This could be very useful practically but the design cannot be generic and 

needs to be designed individually for each application. 

2.3.6 Power consumption 

As mentioned previously (in Section 2.3.5) the power required to cause the modifications 

to flames is small compared to the energy released from combustion. There have been 

several reports that state the percentage of the power used by the electric field to the 

power of combustion. The actual values vary between reports but a few typical examples 

are that an electric field uses 0.0001 % [55],0.01 % [59], [66],0.025% [90). 0.1 % [54] of 

the energy produced in the combustion process to control it. It may be possible to reduce 

this further with the use of pulsed fields where it has been shown that they can cause 

greater excitation than AC fields with much less power consumption under the right 

conditions [56]. 

2.4 Ionic wind vs chemical change debate 

There has been a great deal written in the literature about ooether the effects caused by 

an electric field are chemical or aerodynamic in origin. Virtually all the papers written on 

this topic have an opinion on the matter. The reason for the variation could be due to both 

aerodynamic and chemical effects occurring. The dominant effect will be dependant on 

the apparatus used. It is likely that the effects of a low frequency field (under 50Hz) or 

DC fields are caused by aerodynamic effects. However, this is not possible for higher 

frequencies as the time that the electrode is charged is not long enough to create an ionic 
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wind (above 50Hz). The effect must therefore originate from a chemical modification. 

The reasons and evidence to show this is explained in sections 2.4.1,2.4.2 and 2.4.3. 

2.4.1 DC fields and AC fields up to 50Hz 

The effect of a field on a flame for a DC voltage or a frequency up to 50Hz can be 

described by aerodynamic alterations to the flame flow paths. There are many authors 

who also support this theory [21], [24], [36], [38], [45], [58], [59], [65], [66], [80], [91-4]. 

With a positi ve electrode below the flame the ionic wind would cause a recirculation of 

the combustion products and suppress the gas flow, allowing greater flowrates of fuel to 

be burnt. Two works of particular interest are Calcote and Bennan [59] and Bowser and 

Weinberg [451 who measured an increase in the pressure inside a burner when a field was 

applied. Indicating that an aerodynamic force (the ionic wind) was suppressing the 

upwards gas flow. 

With transverse fields or a negative electrode below the flame it has also been shown that 

the ionic wind can cause air entrainment which would enhance combustion of a rich 

flame [25], [33]. In both of these electrode configurations the flame becomes less stable 

at lower field strengths, while stabilising at higher field strengths [38], [581, [60]. 

There have, however, been suggestions that DC fields can cause chemical changes. This 

could be due to several things 

1. The excitation ofN2 (see equations(2.14), (2.15) and (2.16) below). 

2. Electrons being pulled into the pre combustion zone and decomposing the fuel 

[27] (as with plasmas, see Section 2.4.2, below) 

3. HCO' and H30+ being pulled back towards the negative electrode (below the 

burner) where they dissociatively recombine creating radicals in the preheat zone 

which are normally deficient (such as OH"), therefore increasing the overall 

combustion rate [39], [40). 
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2.4.2 AC and Pulsed Fields 

There is a great deal of contradicting reports with AC and pulsed fields. However, the 

ionic wind cannot cause the effects at these frequencies. As previously mentioned 

(section 2.2.1) it takes longer to establish the ionic wind than the electrodes are activated 

for frequencies over 50Hz. Therefore the modifications to flames due to pulsed and AC 

power supplies must be due to some form of chemical change occurring in the flame 

rather than aerodynamic effects caused by the ionic wind. 

Modelling work by Bradley and Ibrahim [48], [49], and experiments by Gulyaev et a/ 

[64], shows how N2 becomes excited at higher field strengths by free electrons. They 

showed that 90% of the energy transferred from electrons is gained by N2 at fields 

strengths above 20 Vcm-1Torr-1
. Independently, Tewari and Wilson [76] experimentally 

found that increases in burning velocity in an electric field occurred only when N2 was 

present. The same effect did not occur when the air was replaced with a mixture of Ar 

and fuel. These results led to Shebeko [95] to suggest that N2 was being excited by the 

field in the form; 

N2(v =O)+e- ~N2 (v'~ O)+e-

The excited N2 then transfer their oscillatory energy to O2 

N2(V)+02 (v'= 0) ~N2 (v -1)+02 (V'= 1) 

The excitation of O2 increases the reaction rate of 

H +02 ~OH- +0+ 

(2.14) 

(2.15) 

(2.16) 

The pace of many combustion reactions is set by this elementary reaction [70] page 3. 

There have been several other papers that have also observed the effect with N2 and not 

with other gasses, see references [64] and [75]. It also has been numerically shown [50) 

that alteration of this reaction is in the correct order of magnitude to explain the flame 

speed increases shown experimentally. Further support to this theory is given by Gulyaev 

et al (96) where the concentration ofnegative ions in the flame front is shown to decrease 

in the presence ofN2 but not when it is replaced with Ar. 
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It has also been suggested that electron attachment to OH and H:i) speeds up combustion 

[971, using data from [671. There is not any other work to support this theory and it 

remains unproved. 

Several authors [44], [47], [57] found an increase in electron movement (characterised by 

greater luminosity in the flame) in electric fields and Bradley and Ibrahim [49] showed 

that both AC and DC fields were able to alter the energy levels of electrons3
. Jaggers and 

Von Engel [261 also explained their results by increased electron excitation. These results 

seem to support the theory ofShebeko [95]. 

Several authors still attribute the effects to ionic wind effects theory [24], [36], [38], (45], 

[581, [591. [651. [66], [76], [801, [91-4]. However, the major problem with this is that it 

takes a finite time to set up. This has been found to be in the order of about 5ms [391 

(l4ms Kono [44]). For some of the high frequency electric fields applied there have been 

significant changes to combustion with pulses durations much shorter than the time 

required to establish an ionic wind (for example 1-10MHz [26]). It would therefore seem 

logical to expect some chemical change to be occurring. 

There has also been measurement of the species involved in combustion and how quickly 

they appear. For example Starikovskii [50] measured the C2, CH+ and OK". It wac; found 

that C2 and CH+ appeared earlier in combustion when a field wac; applied, showing 

increac;ed combustion rates. Also, Off started to appear in the plasma discharge region, 

showing fuel breakdown by the plac;malpulsed field [90]. 

The evidence therefore suggests that chemical changes of combustion are the primary 

source of the flame modifications observed in AC and pulsed fields. 

3 The electron however had to be in the presence of several neutral species or the electron was pulled out of 

the field by the first pulse of the AC field. They also discovered that electron energy increased when the 

ratio of number of collisions to electrical field frequency increased (until this value reached 10). 
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2.4.3 Plasmas and Coronas 

Plasma is the total breakdown of gas between two electrodes. A corona is the localised 

breakdown of the gas surrounding a single sharp electrode. There have been several 

studies [38], [39], [50], [55], [90] showing plasmas and coronas increasing burning 

velocities and enabling leaner burning flames. This could be due to a combination of 

factors, as plasmas have been shown to cause several effects. 

1. Coronas have been shown to cause localised heating of the flames' gases [38]. 

This will increase the reaction rates close to the corona 

2. Coronas produce additional charged species [6]. These are at high energy levels 

and can either excite surrounding species or lead to secondary ionisation. The 

products of this secondary ionisation may lead to further effects as they are 

moved or excited by the electric field produced by the plasma 

3. Plasmas and coronas can be used to decompose fuels prior to combustion which 

has been shown to dramatically increase the reaction rate [50], [90]. 

4. The electric field produced by the plasma may be able to alter the reaction rates 

[50], [55], [90], as with AC and pulsed fields described above. 

5. Slow pulses (of several milliseconds) can cause aerodynamic modifications to the 

flame [39], causing it to become wrinkled. 

There is a need for further work. in this area to establish which of the above effects 

dominate. It is likely that there is a combination of the above effects occurring but 

currently it in not possible to deduce which effects are the most significant. 
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2.5 Modelling 

There has been extensive work to model the chemistry of a flame [61], [62]. However, in 

the standard mechanism there are no ionic species included (for example GRI Mech 3 

l63 D. There have been several authors who have attempted to include ionic reactions, see 

Pedersen [14] and Pedersen and Brown [I5] for a good example of the mechanism used. 

Others have tried to use this and other similar mechanisms to predict the effects of the 

field on a flame, particularly the ionic wind [24], [50], [98-100]. The most recent results 

from Hu et al [24] show a remarkably good correlation to experimental data. This is 

however, only for DC fields. There is currently no good model for AC or pulsed fields. 

Modelling of the electric field is possible with programs such as Maxwell [10 1] and 

Finite Element Modelling Magnetics (FEMM) (102]. There has also been research into 

the movement and mixing of magnetic particles with biological cells as a method of 

preferential selection of specific cells [103]. Currently no-one has used such modelling 

programs to model the field produced by different electrode geometries and orientations. 

See Section 2.6 and Chapter 3 for more details on this. Measurement of the Electric field 

directly is also very difficult as the sensor (usually made from metal) distorts the field 

[104]. Optical sensors provide a more accurate method to measure the field. However, 

these optical sensors are temperature dependant. The presence of a flame may prevent the 

sensor providing reliable results but it has not been tested at such high temperatures 

rI04]. 

2.6 Type/orientation of electrodes 

In current literature the setup is not consistent. This makes comparison of the results very 

difficult. There are several types of electrodes used in several different orientations (see 

Table 2.1). Many of the effects are attributed to the aerodynamic effects caused by the 

ionic wind (21], (24], [36], (38], [45], [58], [59], [65], [66], [80], [91-4]. The orientation 

of the electrodes is therefore very significant as the direction of the wind is dependant on 
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the orientation of the electrodes. Also, if the field is not uniform then the ionic wind will 

not be produced uniformly across the field. This effect could be used to magnifY the 

effect in certain areas once the effects are properly understood. However, the diversity of 

apparatus tends to make understanding this topic more difficult as the results cannot be 

compared. 

Work to predict what the electric field looks like and how the electrode geometry changes 

the type of field produced is contained in Lawton and Weinberg [7, P480] and [25] 

Fialkov [12, P508], Kono et a/ [57], Sher et al [91] and Gulyaev et al [96]. However, this 

work is relatively old, and modem modelling programs such as Maxwell [101] and 

FEMM [102] can offer a greater insight into how the field looks. There have even been 

suggestions that the shape and positioning of the lower electrode in a field parallel to a 

vertical burner does not greatly effect the field [59], [66]. However this is in conflict to 

the research conducted in other disciplines [101], [102], [105], [106]. The most 

frequently discussed criterion for electrode selection is the "coupling" between the flame 

and the field [12], [39-41]. This is when the saturation current is reached (mentioned 

previously in Section 2.3.4). Researchers have assumed that better coupling between the 

flame and field exists when the voltage required to reach the saturation current is 

reduced. However, there are many effects which could make this unreliable, such as the 

use of AC fields where the frequency may cause oscillations of smaller amplitude than 

the electrode separation, or recombination within the flame caused by excitation of the 

charged species by the field. 

Exact predictions of the field are very complex, as Lawton and Weinberg [7] state, 

because the flame also effects the field which is in tum modifYing the flame. To model 

this requires a combination of computation fluid dynamics (CFD), chemical schematic 

modelling that includes accumte ion reactions and a field modelling program Currently a 

full schematic for ionic reactions is not currently available, however, there has been 

extensive work conducted to try and create a full model by Pedersen [14J, Pedersen and 

Brown [15], Hu et al [24J, [IOO] Yuan et al [35J, Saito et at [77] Jones et al [98J and 

Smook et at [99] (also see Section 2.5). Models combining both CFD and chemical 
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structure are possible but complex and not currently sophisticated enough to cope with 

the inclusion of ionic species. There has also been no attempt to try and couple a CFD 

program with an electric field modelling program. This makes modelling with current 

technology impossible. However, modelling of the electric field without the flame is 

possible. In fact this is a relatively well understood area There have been several 

textbooks written in the area, for example "An Introduction to Applied 

Electromagnetism" by Christopoulos [105]. There are several programs written to model 

electric fields for use with modelling Antennae (high frequencies) motors or circuitry, for 

example, Maxwell [1011 and FEMM [102]. See the results of this in Chapter 3. 

In some of the papers, particularly the older ones the type and orientation of the 

electrodes is not even stated so the conclusions drawn could be very unreliable. Below is 

a table to show the reader the scale of the problem and demonstrate the wide variety of 

experimental apparatus used (see Table 2.1); 
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Table 2.1 The experimental set up used in the literature and the researchers that 

have used them 
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Christopoulos [105] predicts that the most uniform field would be produced by types of 

electrode similar to 1, 6, 11 and 17 in Table 2.1. Currently, when understanding the 

effects of an electric field it would seem most logical to attempt to use as uniform a field 

as possible to eliminate the field strength as a variable throughout the flame. 

The electrode geometry is not the only consideration. The aerodynamic alterations need 

to be kept to a minimum to try and identify the effects of an electric field alone. For 

example, set up 1 in Table 2.1 would be expected to produce an even electric field , but 

the aerodynamic effect on the flame both up and downstream will be significant. The 

mesh below the flame may also entrain additional air which will prevent the air fuel ratio 

from being accurately calculated. 

Aerodynamically the best set up is one in micro gravity where the flame can be one 

dimensional and the field can be made parallel with it (number 9). This enables the 

aerodynamic effects to be more easily observed. This has been done by Carleton and 

Weinberg [Ill]. However, these tests are very expensive to perform. The aerodynamic 

effects are further discussed in Chapter 3. 

There are several methods used in the literature to produce an electric field. There are 3 

ways to produce a field in the same direction (see Figure 2.19); 

1) Positive above, ground below 2) Ground above, negative below 3) 50% positive above, 50% 

negative below 

+V tiN ", +500IoV h59 

"~ v~ -_v~ 
Figure 2.19 the 3 methods to produce the same field 

Modelling of a field suggests that both methods produce the same field [101], [102]. This 

is consistent with the experimental data [41]. Further work needs to be conducted to 

create as uniform a field as possible, whilst minimising aerodynamic effects that the 

electrodes may cause. 
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2.7 Scope of the work 

Currently the literature is made up of many different types of electrodes used in different 

orientations. The only work to directly discuss electrodes can be found in Lawton and 

Weinberg [7], [25]. There has been no modelling work done to by and assess what the 

field looks like and how different geometries could be used to manipulate the field or 

how a uniform field could be generated. There needs to be further work in this area to 

ensure that any future work is consistent. 

There is still debate as to whether AC and pulsed fields can modify the combustion speed 

although there is gathering evidence that they can 126], [50], [54], [55], [90]. This is a 

highly important area to investigate further as it could be of great practical use. It is also 

unclear how they effect combustion (chemical changes or aerodynamic). 

Pulsed fields have not been widely used in this area, although they have been used 

elsewhere [56]. If combustion can be controlled by AC fields the use of pulses may allow 

greater flexibility to excite ions and give an even greater range of modifications possible 

to flames. The effect of a pulsed field on a flame needs to be further investigated as well 

as discovering the pulse width and frequency which causes the greatest effect. 

This study therefore intends to do the following: 

1. Model the electric field for different geometries and asses the best set up to 

produce an even field strength to aid understanding of how the field modifies the 

flame. 

2. Establish the effect ofa DC field on various equivalence ratios 

3. Use high speed cameras and particle imaging velocimetry (plY) to determine if 

the ionic wind is causing the observed effects for DC, AC and Pulsed fields. 

4. Measure the effect of varying the pulse width on the magnitude of the flame speed 

increase. 

5. Measure the effect of the field frequency on the increase of flame speed using AC 

fields 
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Chapter 3 Electrostatic Field Modelling 

3.1 Introduction 

There have been many authors that have shown that an electric field has a strong 

influence on a flame (see Chapter 2 for a review of this work). The effect has also been 

shown to be dependant on the voltage, and therefore the field applied. Changing the 

voltage changes the field strength of a flame but so can the geometry. As previously 

mentioned in Section 2.6, there has been very little work done to predict the field 

generated by different electrode geometries. However, because the effect of a field on a 

flame is related to the field strength, and therefore the geometry, this is an important 

topic. The aim of this chapter is to try and predict the field produced by different 

experimental set ups. This work will also allow magnification of the effects observed by 

intensifying the field strength in specific areas using the electrode geometry. This will 

allow intensification of the affect on a flame. However, the aim of the present work is to 

understand the effects ofa field on a flame not to intensifY this affect The results of the 

modelling will be used to decide which set up produces the most uniform field so that 

those electrode geometries can be used for the experiments in the rest of this thesis. The 

effects observed on the flame can then be more accurately associated with a given field 

strength. 

Full modelling of the electric field with the flame in position is not possible with current 

technology. However, modelling of the electric field without the flame is possible. This 

can provide an insight into how the field might look with the flame present and enable the 

effects of the field to be better understood. Ideally the field should be uniform so that the 

effects caused will be independent of the field. This is particularly important in the areas 

of combustion (in this case, 40mm above the Bunsen mouth). Changes to the field outside 

of the combustion region are not important as they will not have such a significant effect 

on the flame (the ions are produced in the combustion region and recombine shortly 

afterwards, giving the field nothing to move after this). Earlier research [60] showed that 

an transverse electric field could extinguish a flame when a ceramic Bunsen was used but 

48 



not when a metal Bunsen was used. It became apparent that the field was effected by the 

materials used in the combustion area Research from other areas showed that the 

geometry also changes the field [105]. Therefore this study will use "Maxwell" produced 

by Ansoft [101] (and compare the results with FEMM [102]) to examine the field 

distribution for different geometries and materials, and how the flame may alter this. The 

differences between the set ups used by previous researchers can be seen in Section 2.5 

and in Table 3.3. The results of the modelling can be seen in the remaining sections of 

this chapter. The final set up has been chosen as a result of this modelling. 

3.2 Settings used for modelling 

3.2.1 Theory 

The modelling program computes the static electric field ansmg from potential 

differences and charge distributions. To do this it relies on solving the first of Maxwell's 

equations; Gauss' law. Gauss' law can be stated in several ways but it is the differential 

form that the modelling program uses. Gauss' law states that the electric flux through a 

closed surface is proportional to the charged contained within that surface (3.1). This can 

be derived into the standard differential form for Gauss Law; 

VeD=p (3.l) 

where; 

• p(x,y) is the charge density 

• V is the del operator. This expresses the divergence. So the divergence of the 

- ov ov OV 
vector v(x,y,z)=v,ri+vyj+v,k is; div'!!.=-" +-y +-' =Vev 

Ox oy oz 
• D(x,y) is the electric flux density and can also be written; 

This gives; 

where 
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• Er is the relative pennittivity. This is set in the modelling process 

• Eo is the permittivity of free space, 8.854 x 10-12 Fm-1 (Farads per metre) 

In a static field the electric field strength is the divergence of the potential so that 

E=-V¢ (3.4) 

This gives~ 

(3.5) 

where; 

• ¢(x,Y) is the electric potential 

The program solves (3.5) for the potential (¢(x,y)). It then automatically computes the 

electric field and flux density using the equations (3.2) and (3.4). 

3.2.2 Model, meshing and materials 

The program relies on a fmite element method. The area is split into a triangular mesh 

with a node at each vertex. The static electric field is calculated at each node. The results 

are then fed back into equation (3.5) and the new field calculated (iterative procedure). 

The difference between the input and the output is calculated. This shows the error at 

each vertex. In areas of high error the mesh is refined, according to user specifications 

until a preset percentage error value is reached. In the case of these models the mesh is 

refmed by 15% and the percentage error was set to be below 1 %. Convergence times 

varied greatly for different models. Those where coronas were formed (had sharp edges) 

such as number 8, 10 and 14 (from Table 2.1) could take up to 2 days (48 hours) to 

converge. However, more uniform fields such as number 1 took as little as 5 minutes to 

converge. A typical convergence can be seen in Figure 3.1 below~ 
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~~--------------------------------------, 

b 8 10 

Number' of iterations 

Figure 3,1 Percentage en-or against number of iterations 

The [ollowing settings v ere used to try to make the results comparable to each other. All 

the electrodes are a distance of 60mm apart, and ha e a potential of + 1 OkV facing OV 

(ground). nl s stated the upp r electrode is th one at high oltage (also knO\ as EHT 

[or Extremel High Ten ion). This is not the oltage used by man of the researchers. 

The main reason for conducting this modelling was to compare the types of field 

produced b different geometries to identifY the best type for this stud . To include the 

different oltages and distances would make the results ery difficult to compare so as 

far as possibl the o ltages and distances betv een electrodes ha e been kept the same. 

Material Relati e pemlitti ity Conducti ity Situations used 

(Eps) (siemens/metre) 

Air 1.0006 0 Background 

Bras 1 1.5*10 ' EI ctrodes 

Ceramic insulator 1 10-1) Bum rs when it 

is not used as an 

electrode 

Salt at r 81 4 Labelled flames 

0 ionised ater 81 0.0002 Labelled flames 

Tabl 3.1 Mat rial u ed 
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Virtually all the models have been created using a rotational symmetry and the results 

mirrored (using a graphical processor, not the modelling program) to show a cross section 

through the centre of the field. This was considered to give the best visual representation 

of the model. There have been a few instances where rotational symmetry was not 

suitable to use (set up numbers 9 and 11 in Table 2.1 and Table 3.3). 

Some of the researchers have used a metal mesh as one of the electrodes rather than a 

solid plate. It is not possible to model this in 20 and to produce a 3D model over 

complicates the problem. Meshes have therefore been modelled as a solid brass plate. 

3.2.3 Boundary Conditions 

The voltages were applied to the electrodes using a sheet source applied to the outside of 

the conductor (either OV or IO,OOOV). It was chosen to apply the boundary in this manor 

so that the voltages did not interfere with the rotational symmetry boundary condition (or 

the outer boundaI)') when they overlapped. It is also a good representation of the theory 

that the modelling program is based on. This requires that the model is in equilibrium. 

Gauss' law states that the charge in a combustor rests on the surface when in equilibrium 

so that is can be as far apart as possible. It also states that because charge is free to move 

in a conductor then if the conductor is in equilibrium then there cannot be a field in the 

conductor and the flux enterin~eaving a conductor must be at 90° or the charge would 

experience an unbalanced force and move (meaning it is not in equilibrium). 

The findings are presented below. The same scale has been used in all the models. Dark 

red indicates strong field, dark blue indicates no field. 

The outside boundary of the model was set a significant distance away from the areas of 

interest to try an eliminate interference with the solution. This boundaI)' was then set as a 

balloon boundary. This means that the voltage is assumed to be at ground level at an 

infinite distance away. This is a good representation of the experimental case used in this 

study, where the apparatus was enclosed in an earthed cage. 
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The outside bOlmdary condition provides the most inconsistent part of the model. It is 

unclear from many of the sources in the literature how the experiment is set up. If the set 

up is similar to this study's investigations (see Section 4.2 for further details) then the 

best representation is to use this balloon boundary condition. However, if the experiment 

is just left floating (not enclosed in a grounded cage) then the balloon boundary is not the 

most appropriate condition to use. In this case a Neumann boundary condition is the most 

appropriate. This is where the normal component of the flux (D = -eV ~) and the 

tangential component of the field strength (E = -V tP ) crossing the boundary is constant. 

This can be expressed as; 

or 

where, 

E, is the tangential component of the field strength 

Dn is the normal component of the flux density 

p is the surface charge density 

(3.6) 

(3.7) 

Theoretically there should be no additional sources other than those modelled by the two 

electrodes. However, in reality there will be additional sources such as a Faraday cage or 

other grounded equipment in the lab. It was therefure decided to model the results using a 

balloon boundary where earth is set an infinite distance away from the model. The results 

between the two boundaries are quite different (see Figure 3.2 and Figure 3.3), 
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Figure 3.2 Neumann boundary 

Figure 3.3 Balloon boundary 

E(V/Il] : 2 

S. OOOOe+OOS 
4.5000e+OO5 
4. 0000e+O05 
3.S000e+OOS 
3. 0000e+005 
2. S000e+OOS 
Z. OOOOe+OOS 
1.S000 OS 
1 . 0000 +00$ 
S.OOOO +00 
O. OOOOe+OOO 

E( I ):2 

S.OOOOe+OOS 
.SOOOe+OOS 
.0000 +OOS 

3.SOOOe 05 
3.0000e+O05 
2.SOOOe+O05 
2. 0000e+005 
1.5000e+005 
1.OOOOe+OOS 
5.0000e+004 
O.OOOOe+OOO 

Figure 3.2 shows an even distribution between the two plates. This is due to there onl 

being a potential difference between these two plates and no other conductors. Figure .3 

shows the field is skewed towards the charged plate. This is results from th re being a 

potential between the charged plate and the grounded plate, as \ ell as the charged plate 
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and the boundary. As the boundary is slightly closer to the top plate then the potential is 

drawn abo e this plate. 

There were some practical problems with using the balloon boundaries where an 

electrode met the balloon boundary. The program did not model a continuation of the 

electrode. This caused some unusual results outside the interrogation area (see Figure 3.4 

belo , circled area). This was set a long way away from the area of interest and it is 

assumed that these small inconsistencies did not effect the area of interest The 

inconsistenc as also outside the boundary. There was no wa to eliminate these 

problems without making a much larger mesh that would ha e taken a significant! 

longer time to sol e. Also making the boundary larger did not significant! alter the 

solution. 

Rotational 
s mm try 
boundary 

Distorted results 

Figur 3.4 Vi:w howing incon i tene' on outside boundary 

5 

Balloon boundary 

E[V/ ]: 2 

S. OOOOe+005 
4. 5000 +OOS 
4. 0000 +OOS 
3.5000 +005 
3. 0000e+OOS 
~ .SOOOe+OOS 

Z.OOOOe+OOS 
1.SOOOe+OOS 
1. OOOOe+OOS 
S. OOOOe+OO 
O. OOOOe+OOO 



3.2.4 Field orientation 

There are 3 ways to produce the same field if the conductor is isolated from all other 

potentials (this is the same as using a Neumann boundary). The set up and the type of 

field produced are listed in Table 3.2 below; 

Condition Top Plate (kV) Bottom Balloon Neumann 

Plate (kV) Boundary Boundary 

1. +lOkV OkV Figure 3.3 Figure 3.2 

2. +5kV -5kV Figure 3.2 Figure 3.2 

3. OkV -IOkV Upside down Figure 3.2 

Figure 3.3 

Table 3.2 Field type and distribution of the field 

Condition 1 is skewed towards the upper electrode as it is closer to the Faraday cage 

\Wich will act as another electrode (even though this is an infinite distance away). For the 

same reason condition 3 is skewed to the lower electrode. This highlights the difficulties 

in producing a consistent set up for practical experiments and shows how slight changes 

to the set up can significantly alter the field. 

3.2.5 Faraday cage position 

The differences in the results mentioned above leads to the problem of assessing how far 

away the Faraday cage needs to be to prevent it effecting the field produced by the 

electrodes. This problem has been studied using Maxwell [101]. The boundary was set to 

ground and the position of the boundary from the electrodes varied. The results for the 

variation offield strength along a line in the centre of the plates (from the bottom ground 

electrode to the top positive EHf electrode) are plotted in 

Figure 3.5. The colour of each line on the graph is the same colour as the border of the 

picture showing an image of the field plot. 
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electrod 
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~ 
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+----------------------------------------------j - 70Omm 
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DIstance from lower electrode (mm) 

500mm 
700mm 

- lIoon 

Upper 
electrode 

Figure 3.5 Graph to bow the effect of altering the distance between the Faraday 

cage and the electrodes 
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Figure 3.5 shows that if the Faraday cage (earthed) is too close to the electrodes then the 

field v ill be significantly altered . Al l th e simuJations in the remainder of this report show 

the perfect case ofa boundary that is set at infmity. 

To better analyse the results the field strength 2mm abo e the bottom electrode can b 

plotted for alJ of the Faraday cage positions shown in 

Figure 3.5 . The results of this are shown in Figure 3.6. 2mm was chosen as it is one of the 

most effected areas as well as being in the combustion region . The horizontal red line 

represents the balloon boundary condition where the Farada cage is an infinite distance 

awa . 

200 

180 

160 X X - X 

.§ 140 
X > 

~120 
.L: .... 
~100 X 
~ .... 

:: 1 
en 
"0 
~ 
IT: 

40 ~ Variable distance awal 
- Infinite distance away 

20 

oL , 
0 100 200 300 400 500 600 700 800 

Distance between electrode and Faraday Cage (mm) 

Figur 3.6 Graph to how the effect on the field tr n th 2mm abov th bottom 

el trode) by alt ring ttl di t111ce betw 11 Fara da ag and apparatlJ 
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Figure 3.6 shows that for practical situations the effect does not seem to be greatly altered 

once the Faraday cage is over 300mm away from the electrodes. All the experiments in 

this report have therefore been conducted in a Faraday cage that is over 300mm away 

from the apparatus. 

3.2.6 Solver used 

There are two types of sol ver available m the program. These are an incomplete 

conjugate gradient solver (ICCG) and a direct solver. The ICCG solver is faster for large 

matrices but does occasionally fail to converge. The direct solver will always converge 

but is much slower for large matrices. The software can be setup to evaluate the matrix 

before beginning to solve. If the matrix appears to be ill conditioned or small (\D1der 1500 

nodes) then the direct solver will be used, otherwise the ICCG solver will be used. 

3.2.7 Program used 

There are several programs available. Both of the programs used in this report are freely 

available to download on the internet so an interested reader may try modelling 

themselves. These are Maxwell (101) and FEMM [102], as mentioned in Chapter 2. 

Below is an example of the field produced by the set up explained in Section 3.2 for both 

Maxwell and FEMM. 
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1.224 ~. >1 .289 .1(0; 

I . 160e+006 : 1 22 0-t006 
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7.089 -tOO5 . 7 733 -+005 
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4.512 -tOO5 . 51$ -tOO5 
3.667 -tOO5 "512 1005 
3.223 -t{)()5 3.867 -tOO5 
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1.934ei005 . 2.57ge-t005 
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Figure 3.7 Field produced by FEMM baUoon boundary 
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5. 0000e+O04 
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Figure 3.8 Field produced by MaxweU with a balloon boundary 
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Figure 3.9 Field Produced by FEMM with a Neumann boundary 
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Figure 3.10 Field Pr'oduced by Maxwell with a Neumann boundary 

ou can s cleari from Figure .7 Figur .8 Figure 3. and Figure 3.1 0 both 

MM and Max ell produce ery similar results. Th r for onl Max ell \ ill be used 

to produ the r t ofth r suits in this r port. 



3.3 Field produced by experimental set ups used in the 
literature 

Table 3.3 is the same as Table 2.1 , with the same reference number to show how the field 

aries for different geometries used in the literature. For the details of which researchers 

have used a particular set up see Table 2.1. 

Apparatus Model 

1 

r""",.".i:l.",,. 
Power ~G.uze 
Supply 

1'\ 

.A r V'V 

Power 

2 Supply 
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10 
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13 

14 

I'" 
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Supply 

Power 
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Power 
Supply 

15 Power 
Supply 
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16 

17 

1 

PIISIllJI 
g lor 

and while 

modelled it i not easil viewed. 

Table 3.3 Copy of Table 2.1 with model offield shown 

The results abo e shO\; that th re ar se era! fi Id generation m thods that pro . de an 

e en fi Id with littl ariation 1 16 17). Most notabl th re ar se ral fields that do not 

produce a fi Id at all in th flam region (numbers 7 8, 10 and 14). onsequ ntl the 

r suits from th s t ts rna th refore not pro id r liable results. 
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Perhaps the most important thing to show from the simulations is the field produced by 

the most popular experimental set up (Figure 3.11 and number 2 in Table 2.1 and Table 

3.3) is highly non uniform (see Table 3.3 and Figure 3.12). The area ofleast uniformity is 

actually around the burner mouth where the flame would be. As mentioned previously 

this is very undesirable as the effects of the electric field cannot be estimated if the 

electric field strength is unknown or even varying over the flame. 

lOkV __ rr.aA====~i5 

Figure 3.11 Experimental set up 

E( I ] : 2 

5 . 0000«005 
. 50OOe+OO5 
.0000e+OO5 

3.5000 005 
3.0000 005 
2 . S000e-+OOS 
2 . 0000 005 
1. S000e+ooS 
1.0000e+OOS 
S.OOOOe+OO 
O.OOOOe 000 

Figure 3.12 Model of Bunsen (earth) and ring (10kV positive) apparatus 

The variation of this field is even greater than ind icated on the model abo e, as the red 

region represents all regions above 5x l05 Vim to remain consistent with the other model s 
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represented here. Howe er, the maxImum (at the comer of the Bunsen) 15 actuall 

7.89xlO 1m. 

The results can be more easi l compared if the field strength is plotted against the 

distance from the Bunsen exit (Figure 3.13). All the results are plotted along a vertical 

line from the Bunsen mouth to the upper electTode at 60mm, along the axis of s mme try , 

Only number 6 cannot be plotted in this wa as there is a wire acting as the ground 

electrode along the axis of s mmetry. The most uniform fields should appear as a Oat 

horizontal line of the highest possible field strength. Large ariations as mentioned 

pre iousl are undesirable in this case. 

The resul ts can onl all b seen together on a logarithmic scale as Figure 3.13 shows. On 

a non logari thmic scale the other apparatus does not e en show on the bottom of the 

graph. 

1.0E+10 - - 1 - vertical plates - 2 - ring bunsen 
3 - tube bunsen2 - 4 - tube bunsen 

1.0E+09 - 5 - Plate bunsen - 7 - ring wire 
- 8 - wire rinp, - 9 - micro gravity 

_ 1.0E+08 - - 10-wirepate - 11 - transverse plates 
E - 12 - ring ring - 13 - ring bunsen below 
~ - 14 - wire bunsen 16 - tube plate 
:: 1.0E+07 - corona formation 
CI 
c 
~ ["-.... J en 1.0E+06 
~ I~ / ~ 
u::: 1.0E+05 -:.. ..... -- '- . -

..... 1 - ~ 2<: ~~ / -1.0E+04 - '\~ 

W \ 
1.0E+03 I I I I - ----, 

0 10 20 30 40 50 60 

Distance from bunsen (mm) 

FigUl'e 3.13 Plot of field strength against di bnce f.·om the burne.· mouth for aU 

appa.·atu 

The thick r d line in Figure 3.1 indicat the alu at which air begins to ionise, forming 

a corona Apparatu numbers 448 and 14 are \i ell abo thi limit and numbers 4 and 9 
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are close but just below the limit. The most uniform fields are produced by those with 

lower maximum field strengths. These have therefore been plotted on a non logarithmic 

scale below (Figure 3.14). 

450 -rr-----------i - 1 - vertical plates 
400 2 - ring bunsen 

- 5 - plate bunsen 
- 7 - ring wire 
- 11 - transverse plates 
- 12 - ring ring 
- 16 - tube plate 

O +----~---~---~---~---~---=~ 

o 10 20 30 40 50 60 

Distance from bunsen (mn) 

Figure 3.14 Field strength vs distance from the Bunsen for small field strengths 

Numbers 1, 11 and 16 produce the most uniform fields . However the largest field 

strength possible is also desirable. This means that numbers 1 and 11 are better than 16. 

The centre line of 16 shows an even plot but the field is less uniform towards the outside 

of the flame region. The direction of the field is also important as this will go em the 

direction of the ionic wind. The later experiments are designed to increase the blow off 

velocity for a Dame and by using the ionic wind to counter the Dow this can be achie ed. 

Number 1 produces a field that will create an ionic wind parallel to the Dow whereas 

number 11 produces an ionic wind that is transverse to the flow. Therefore number J has 

been chosen to be the most suitable choice of electrode geometry and orientation as the 

electrodes are in line with the flame. 

The figures above also indicate how the choice of geometry can increase the maximum 

field strength by over 6 orders of magnitude from the estimated average field strength 

(shown approximately by numbers 1, 11 and 16). This maximum in the Dame region 

could create a much greater ionic wind effect. The problem is that this ionic wind will 
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significant! rno e the flame and may pull it out of the region where the effect is greatest 

The results are howe er very useful [or those using AC or pulsed fields where the ionic 

wind is not significant. The effects observed in these fields could be great! multiplied b 

choosing an electrode that concentrates the fie ld into the flame region . This can be 

considered to be the first 30mm from the Bunsen mouth for the majority of the flames 

considered in the experiments perfom1ed in Chapter 3 and Chapter 4. 

900 ......,..-.------.-----i - 1 - vertical plates - 2 - ring bunsen 

E 800 - 3 - tube bunsen2 

- 700 5 - plate bunsen 

~ 600 10 - wire plate 

- 4 - tube bunsen 

- 9 - micro gravity 
- 11 - transverse plates 

:5, 500 - 13 - ring bunsen belo_w _________ -.-l 

c:: 400 
~ 
u; 300 

~ 200 r::r:::::===::::~~~~~~~~~::::~::~~ ~ 10~ 1 
o 5 10 15 20 25 30 

Distance from bunsen (mm) 

Figur'e 3.15 Enla.'gement of flame region of apparatu with significant field 

stl'Cngths in the flame region 

Figure 3.15 sho\' s that it is ry difficult to incr ase the field str ngth 0 er th ntir 

(lame region . The on l significant nhancement on the parallel plates ( ertica1 1 or 

trans ers 11) is those e cperim nts conducted in a microgra ity en ironment (number 9). 

This apparatus ho, ver is ery exp nsi e to use and not easil a ailable. 

The ring and Buns n apparatus (numb r 2) also gi s much higher field strengths for the 

fi t 10mm but th n drops belo" th more unift rm fields and en r aches 0 at 25mm 

abo the Bunsen. Th pres nce o[th flame rna ho er incr ase this region. 
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3.4 Ionic wind direction 

The direction of the field can be plotted, showing the direction of the force exerted on 

chemi ions by the field , giving additional acceleration in that direction. This will not be 

the exact movement of the ions as the repulsion of the like charged ions when they are 

first created will be much greater than any applied field due to their close proximity. 

However, once they have initially repelled each other the force of the applied field 

becomes much more significant than their repulsion from each other. This is shown in 

Figure 3.16 below; 

Figure 3.16 Plot of direction offield for number 1 (vertical plates) 

The size of the arrows in Figure 3.16 are not scaled, only directional. In this case the 

ionic wind will flow from the upper electrode to the lower electrode in a straight path. 

The presence of the flame is likely to change this but this wi ll be discussed further in 

Section 3.8. 
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3.5 Effect of the upper electrode 

There was some speculation in the literature [59], [66] as to whether Ihe geometry of the 

upper electrode made much difference to Ihe field set up. It was found experi mental I 

that it did not cause an measurable difference to the flame modifications caused. The 

same model was used as in Figure 3.12 and Figure 3.17 but with the upper electrode as a 

plate rather than as a ring. 

[[VI 1: 2 
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.SOOOe+OOS 
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3. S000 +005 
l.OOOOe 005 

• SOOOe+OO.S 
. 0000 OS 

1. S000e 
1 . 0000ef005 
S. OOOOe 004 
O. OOOOe+OOO 

FigUl'e 3.17 10kV positive applied to plate (top) and Bunsen gl'ounded 

The comparison of results can be seen below in Figure 3.l8. The results show similar 

trends near to the Buns n mouth but the plate produces a more uniform field at the top. 

This change near to the upper electTode is unlikely to effect the experim ntal results 

significanti as th Dame would tend to be positioned below this area With the plate the 

ma'(imum fi ld strength is lower (4.58 106V/m with plat and 7.89 lOGy/m with a ring). 
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Figure 3.18 Comparison of plate and ring 
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The results for a comparison between a tube and a plate as the upper electrodes show 

similar results to the abo e comparison (see Figure 3.19). 

• 

Figure 3.19 Compa,; on of tube and plate 
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As before the lower section near the Bunsen is ery similar. Howe er in the icinity of 

the upper electrode the fi eld between the two sets if apparatus is ery different. The 
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results from this do show a slight expansion of the higher field strength region close to 

the Bunsen mouth. These results can be plotted on a graph to show the field strength 

along the centre line of the model (Figure 3.20). 
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FigUioe 3.20 Effect of va Ii at ions to the uppel' electloode 

The experimental data tested a ring (number 2) and a mesh (number 5) as the upper 

electrodes. The modelling results (Figure 3.20) show that these two e 'perimental 

apparatus produce almost identical fields . 

The large peak of number 14 has been ignored for this discussion as a corona will b 

formed in this region . The e 'peri mental data also did not include the effect of coronas 

[59], [66]. 

The largest peak (numb r 4) as also not includ d in the experimental data Although 

Figure 3.20 shows that the p ak oltage varies by an order of magnitude this is onl in 

the first 5 to 10mm. Th pres nee of the flame will also change this m aning there is no 

a to plot this as th Oam co ers a significant part of the plotted axis. 
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In conclusion, the modelling correlates with the experimental results . The field in the 

combustion region is not significantly effected by different types of upper electrode but 

mainly by the lower electrode. This is logical as the major factor in the local production 

of a field is the geometry of the electrode nearest to it. In the case of a metal Bunsen 

being used as an electrode, the field in the vicinity of the flame will be mainly go emed 

by the Bunsen geometry not the upper electrode, as long as no corona is formed . This 

does not, however, mean that it is suitable to use any type of geometry as any 

imperfections in the Bunsen mouth could lead to local changes in the field . It is far better 

to try and achieve a more uniform field that is easier to reproduce between researchers . 

3.6 Bunsen burner material 

In preliminary experiments with fields perpendicular to the flame it was found that a 

metal Bunsen burner body could shield a flame from some of the effects that would 

otherwise be observed. Figure 3.21 is a model of a transverse field with a non-metallic 

Bunsen. In Figure 3.22 and Figure 3.23 the significant change to the field can be 

observed with a metal Bunsen instead ofa ceramic one. 

Figure 3.21 Ceramic Bunsen burner 
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Figure 3.22 Metal Bunsen bumer 
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Figure 3.23 Enlargement of Figure 3.22 
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High field 
strength 

Decreased 
field strength 

The metal Buns n created a high field strength spike from the sharp comers. It also 

shields th incoming gass s [rom the field around the burner mouth . This s rns 

consistent \' ith the exp rim ntal data. It was attempted to e ' tinguish the flame but 

e 'tinction as not possible (e en at ry high field strengths) as the flam d creased in 

size until it as 001 pr nt at the ery tip of the Bunsen. At this point the flame as 

shielded [rom th Ii ld as hown abo e. It was decided from the e q>erim ntal wor and 

[rom the m delling sho n abo e to use a ceramic Bunsen so that minimal interfer nee of 

th field as caus d. 
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3.7 Cutting a hole in the plate 

It would be expected that geometries that are smoother will produce a more uniform 

field . In the literature the most recommended set up to produce a uniform field is parallel 

plates (see number 1). The field only varies by 10 - 20%, which is small compared to 

many of the other fields that vary by 100% over the flame area Howe er, this set up 

could not be used practically as there is no hole for the burner to protrude through. A 

mesh could be used with the burner below it but it was found experimentally that this 

disturbed the flow, often causing the flame to split into 2 or even 3 smaller flames as it 

passed through the mesh. There were even occasions when the flame jumped off the 

burner and settled on the mesh . While this provided a stable flame it was considered 

undesirable as the equivalence ratio could not be calculated as extra air was entrained into 

the flame from under the mesh. For aerodynamic reasons the use of a mesh for the lower 

electrode was not considered suitable. 

Figure 3.24 shows the eITect of cutting a hole in the bottom plate to allow the Bunsen to 

fit through. The results show that the eITect on the field is not significant. This was 

considered the best experimental set up. The results can be easily compared in Figure 

3.24 below where the effect with and without a hole are shown side by side. 

E(YI ]:2 

1. SOOOe+OOS 
l.OOOOe 5 
S. OOOOe+OO 
O.OOOOe+OOO 

Figure 3.24 Compari onlofbottom plate with (left) and without (right) a hole cut in 
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The field strength along the centre line of the plot can be shown for both results. This can 

be seen in Figure 3.25 below. 
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Figur'e 3.25 Comparison of the field strength with and without a hole in the bottom 

plate 
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Figur'e 3.26 Enlargement of Figure 3.25 

The results from Figure 3.2 and Figure 3.26 show that the eITect on the field strength is 

onl significant in th first 1-2mm abo e the Bunsen. As xplained in hapter 4 the 

name rna be lifted b lmm [rom the Bunsen for the e 'p riments. Therefor cutting a 

hole in the bottom plat tallow th Bun en to protrud do s not significantl alt r the 

(j ld characteristics. 
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Aerodynamically the bottom plate being made of a solid sheet will have an effect as 

additional air cannot be entrained from directly below. However, this effect should be 

small. The greater effect is from the electrode above the flame. If this was made from a 

solid sheet the flow would be significantly altered. The best option was to use a mesh to 

avoid this aerodynamic disturbance (as well as heat being reflected back into the flame 

region). 

3.8 Effect of a conductive flame on field 

In this section a flame shape has been included to show how a flame may effect the field. 

This is only an approximation as the flame will constantly be moving and, as previously 

mentioned, the software is not currently available to model the moving flame and field at 

the same time. Salt water (conductive) with ions (Na+ and Olf) conducts electricity in a 

similar way to a flame where the charged positive ions and free electrons simulate a 

current flow [7). The program is not designed to fully model slightly conductive materials 

as no current flow is modelled. The models below therefore only give an impression of 

what may occur rather than allowing the full picture to be shown. Further work needs to 

be conducted to fully investigate the modifications that a flame makes on the field with 

the current effects considered. 

The flame modelled here is a simple shape to make it as repeatable a possible. Obviously 

in reality the flame will be of a slightly different geometry and will move with the field 

and with aerodynamic effects. The line smoothing tool in the modelling program was 

used to smooth around the following coordinates as shown below (see Figure 3.27). The 

base of the flame was positioned 1 mm away from the Bunsen mouth. 
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2 1 2 2 1 

Figure 3.27 Flame geometa-y (dimensions in mm) 

Both fresh water and salt water estimates have been used but the results are identical (see 

Figure 3.28). The maximum in both models is also the same (l .53x107V/m). The 

distribution also appears to be the same. The difference between the conductivit of fresh 

and salt ¥ ater is [our orders of magnitude (0.0002 siemens/meter for fresh water 

compared to 4 siemens/meter for salt water). The flame has been estimated to be between 

these two alues and as the ariation between them is negligible this method of 

representing a flame seems justified. Therefore in Table 3.4 below onl the fresh water 

models ha e b n shown . 
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Figure 3.28 Comparison offresb water and salt water used to simulate a name 

Below, Table 3.4 shows the effect of adding a conducti e flame to the model. 

Model witb no flame Model witb flame 

1. 

2. 
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Model with no flame Model with flame 

3. 

4. 

5. 
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Model with no flame Model with flame 

6. 

7. 

8. 
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Model with no flame 

9. 

10. 

11. 
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Model with flame 

Not possible to model this type of flame 

as the geometry of the flame is unknown 



Model with no flame 

12. 

13. 

14. 

Not possible to model as onJy 2D software 
15. 

is a ailable in this case 
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Model with flame 



16. 

17. 

18. 

Model with 110 flame 

is creat d b the arc between the 

electrodes as well as from th electrodes 

themsel es. The oltage is also AC and 

while this can be modelled it is not easil 

vie ed. 

Model with flame 

Table 3.4 0PY of Table 2.1 and Table 3.3 but with the name estimated 

It is important to note that the abo e simulations are onl a first approximation as the 

field and Oam will ffi ct ach other. Also the model do not allow for current flo\\ . 
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In Section 3.3 it was shown that parallel plates produced the most uniform field. Figure 

3.29 compares the field with no flame to the results when a flame is modelled. The 

overall change is less significant than expected. The red area at the top of the flame is the 

most unreliable part of the model as this is the area where the most aerodynamjc changes 

are likely to occur and it was therefore difficult to model the geometry. There were also 

problems associated with drawing this area, as creating a flame shape without a sharp 

pointed top was difficult. The sharp edge then magnjfies the field more than a flame 

would be expected to. However, it is likely that there is an intensification of the field in 

this region. This will create a locally strong ionic wind directly above the flame which 

will lead to recirculation of hot combustion products and longer residence times. These 

affects can be used to reduce pollutant errussions or allow faster Bow rates to be passed 

through the burner. The affect on the ionic wind in this region will be further discussed in 

Section 6.3 .6, where the ionic wind model prediction is compared with the elocities 

measured experimentally in the flame. 
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Figure 3.29 Comparison between flame and no flame with parallel vertical plates 

The plot of the field strengths along the centreline of the plates shows the area of greatest 

arialion between the results. 
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Figur'e 3.30 Comparison ofver·tical plates with and without a flame 

Figure 3.30 sho s the amplification of the field b the tip of the Dame. The field and an 

ionic wind created should be strongest in this region. The high field strength at the 

Bunsen mouth should not b so significant due to there b ing few ions near the base of 

the Dame. 

The direction of the field can be plotted to shO\ the direction of an ionic wind that 

might be created (see Figure 3.31) if the larger ions are positi e and the negati e Ions are 

free electrons. 
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The results from this are surprising. It would be expected 1hat the ionic wind flows from 

the top to the bottom electrode. However, at the top of the flame, Figure 3.31 shows 1hat 

the ionic wind flow into the flame in approximately the direction at which 1he flow will 

be leaving 1he flame. This will amplify the effect of slowing the flow down and cause 

recirculation of hot products back into 1he flame. The ionic wind should 1hen nm parallel 

to the flame which will allow even greater residence times for the particles, encouraging 

complete combustion and discouraging soot fonnation. The ionic wind 1hen spreads out 

at the base away from the flame. 

These results have been tested by the use of Particle Image Velocimetry (PlY) in Chapter 

6 and 1he results are further discussed there. 

3.9 Conclusions 

In 1his chapter it has been shown that; 

• Modelling with the flame is not completely possible 

• Modelling without the flame is possible 

• The experimental set ups used in the literature produce very different electric 

fields 

• Parallel plates produce the most unifonn field 

• The most realistic approach to modelling is to use a boundruy condition where the 

field strength is set to ground at an infmite distance away from the apparatus 

• Practically this shows how other local electrical fields can significantly change 

the field produced and any experiments should be conducted in a Faraday cage 

• The direction of the field (and 1herefore the ionic wind) wi1h a flame present is 

complex and cannot be approximated by assuming it flows straight from one 

electrode to the other 
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Chapter 4 Experimental Study into the Effect of a DC 

Fields on a Flame 

4.1 Introduction 

The simplest way to apply an electric field to a flame is by applying a DC voltage to a 

parallel plate geometIy. As mentioned in Section 2.2.1, an ionic wind can be created by 

an electric field. This ionic wind is the major cause of the changes observed in a flame by 

a DC or low frequency ~50Hz) field (Section 2.4). The ions are attracted towards the 

negative electrode (in this case the earth electrode is negative as the high voltage is 

positive). If this is the case then the results should show a strong difference with the 

electrodes in different orientations. The aim of this section is to show the effect of a DC 

field and how this effect is caused by an ionic wind, not chemical changes to the 

combustion process. 

In Chapter 3 it was shown that the geometl)' of the electrodes had a strong etTect on the 

field produced. Because the field has an effect on the flame, the strength of that effect 

should be dependant on the geometl)' of the electrodes. The set up that produced the most 

uniform field was parallel plates (number 1 in Table 2.1, Table 3.3 and Table 3.4). 

However, due to the localised increase in field strength produced by other configurations, 

such as a ring and Bunsen (set up number 2), the effect of a field should be increased for 

these configurations. Once the effect of a DC field has been established in the first part of 

this chapter the results for different set ups can be compared to experimentally prove the 

results of Chapter 3. 

The application of a DC field was found to modify the combustion limits. This chapter 

also studies whether the mixture can be ignited in the extended flammability limits when 

a field is applied. 
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4.2 Experimental set up 

4.2.1 Apparatus 

Several configurations were adopted . These are 1, 2 and 6 from Table 2.1, Table 3.3 and 

Table 3.4 (see Figure 4.1). Set up number 1, was modified to minimise the aerodynamic 

disturbance to the normal flow pattern while maintaining the most uniform field possible. 

The model in Chapter 3 shows two parallel plates. However, the use of a solid plate 

above and below the flame would significantly alter the aerodynamics of the flame. The 

use of gauzes would minimise this but the field produced by the gauzes would be altered. 

It was considered best to use a plate below the flame with a hole cut in the centre 

(modeUing showed that this had little effect in the field pattern) and a gauze above 

(where the aerodynamics are most effected by a plate). 

The use of these different set ups allowed comparisons between the aerodynamic affects 

and the electrical affects. These can be seen below in Figure 4.1. However the most 

important one, as mentioned previously is number 1 as this produces the most uniform 

field . The electrodes are connected to the power supply (as shown in Figure 4.1) but the 

orientation (which electrode is positive and which is ground) is changed between the 

results and is indicated with the results. 

, ...... 
r VVVY 

Power 
Power 

Supply 
Supply 

Figure 4.1 Set ups used 
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The flame was also subjected to a transverse field using parallel plates. This set up is 

similar to number 11 , but the name was not enclosed in a tube and was stabilised on a 

burner, shown in Figure 4.2. 

n f--

Pow« 

~ Supply 

I 

Figure 4.2 Transverse plates 

The Bunsen burner body was made from perspex and the tube was made from a ariet 

of ceramic pipes (see Figure 4.5). Metal tubes could not be used (see Chapter 3 and 

particularl Section 3.6 for the reasons for this). The availability of ceramic tubing is very 

limited therefore the sizes and materials used could not be easil varied. The ast 

majority \l ere glass but there were two tubes made from an unidentified ceramic. The 

wall thicknesses of all the tubes were comparable and considering the relationship of the 

results to the literature (see Section 4.3) it was considered that the small changes in \l all 

thickness betv een diLferent tubes did not efTect the results significanti . 

Each tube used was mounted into aM 12 nylon bolt (Figure 4.3) which screwed into the 

bod of the Bunsen (Figure 4.4). This allowed the tubes to be changed easil . ach tube 

was imbedded into the bolt b 20mrn and there was lOOrnm protruding from the bolt. It 

was ensured that the tub fitted ery tightly into the bolt ensuring friction would hold it in 

place. This tight fi along with the seat for the tube at the base of the hole (see Figure 

4.3) pro ided sufficient seal to stop gas leaks (tested by applying a leak detecting liquid). 

The bottom of the bolt v as drilled out to match the internal diameter of the tube. fibr 

washer v as inserted betv e n the bolt and the Bunsen bod to prevent gas leaks. A picture 

of the assembled Bunsen can be seen below (Figure 4.5) 
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Bunsen tube 

Nylon bolt 

Hole through bolt 

Seat 

Figure 4.3 Cross section through nylon bolt 

Air inlet 

Figure 4.4 Tbe Bunsen burner 

Bunsen tube 

Threaded section 

SwirIer 

Propane inlet 

94 



Bunsen tube 

Threaded section 

Swirler 

Propane inlet 

Air inlet 

4.2.2 Figure 4.5 Picture of the BIUlsen assembled 

4.2.3 Mixer 

The air and fuel needed to be full mixed at the Bunsen mouth ensuring that an e en 

flame could be created . Partial mi , ing could result in an uns mmetrical flame with rich 

and lean pockets through its cross section. This could change the effect of the electric 

field through the flame. Th temperatur distributi.on will also be effected as would the 

burning characteristics. In a flame where modifications caused b electric fields are to be 

observed these fluctuations are undesirable and could distort anal sis of the electric field 

affects. It is ther for ad antageous to ha e full mixing of th fu I and air. This was 

achie ed b th us of a sv irl r (see Figur 4.4 Figure 4.6 and Figure 4.7). 



Propane 
Figure 4.6 Bunsen swirler 

Fi2ure 4.7 Plan view of swirler 

Ceramic BlUlSen 

tube attached here 

It was considered that the swirler fully mixed the air and fuel. This could be seen ",hen a 

titanium dioxide seed was applied through the air inlet (for more details of this technique 

see Chapter 6). Once the seed was applied a laser sheet was shone at 90° to the camera 

creating a 20 profile though the flame. The seed appeared evenly distributed from the 

Bunsen exit. The results of this can bee seen in Figure 4.8. The cone shape of the flame 

can be seen, as well as the even seeding (white particles) inside the flame. There appear 

to be no clusters of the seed or areas without any seed, indicating there are no pockets of 
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unmixed gas. A 3D picture of the flow can be seen in Figure 4.9 which shows there is no 

swirl at the exit of the Bunsen. 

Bunsen Tube 

Figure 4.8 Even distribution through cross section 

Figu.. 4.9 Picture of the eed fr'om the Bunsen (not to the same scale as pr viou 

picture) 

The s\ . rI r cause a large di turbanc to the flow. It as important to pre ent thi 

turbul nee reaching the burner mouth as the burning characteristics of a turbulent :flam 

ar dim r nt to a laminar flam . Th air ntrainm nt is different and th temp ratur 

profile v ·" ruy for dim rent turbul nee Ie els. Both of th e effects are difficult to 
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quantify and it was therefore considered best to use a laminar flame where it could be 

ensured that the air entrainment was constant and the thermal transport of the gas was in 

one direction. The exit was considered to be tmdisturbed by the mixer by making sure 

that the flow was fully developed at the tube exit. The following equation (4.1) taken 

from the little book of therrnofluids [115] , was used to ensure that the pipe length was 

long enough to ensure this . 

(4.1) 

where, 

tube length 

d = tube diameter 

This was proved to occur when particle image velocimetry was applied to the flame (see 

Chapter 6). This procedure calculates the velocity profile through a 2D section of a gas. 

As is clear from the picture below (Figure 4.10) the gas is flowing vertically upwards 

without any sign of turbulence. The slightly tmeven velocities at the very bottom of the 

picture (marked Bunsen mouth) are due to distortion of the calculations by the light 

reflecting from the Btmsen tube. 

Flame 

Boundary 

Figure 4.10 PIV image ofthe flame without a field applied 
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The flow is considered to be laminar if Reynolds number is below 2300 (116) page 41. 

Reynolds number can be calculated from equation (4.2). 

where. 

p = Density 

u =Velocity 

Reynolds number = puL 
f.J 

L = Characteristic length (pipe diameter it typically used) 

~ = Dynamic fluid viscosity 

(4.2) 

To give an estimate of the Reynolds numbers for the experiments conducted the values 

for air can be used (instead of the mixture of fuel and air). This is realistic as the majority 

of the gas is air with a small proportion of fuel (by mass this ranged from about 7 times 

more air than fuel. for rich flames, to 40 times more air than fuel, for lean flames). The 

density of air is 1.28Kg1m3 and the dynamic fluid viscosity is 1.73x105kg/rns, both from 

Rogers and Mayhew (114) page 16. The following data (fable 4.1) shows the maximum 

and minimum velocities in the results. 

Charaderis tit length Velodty Reynolds 

(pipe diamefer) (mm) (mls) number 

4.9 0.4 145 

1.8 6 800 

Table 4.1 Reynolds numben for maximum and minimum settings 

4.2.4 Mass flow rate 

To try and eliminate thermal effects the mass flow rate was kept as constant as possible. 

This effect is caused due to higher mass flows absorbing greater heat energy from the 

flame, making extinction more difficult It was assumed that the different heating 

coefficients between fuel and air were negligible due to the much higher proportion of air 
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to fuel. Practically this means that the velocity at the exit of the Bunsen cannot be altered 

by simply changing the air flow. Different Bunsen tubes were used with a variety of 

internal diameters to increase or decrease the velocity, while keeping the mass flow 

constant. The tubes were attached to the rest of the Bunsen via a screwed thread at the top 

of the swirler, as mentioned previously. 

4.2.5 Measurement 

The flow of fuel and air was controlled by a needle valve and measured by in line 

rotameters. The high voltage (also known as Extremely High Tension, EHT) was 

provided by a Glassman MK25P3 power supply. The maximum voltage of this power 

supply was 25kV and the maximum current was 3mA The voltage was controlled by a 

remote control device (for safety) and the voltage measured using a high voltage 

voltmeter connected in parallel with the plates. The accuracy of the voltmeter was 

verified using a Testek TT-HVP15 HF 1000: 1 probe, connected to a Tektronics 

oscilloscope. The configuration can be seen in Figure 4.11. All the equipment was 

enclosed in a Faraday cage for safety and to ensure that there was no electrical 

interference. The reasons for this and the difference to the field without a Faraday cage 

have been explained in Section 3.2.3. 

Oscilliscope Faraday cage 
Test area (varied 

between experiments) 
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Figure 4.11 E1perimental set up 
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4.2.6 Procedure 

The procedure was conducted as follows: 

1. Set the air and fuel flow rates 

2. Light the Bunsen burner 

3. Slowly reduce the fuel flow until extinction 

4. Ensure that the final mass flow rate is within 10% of the desired value (1 Omg/s or 

20mg/s) 

5. If the flow rate is not within 10% of the desired value then repeat from stage I 

with different air flow 

6. Repeat with 5kV and then with IOkV applied voltage 

Ignition Tests 

7. Once an acceptable reading was taken (within the mass flow constraints), it was 

attempted to reignite the gas/air mixture with a flame ignition source 

8. Ifno ignition was possible then the fuel flow was increased lUltil ignition could be 

achieved 

In reality it can be very difficult to observe the blow off point of the flame (when it was 

extinguished) and read the scale on the rotameter at the point where extinction occurs. 

The final results presented below are the result of several attempts. This set of data was 

considered to be the most reliable as two people took the results. One person watched the 

rotameters II1d decreased the flow rate of fuel with the needle valve. The other watched 

the flame and indicated when it was extinguished to the person reading the rotameter. 

This enabled an accurate reading to be taken on the rotameter. The needle valve was 

turned down very gradually at this point to make the reading as accurate as possible. 

Three readings were taken at each point and the average plotted on the graphs in the 

following section. 
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4.3 Results of applying a DC field 

The results without any field need to be presented first, as the blow off trend can then be 

compared . These results can be seen below in Figure 4.12. The di agram in the top right 

corner of the graph indicates the experimental set up used and the polarity of the 

electrodes. 

4.5 

4 ~ • OkV 10 mg/s I F 3.5 
• OkV 20mg/s I 

VI 3 ..... - -E 
;: 2.5 ---

• t. • -'u 2 ..... . 0 
Qi 1.5 > .. 1 .-0.5 -0 

0 0.5 1 1.5 2 2.5 3 

Equivalence ratio <l> 

--

Figure 4.12 Blow off velocity against equivalence ratio for no applied voltage 

On the graph above th e res ults have been separated by mass Oow rate ' 10mg/s IS 

represented by red squares and 20mg/s by dark blue triangles. 

Figure 4.12 shows that the results for 10mg/s and 20 mg/s appear to follow the same 

trend. A logari thmjc fit seems to produce th e best trend I ine based on both 10 and 

20mg/s. Thjs can be seen in Figure 4.13. The equation of the best fit line is ' 

y = 1.9972Ln(x) + 1.6498. 

102 



4.5 • 4 

~ 3.5 ~ 

II) 

3 - -----:---E 
~ • OKV I ~ 

.... 
;: 2.5 

- Log. (OKV) I .~ ... 
0 2 

~ .2 1.5 F 4) 

~ > 1 
~ 0.5 ., 

0 

0 0.5 1 1.5 2 2.5 3 

Equivalence Ratio Cl> 

Figur'e 4.13 Best fit trend line for all mass flowrates 

The resul ts do follow the literature for no field (see Griffiths and Barnard [90]). The 

comparison to the literature and further discuss ion can be found in Section 4.7. 

In the following graph (Figure 4.14) these results have been extended by the application 

of SkY potenti al to the electrodes (60mm apart). The no field val ues have been plotted as 

smal l dots along wi th the trend line. 
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Figure 4.14 The effect of an electric field 
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The k electric fie ld sho\> s a larg increase in the blow off locity with rich flames, 

compar d to th blo\ oIT loci wi th no field. Ther does not seem to be a di scemabl e 

dim rence [or ry lean flames. 
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In Figure 4 .14 it can also be seen that there is again no difference between the 10mg!s 

values (red squares) and the 20mg!s values (pink triangles) at SkY. They have therefore 

been plotted together on the following graph with a 4th order best fit line (y = 12.804x4 -

40.247x3 + 47.l91x2 
- 21.572x + 3.6701). 

~~ 7 

6 - • 5KV 

- - No Field j 
..!!! 5 -
E - Poly. (5KV) ; . ;::4 

~ --'0 3 
.Q d ______ 
C) 2 > ~ 1 

~ 0 

0 0.5 1 1.5 2 2.5 3 

Equivalence Ratio 4> 

Figure 4.15 Best fit for 5kV applied voltage 

This best fit line provides a good fit at higher equivalence ratios but for ery lean flames 

(0.49 - 0.51) it is assumed that the line follows the no field alues, rather than begin to 

curve away at equi alence ratios of about 0.5. 

As with the previous results the lOkY values for 10mg!s and 20mg!s fallon the same 

line. They have therefore been shown as one result on the graph below (Figure 4.16). 
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Figure 4.1610kV best fit included 

The resul ts [or lOkV show an even greater increase in the blow off elocity than the SkV 

applied field . It also shows an increase in blow off velocities for lean flames as well as 

fo r rich fl ames, al though the rich improvement is sti ll much greater. 

A diagram of the blow off elocities can be seen below, along with pictures taken at close 

to extinction to shov what th flame looks like for di fferent equi alence ratios and 

veloci ties (Figure 4.17). 
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Figure 4.17 Best fit with photos atvarious velocities and equivalence ratios 
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4.4 Change of field direction 

With the electrodes orientated in the opposite direction (positi e below the burner and 

earth abo e, see the configuration in the top right comer of Figure 4.18), the following 

results ha e been oblained (Figure 4.18). As with the previous experiment the mass 00 

does not seem to make a significant difference therefore 10mg/s and 20 mg/s ha e been 

grouped together on the following graphs (Figure 4.18, Figure 4.19). 

7 

6 . No field 

~--------------~~ 
_s 
I/) • DC 5kV -§.4 - No field 
Z' 
'g 3 
Q) 

>2 

1 

0 --,-

0 O.S 1 1.S 2 2 .S 3 
Equivalence ratio <P 

--------------------~ 

Figure 4.18 SkV applied voltage 

The results [or SkV do not sho a igni fi can t di ffe rence on the no fie ld blow off elocity . 

107 



7 III r . DC SKV 
6 

• DC10KV 

S - No Field -III 
!4 . 
>- ------:t! 
g 3 . 
- . ~ Q) 

> 
2 

~ 1 

.~ 
0 

0 O.S 1 1.S 2 2 .S 3 
Equivalence ratio cz, 

Figure 4.19 lOkV applied 

The above results show that with the positive electrode below the flame the blow off limit 

is not altered by applying an electric field oflOkV. 

The application of a transverse field (across the flow direction) reduced the blow oIT 

velocity. The plates were 100mm apart (instead of the 60mm in the previous experiment). 

This was because plates 60mm apart may have aerodynamically distorted the flame. It 

was considered more important to show the change that applying an electric field caused 

rather than ensure that exactly the same field strength was applied. It was therefore 

necessary to apply larger voltages to achieve similar field strengths. 
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The results in Figur 4.20 show that the application of an electric field with trans erse 

plates decreases the blo ofT elocit . 

4.5 Different set ups (ring Bunsen, tube wire and plates) 

There ar man types of apparatus used in the literature (see Section 2.6 and Table 2.1). 

The apparatus effi cts the flame a rod n ami cal I as well as changing the electric field 

(and therefor th el ctrica1 aITect on a flame (see Chapter 3)). Now that the aITect of a 

DC field has b n established the results can be compared for these different set ups. 

The apparatus as et up with the electrodes 60mm apart (e ' cept for the tube and wire' 

v here th tub v as 60mm diam t r giving a 30mm separation but half of th oltage 

as appli ed this as du to practicalities of the a ailable space). The set ups m asured 

ere; 
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Setup Reference Diagram 

number in 

Table 2.1 

Tube and wire 6 

Power 

Supply 

Gauze and 1 

gauze 

I 
\GaUl.C Power 

Supply 

Ring and 2 

Bunsen 

Power 

Supply 

Gauze and plate 
'" 

..r--o =::::J r ,. 
Power 

Supply 

Table 4.2 Apparatus used 

The procedure was the same as that descri bed in Section 4.2. 

4.5.1 Aerodynamic effect 

When no field is applied the changes due to the apparatus can be seen. The results have 

been included individually [or each apparatus. 
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The tube and wire arrangement (number 6) is shown below (Figure 4.21) for mass flo ws 

of Smgls (dark blue diamonds) lOmgls (blue squares), and 20mgls (light blue triangles). 

7 

~: -~ -~ - - • Tlbe wire 5mgls t--

• Twa wire 10mg/s 

... Twa wire 20mgls 

6 

5 
en 

~4 

.. 44 

• -- . .• ::-w:. ... -
o 

o 0.5 1.5 2 2.5 3 

Equvalence ratio ct> 

Figure 4.21 Tube and whoe no field 

The results sho that the mass flow does make a diIference for this e ' peri mental set up. 

Logarithmic b st fit lines ha be n applied below. 

~ 
- &ng/s - 1Qng/s 

- 20mgIs 

'-

20mg/s 
- -
~omg/s 

~ 
5mg/s 

~ .. 
" 

EquvaJence ratio <I> 

Figure 4.22 Be t fit line for tube and wire no field 
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The results show that there 1S a strong dependence on mass flow rate [or this 

arrangement. 

The ring and Bunsen arrangement (number 2) is shown below (Figure 4.23) for 5mgls 

(dark green), lOmgls (green) and 20mgls (light green). There seems to be very little 

difference between 5 and lOmg/s. Even the 20mgls does not show as much variation as 

with the tube and wire arrangement. 

7 • Ring wire Smg/s <> 

~ '~ 6 - • Ring wire 10mg/s 
~ Ring wire 20mws 

~5 -
-Ring wire Smg s 

.!1! - Ring wire 10mg/s 

.s4 - Ring wire 20mg/s 

Z. 
03 
.2 
GI .... .... . ->2 'g, 

1 ~ --.... 
0 • 

0 0.5 1 1.5 2 2.5 
Equvalence ratio <JI 

Figure 4.23 Best fit lines for ring and Bunsen, no field 

The results for a gauze and plate have already been presen ted (Section 4.3 and 4.4). They 

are presented here for comparison (Figure 4.24). As already mentioned the resul ts do not 

seem to differ with different mass flow rates. 
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7 • Gauze plate 10mg1s 

Gauze plate 20mgIs 

6 20mgls 

- 10mg1s 
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g 3 t-----------------------~~~~~--~r-----------
~ 2 +----------------,~~~==------------------------

o +-------.-------~-------.-------.-------.-------. 
o 0.5 1.5 2 2.5 3 

Equvalence ratio <I> 

Figure 4.24 Best fit lines for gauze and plate, no field 

The results for two parallel gauzes showed the most distortion due to the apparatus. The 

gauze was positioned abo e the burner mouth and the flame jumped onto the mesh as 

soon as it v as li t. This enabled e tra air to be entrained from below the flame. The mesh 

al so slo,· ed the flo down and spread it out, enabling faster flow rates to be sustained. 

While thi s , as interesting e, perim ntally it does not pro id a practical a: to stabilize 

flam for industrial burn rs as the gauze is burnt awa: by the flame. Later e 'perirn nts 

sho r suits for a 60mrn gap with 5 and 10 kY applied as well as a 120mrn Gap with 10 

and 20k applied . Th r sults ithout a field did not change b altering the position of 

the upper gauze therefore the data has only been included once for both e 'periments 

(Figur 4.2 . 
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Figure 4.25 Best fit for paraDel gauze, no field 

The graph below compares the results for all the experiments at Smg/s. The plate and 

gauze results are not included as they were not conducted at Smg/s due to the limitations 

of the rotameter. 

7 T.=============~--------------------------
6 

• Wire tube 
• Gauze 60mm 
• Ring wire 

---Tube wire 
- Ring bunsen 
- Parallel gauze 
~ 

o f---~ ~=~/""--"'----' .... '------,_----___r-----.,-----__, 

o 0.5 1.5 2 2.5 

Equvalence ratio <I> 

Figure 4.26 Comparison of the resuJts at 5mgls 

114 



7 • Wire tube 10mg/s 
• Gauze 60mm 10mg/s 
• Ring wire 10mg/s 
• Gauze plate 10mg/s 

- Gauze60mm 

6 

_ 5 - Gauze plate 
I/) - Ring bunsen 
-E - Tube wire 
_ 4 +L----~~~~------~--------------------------------
>­... 
'g 3 ,j------------------------4 __ ------=:---------------:::::.::;;;;;;;;; ... .---­
a; 
> 2 ~----------~~~~~~------------

o +---------~--------~----------~--------~--------~ 
o 0.5 1.5 

Equvalence ratio <I> 
2 2.5 

Figure 4.27 Compari on of the results at lOmg/s 
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Figur 4.28 ompari on of the .·esults at 20mg/s 
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All the r suits sho th sam trend. From highest to lowest blow off the results are in the 

order 0 [; 

1. Paral l I gauz 

2. auz plat 
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3. Ring Bunsen 

4. Tube wire 

The results also show that the mass flow has an effect on the results for the tube and wire, 

parallel gauzes and the ring and Bunsen. The gauze and plate does not show much 

difference with different flow rates . 

4.5.2 Applied electric field effect 

The apparatus will effect the strength of the electric field produced (previously discussed 

in Chapter 3). The strength of the field will effect the strength of the effect on the flame. 

Therefore the use of different apparatus will cause different strengths of flame 

modification. The strongest fields will be applied in the area surrounding the flame by the 

apparatus arrangements such as the ring and Bunsen (2). Whereas setups such as parallel 

plates (1) and the tube and wire (6) will not produce such a magnified field in the flame 

region but will tend to produce a more uniform field . The experimental results for set up 

number 2 should therefore show a much greater field effect then the other set ups. 

As already discussed in Section 4.3 , the electric field can increase the blow off veloci ty 

for a given equivalence ratio. The effect for a plate and gauze in Section 4.3 was much 

stronger for rich flames than for lean flames . The other experimental set ups tested did 

not seem to show such a strong difference between lean and rich. A good example of this 

can be seen in the results for the ring and Bunsen arrangement (Figure 4.29). Only 

20mgls results are shown as they are the most reliable (the readings were higher on the 

rotameters so the percentage error was less, as well as being clearer to read). The results 

show an increase for both lean and rich flames (although the effect is still greater for rich 

than lean). 
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Figure 4.29 Ring and Bunsen, 20mg/s, effect of applied field 

All of the results for each set of apparatus can be plotted on one graph to sho the 

relati e eITecl of each apparatus. This is done by dividing the blow ofT elocity ith a 

field appli d b the no field blow of velocity (trend line) for that flow rate. This gi es the 

percentage increase in the blow off elocity for a given mass flow for each apparatus. 

The suits for ach mass no ha be n shown independently to make the etTect easier 

to ob erve ( mgls in Figure 4.30 10mgls in Figure 4.31 and 20mg/s in Figure 4.32). The 

results for 5K and lOkV show the same trend therefore only the lOkV graphs ha e been 

plotted. The 5k graphs can be found in Appendix 2. 
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Figure 4.30 Percentage increase against equivalence ratio for diffel'ent apparatus at 

5mgl 
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Figure 4.31 percentage increase against equivalence ratio for different apparatus at 
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FigUioe 4.32 Percentage increase against equivalence ratio for different apparatus at 

20mgls 

With no field applied the parallel gauzes produced the greatest increase in the blow of[ 

eloci of the gases. Rove er v hen a field is applied the field distortion mi ed with the 

aerodynamic disturbance does not produce such a large increase in the blow off elocity 

of the flame (s Figure 4.30-Figure 4.32). As previollsly mentioned, when the field was 

appli d to th gauz s it caused the flame to jump above the upper gauze or split into 

smaller Dames on the 10 er gauze. The r suIts do, howe er, show that there is negligible 

modification to the blov oIT limit when twice the field is applied over double the distance 

for a uniform field . This is consistent with the literature [105]. 

Figul' 4.30-Figure 4. 2 all sho that the gauze and plate produces a diagonal line with a 

positi e gradient. This is due to the increase in blow off velocity being greater for rich 

flames than for lean as pr viousl mentioned. Similar trends (greater increase for rich 

Dam s than [or I an) can also be seen for the other experimental set ups but the are not 

as pronounced. 

The diITer nc of gr alesl interest is that the effect on the blow oIT limit is different [or 

different I ctrod g om tri s ev n though the same potential is applied and the distance 

betwe n th m is th sam (xcept for the 120rnm gauze, as previousl discussed). The 

results ha e b n rank d b low in Table 4.3 . Also the results of the field strength 
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predicted by the modelling in Chapter 3 have been included to show that the ranking is 

the same. 

Rank of effed Strength of effect (experimentaJ) Strength offield (Chapter 3) 

1 Ring Bunsen Ring Bunsen 

2 Gauze plate Gauze plate 

4 Wire tube Wire tube 

Table 4.3 Comparison of the strength of the effed shown experimentaUy to the 

trength of the field predicted by the modelling in Chapter 3 

The results show how strong the effect of changing the apparatus (and therefore the field 

produced) is on the blow off limits of a flame. It also indicates that the modelling is good 

enough for comparisons between results. However, further \ ork needs to be done to 

validate the models by measuring the field strengths produced experimentally. TIlls is 

further discussed in section 7.1. 

4.6 Ignition tests 

The final test was to try and reignite the fuel and air mixture beyond the normal blow orr 

limits using the electric field (using the procedure described in Section 4.2.6). A flame 

ignition source was used. Spark igniters were considered but they require metal 

electrodes in the unbumt gas region. This region is directly next to the high oltage plates 

and would cause breakdown and make it impossible to produce a field . 

On the graphs below (Figure 4.33Figure 4.35) the blue circle corresponds to an ignition 

and a red cross corresponds to a non ignition. Only the two closest points ha e been 

shown. The best fit lines from the previous section have been added to show how it 

corresponds to the blow ofT points with and without a field . Each graph is separated b 

mass flow. Only the ring and Bunsen results have been shown as they are typical of all 

the apparatus. The same trend is found for SkV and 10kV so only the 10kV results have 

been shown (the SkV resuJts can be found in Appendi 2). 
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Figur 4.34 Igni tion points l OkV, l Omg/s 
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The results show that the flame can sti ll be ignited be ond the normal limits of 

combustion when an electric field is applied. Ignition can sti ll be achieved up to the 

electricall enhanced blow off point. 

4.7 Discussion 

The results (Figure 4 .l3) follow the theory reproduced in Griffiths and Barnard l1J, see 

Figure 4.36 and discussion in hapter 1. Large equivalence ratios are possible as air will 

diffuse into the name as it becomes richer. The exact equi alence ratio inside the name 

cannot, therefore, be calculated e actJy (which is taken into account in the theory 

reproduced in Griffiths and Barnard). The alues plotted are the equi alence ratios at the 

burner mouth (ie the air and fuel put through the Bunsen). The results plotted in this 

report should therefore look the same as the results ITom Griffiths and Bamard II] e en 

though the x axis is labelled differently. The also report that the Dame will blow oIT 

from a lifted flame following a simi lar trend to the lined flame line shown b lo\> . Th lin 

point of the Dame was ery diITicult to accuratel establish due to the small lin height 
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and the small dimensions of the flame (see Figure 4.37). It was therefore decided to 

measure the blow otT point as this was much easier to identifY clearly. The apparatus was 

therefore not capable of producing a slow enough flow to accurately show the lift 

velocity due to the limitations on the largest tube size that could be accommodated by the 

Bunsen swirler (this was an internal diameter of 4. 9mm). With the mass flow of IOmgls it 

was not possible to calculate the burning velocity; the closest that could be achieved was 

a mass flow of 7.6mgls. The lift point occurred at an equivalence ratio of 9.5 and a 

velocity of O.28m/s. A typical laminar burning velocity for a premixed flame is O.4m1s 

1901. The results therefore seem to be in the same order of magnitude even though the 

equivalence ratio is very high and the exact lift point extremely difficult to identit)·. 

Extinction 

Fuel : oxygen ratio ~ 

Figure 4.36 Taken from Griffiths and Bamard II) 
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The same procedure conducted in the presence of an electric field produces an increase in 

the blow off velocity. This increase is small for lean Dames (equi alence ratios below 1) 

and much larger for rich Dames (equivalence ratios over 1). This is probably caused by 

the increased number of ions present in a rich flame. in Section 2.1 it was shown that ions 

are produced by a chemical reaction (2.1), which is dependant on the carbon present in 

the combustion process. Lean Dames, by definition are deficient in fuel , so there will be 

little carbon present. However, in rich flames , where O2 is deficient there is an abundance 

o[ carbon. Hence the resuJts prove to be stronger [or rich flames than [or lean Dames as 

more carbon is present and therefore more sources for the production of ions. 

Practically, the lift orr point was very difficuJt to establish. This was due to the Dame 

being small and therefore the amount that the flame lifted being ery small (see Figure 

4.37). In Figure 4.37 the photograph o[ the lifted and attached Dames has been enlarged 

at the Bunsen mouth to show the lift o[ the flame. The points plotted on all the above 

graphs are the blow off line. This can be [rom either an attached flame for low 

equivalence ratios (when the Dame does not lift. before blow off) or a Ii fred Dame [or 

higher equi alence ratios (when the Dame lifts before blow 011). 

Flame lifting 

Figure 4.37 Lifted (left) and att..'lched (right) Dam 
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The results for an applied field seem to follow the blow offline from a lifted flame in the 

literature. However, the experimental procedure was the same for an applied field as for 

no field and a difference was still found between applying a field and not applying a 

field. It is therefore considered that the line recorded with the positive electrode below 

the bumer is still the lift line and not the blow offline. 

Further weight is given to this argument when the results from applying a field in the 

opposite direction are analysed. The results (Figure 4.18, 5kV applied and Figure 4.19, 

IOkV applied) do not differ from those without a voltage. This shows that the blow off 

velocity is not altered by applying a DC electric field with a positive electrode below the 

flame. Therefore the effect must be a change in the lift point of the flame caused by 

applying a field, not experimental error or measurement of the blow off point rather than 

the lifting point. 

By comparing Figure 4.17 (positive above the flame) with Figure 4.19 (positive below 

the flame) it can be seen that the electric field only increases the liftlblow off velocity 

when the positive electrode is above the burner. The results cannot, therefore, be easily 

explained by chemical changes caused directly by excitation of charged particles in the 

flame. If the changes were caused by chemical excitation then the direction of the field 

should not be significant and the increase in blow off velocity observed in Figure 4.19 

should be the same as those in Figure 4.16. This assumes that the electric field gives the 

charged particles energy which could increase their reaction rates. The direction of their 

movement should not be as significant as the amount of energy imparted. If the cause of 

the modifications were chemical excitation then there should still be an increase for both 

field directions. 

The results are, however, easily explained by ionic wind effects. The ionic wind will 

blow from the positive electrode to the negative. In the case of Figure 4.17 it will hinder 

the upwards propagation of the flame and slow its velocity. This is consistent with the 

literature. An increase in the pressure inside a Bunsen tube was measured when a field 

was applied 145\, 159], indicating this downwards force created by the ionic wind. The 
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increase in blow off velocity (as mentioned previously) will be greater for rich flames 

than for lean flames due to more ions being present in rich flames (more ions means a 

stronger ionic wind). This conclusion is further reinforced by looking at the results of a 

transverse field. The ionic wind is pulling perpendicular to the flame. Therefore the 

burning velocity becomes the resultant of the ionic wind and the flow velocity (see Figure 

4.38). Hence, the flow velocity at which combustion can be sustained is reduced. 

Ionic wind 

Resul~ Flow velocity 

velocity ~ 

Figure 4.38 Vector diagram for transverse electric field effect 

Now that the reader is familiar with the effect of an applied electric field the experimental 

results of using different apparatus can be compared with the modelling results from 

Chapter 3. In Chapter 3 it was predicted that certain experimental set ups would produce 

different electric fields. In particular the electric field in the region of the flame could be 

amplified by the geometry used. In summary, set ups such as parallel plates (number I) 

would produce a uniform field, while set ups such as a ring and Bunsen (number 2) 

would cause amplification around the BlUlsen mouth. If the field was stronger then the 

ionic wind that will also become stronger. The effects of a DC field have already been 

attributed to the ionic wind so any increase in the ionic wind strength will have a 

significant effect on the change in blow off velocity that the field causes. 

In Figure 4.27, Figure 4.28 and Figure 4.29 it can be clearly seen that the greatest 

increase in blow off velocity is created by the ring and Bunsen set up. This corresponds 

with the conclusions of Chapter 3 as this set up produces the most amplification of the 

field in the flame region. 
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It has been illustrated that it is possible to enable a flame to bum outside the normal blow 

off velocity using an electrical field (Figure 4.16). It has also been shown (Figure 4.33, 

Figure 4.34 and Figure 4.35) that it is still possible to ignite the flame in this region 

beyond normal combustion. The ignition source did contain ions and the ignition of a 

flame without ions present has not been assessed. The practicalities of creating a spark 

inside a high voltage field without disrupting the field or causing the field electrodes to 

breakdown to the spark electrodes are beyond the scope of this work. This experiment 

was intended to simulate a much larger combustor where it was asswned that there would 

be ions present during ignition (hence the use ofa flame ignition source). 

4.8 Conclusions 

In this chapter it has been shown that; 

• Applying a field increases the apparent blow off limits ofa flame 

• The increase only occurs for configurations where the positive electrode is above 

the burner 

• Apparatus that produce locally stronger fields in the flame region cause a greater 

increase in blow off velocity than those that produce a weaker field 

• The flame can still be ignited by an ignition source outside of the normal 

combustion region when a field is applied 
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Chapter 5 Effect of Pulsed Fields 

5.1 Introduction and apparatus 

The apparatus is set up as described in Section 4.2, using parallel plates as the electrodes. 

The power supply, however, is a Boumlea model 2780 high voltage pulse generator. This 

power supply requires a low voltage pulse input which was supplied by a data pulse 

signal generator. The 2780 unit produces a high voltage pulse up to a maximum oJtage 

of 5kV and a frequency of 5kHz. The minimum pulse width was SOOns. The pulses are 

produced relative to earth and when the pulse is not acti ve the electrodes return to earth 

as can be seen in Figure 5.1. The pulse was measured using a Testek TT-HVP15 HF 

1000:1 probe, connected to a Tektronics osci lloscope. The pulse width can also be called 

the "on time", referring to the time that the electrodes are charged. 

500ns 
---- Pulse width 

r 
measured here 

SkV 

1 
3kV 

1 h 1 : 1 kVolt 500 ns 
'-=-~~--

Figure 5.1 Wave form at 5kHz, 500ns pulse width (scale = lkV by SOOns) 

The rise and [all time was 200ns, therefore the wa eform [or irtuall al l the results can 

be considered to be square except for the very fast pulses where the a eform was 

slightly distorted . In this case the time period was measured from when the oltage 

reached 3kV to when the voltage dropped below 3kV. The wa eform can be seen in 
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Figure 5.1 and Figure 5.2 below [or the fastest (shortest) pulse (500ns) at 5kHz. Each 

ertical di ision is 1 kV and each horizontal division is 500ns in Figure 5.1. The pulse 

width and frequenc will be stated in the title of each picture along with the x against 

division size for all wa e[orrn pictures. 

1 
t 
+ 
! 

~ 

t , t ........ t .+ • t , • -+ ot- .............. t·..," t of -t· . •.• t ... f ... " t -+ t t .. t 

n h): 1 kVolt 50 us 

Figure 5.2 Wave form at 5kHz, 500ns pulse width (scale = lkV by 50J.lS) 

The procedure is almost identical to the previous e periments. The desired oltage pulse 

width and frequenc v ere set on the power suppl . The air flow was set and the fuel flo, 

r duced until blow orr occurred. The mass flow was calculated and if it v as not within 

10% o[ 10mgls or 20mgls (two sets of data) then the air flow \ as altered and the 

experiment repeated until the mass flow was with 10% of the desired value. 

There are se ernl ariables that effect the flame· frequenc , pulse width, equi alence 

ratio and geom try of the electrodes (shape, orientation and polarit ). Each of th e has 

an important effect that needs to be understood . The effect of each of these will therefore 

b shown indi iduall beginning with the frequenc effect. The results shov the 

broadest iev in the sam [onnat as the previous experiment (equi alence ratio s 

elocity . The pulse width can then be examined in reference to th e results. The 

g om try of the plate has alread b n discussed pre iousl (all of hapler 3 and 
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5kV 

OkV 

Section 4.5). Consequently, in this set of experiments only the plate facing gauze has 

been used. However, the results have been repeated for both polarities . 

The equivalence mtio was limited by the apparatus. As the flame gets richer it needs to 

spread to absorb 0 2 from the surroundings. The flame provides an easier breakdown path 

than air and so very rich and enlarged flames caused electrical breakdown. This trips out 

the power supply due to the large current. The lower limit was the flashback region (this 

can be seen on Figure 4.36). The blow off of flames leaner than those measured in the 

experiments below could not be measured as flashback inside the Bunsen burner tube 

occurred. The point at which this occurred was measured (although not included on the 

graphs) and it was found that the electric field did not have any effect on the value that 

this occurred at. 

5.2 Effect of frequencies with a square wave 

5.2.1 Results 

The effect of frequency is examined first. A square wave of various frequencies has been 

applied to the flame, using the procedure described above. The square wa e has equal 

"on" and "off' times and can be seen for 5kHz in Figure 5.3 below. 

, 
+-- "On" time •• "Off" time ----. 

1) hI : 1 Volt 25 u " : 

Figure 5.3 Wave form at 5kHz, O.lms pulse width (cal = lkV by 25J.1S) 
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As in the pre ious section the diagram in the top right of the graph indicates the set up 

used for each graph and the polarit of the field . The choice of apparatus was discussed 

in Chapter 3 and sections 4.2 and 4.5 and will therefore not be repeated here. In this case 

it is the gauze (earth) abo e the flame and a plate (positi e) below it. The previous results 

(no field and D ) ha also been shown on the graph for reference (4.3, Figure 4.18). It 

was shown that the DC voltage with the positive electrode below did not ha e a 

significant ffect on the blow off elocity, which can also been seen below (Figure 5.4). 

A logarithmic best fit has been applied to the results to show the trend. Each of the results 

plotted in Figure 4.18 ar an a erage oD readings taken . 

Pulse results 

7 
• No field 

1-~~ 1 6 5kHz 
e 1kHz 

5 - DC 5kV 
I/) - DC 10kV -..s4 
>- -------:--±: 
u 3 0 

~~ 
~ 

CI) 

> 
2 

~ 1 -.,,-
0 

0 0.5 1 1.5 2 2.5 
Equivalence ratio <J> 

'-

Figure 5.4 Effect of frequency with positive below lOmg/s squ3"e wave 

f..--
Results from 
section 4.3 

Th abo e graph has b n drawn on th same scale all the pre ious results ha e been 

plotted on (O-7mfs on th ax.is) . This is too large for these results so an enlarg ment has 

b n included belo, . he trend without the logarithmic fit can be seen more c1earl 

(Figure .5, and with logarithmic fit Figure 5.6) 
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3.5 

3 

:§' 2.S 
E 
- 2 >. -"g 1.S 

~ 1 

0 .5 

o 
o 

• No f ield 
SkHz - - .. 

. 1kHz 
- DC SkV • - -. 
- DC 10kV . - • . ... 

.-111 ... r J.'" ... 
0.5 1 1.5 2 2.5 

Equivalence ratio (J) 

Figure 5.5 Effect offrequency on blow offvelocity, enlargement of Figur·e 5.5 

3.5 ~-----------------------------------------------, 

3 • No field 
- SkHz 
.!!! 2 .5 . 1kHz 
E 
- 2 - DC SkV 
~ - DC 10kV 
·0 1.5 +======~---:;,,~~~--------.-----:---l 
o ~ 
~ 1 +-----------~ ~ 

0.5 f---__ ... - ------------ U <NT 

o +-------~._--------r_--------._------_;--------~ 
o 0.5 1 1.5 2 2.5 

Equivalence ratio (J) 

Figure 5.6 Effect offrequency with positive below, square wave enlargement 

The graph above shows how the effect of a pulsed fie ld is greater than the DC field 

(Section 4.4 showed that DC voltage in thi s orientation has negligible effect). A DC fi eld 

in th is orientation increases the blow off velocity by approximately 6%. Howe er a 5kHz 

pulsed field can increase it by 35% (both fi gures calcul ated from the best fi t lines at an 

equi alence ratio of 0.7, the increase for a rich flame at an equi alence rati o of 1.3 is 3% 

and 30% fo r DC and 5kHz respecti vely). It al so shows that the higher the frequency the 

greater the effect on blow ofT velocity. Further experiments see 5.4) ha e shown that the 
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increase m blov off elocity becomes larger for higher frequencies within the 

experimental range of the equipment (l6Hz to 5kHz). 

The experiment was also repeated for 20mg/s. The results show the same trend (Figure 

5.7). 

3.5 -,------.,----------------------, 

3 

Ii) 2.5 

E 2 
Z. .g 1.5 

C1l 
> 

• No field 
5kHz 

e 1kHz 
- DC 5kV 
- DC 10kV 

0.5 1------------------1 
'-------' 

o ~----_r-----,_----_r----~ 
o 0.5 1.5 2 

Eqivalence ratio CJ) 

Figur'e 5.7 Effect of froequency with positive below, 20mgls 

5.3 Pulse width effect 

With th apparatus set up as in the previous section (still positive below the flame) the 

efIect of the pulse width has been studied. The results have been shown for 5kHz (lOmg/s 

Figure 5.8 and 20mgls Figure 5.9) and for 1kHz (lOmg/s Figure 5.10 and 20mgls Figure 

5.11). For 5kHz th time p riod is therefore O.2rns (the reciprocal of the frequenc ). The 

r suIts (Figur 5. and Figure 5.9) show a pulse at 0.04rns, O.1rns and 0.16ms. These 

correspond to puls with a p rcentage "on time" of 20%, 50% and 80% respecti el . A 

a p rc ntag "on time" of 50%. The results for 1kHz show the 

same p rcentage on tim s of 20%, 50% and 80% (O.2ms O.5ms and 0.8rns 

resp cti el ). 
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3.5,-----------.-----------------------------------------, 
- No field 

3 - OCSKV 

==-EC/I 2.5 - 0.04 pulse 
- 0.16ms pulse 

~ 2 f--------.... 
~ 0.1ms pulse 

~ 1 +-------:..4..,.."-------------1 . "HT 

g 1.5 r-111 
0. 5 +-------~T~~--------------------------~ 

O +----~,_----,_----,_----._----~ 

o 0.5 1.5 
Equivalence ratio Cl> 

2 

Figure 5.8 5kHz frequency, pulse width effect, 10mgls 

3.5 
--No Field 

--OC5kV 
3 --OC10kV ../"~ -~ 2 .5 --O.04ms pulse 

/~ - 2 O.1ms pulse 
>- /~ - - O.16ms pulse 'u 1.5 

..2 // 

2.5 

Qj 1 > / / 

~ 0.5 

0 
0 0.5 1 1.5 

Eqivalence ratio <P 
'-

Figure 5.9 5kHz frequency, pulse width effect, 20mgls 

3.5 - No field 

- OC5kV 

- 0.2ms pulse 

- O.Sms pulse 

3 

~2.5 
E 
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~ 
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'g 1.5 

~ 1 I~ 
0.5 ~ 
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o 0.5 1 1.5 2 2.5 

Equivalence ratio q, 

Figure 5.10 1kHz frequency, pulse width effect, 10mgls 
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3.5 ....---------------------------, 
- No field 
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- O.5ms pulse 

Ci)2 .5 

I 2 - O.&ns pulse 
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Eqivalence ratio <l> 

Figure S.111kHz frequency pulse width effect, 20mg/s 

1.5 2 

The r suits for the 2 diITer nt frequencies and the t~ 0 different mass flows showery 

similar results. This b ing that the best percentage "on time" is 50% or a square wa e and 

the orst is 20% ~ · th th 80% alue falling bet een. The results are also el)' close 

together. To illustrat the effect described abo e the 1 kHz pulse at 20mg/s has been 

enlarged to sho th differ nce b tween 20,50 and 80% ' on times" (Figure 5.12). 
80°,(\ 

20% 

2.5 I~ 231-= 
'iil2.1 Lr------' 

E -1 .9 
~ 
'g 1.7 

- No field 
C1I 

> 1.5 - DCSKV 

- O.2ms pulse 

1.3 - O.Sms pulse 

1 .1 
- O.8ms pulse 

0.8 0.85 0.9 0.95 1 1.05 
Eqivalence ratio CI> 

1.1 1.15 1.2 

FigUl' 5.12 Enlarg ment of FigUl'e 5.11 
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5.3.1 Rich mixture results 

In the following section the velocity and mass Dow ha e been kept constant and the 

effect of pulse width on the blow off equivalence ratio measured for a gi en frequency. 

All the results in this section are [or rich flames and the elocity and mass flow has been 

included in the chart title. For example, in Figure 5.14 the elocity was 2.43m1s (using a 

2.0mrn diameter Bunsen tube) and the mass flow was lOmg/s . Using a frequency of 5kHz 

(Figure 5.14), the equivalence ratio at blow off without any electric field is 1.55 (red 

line). With a SkY DC field the blow o[[velocity occurred at 1.38 (pink line). To remind 

the reader of the effect of the electrode orientation the results from Chapter 4 are shown 

below. 

>-.... 
"g 1.5 
Q) 
> 1 

0.5 

o 
o 0.5 1 

Equivalence ratio <I> 

No Field 

- No field 
- 5kVabove 
- 10kVAbove 
- 5kVBelow 
- 10kVBelow 

1.5 

Figure 5.13 Difference between the EHT above and below the flame 

2 

The effect on equivalence ratio with various pulse widths at 5kHz has been plotted. The 

result for no voltage is shown as zero on the axis and the a erage of all the data 

readings at zero volts has been ploUed as the horizon tal red line. The results [or SkY 0 

are shown as a pulse width of 0.2 (as the time betwe n the pulses is 0.2ms for 5kHz) and 

the a erage results for SkY are also shown as the hori zontal pink line. In some of the 

graphs the skV results are also plotted for the re erse polarit +5kV abo e and ground 

below), which is represented by a horizontal light blue line. Both o[these are marked on 
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Figure 5.14 but the same alues of zero pulse width and maximum pulse width are used 

to shov the no field and DC oltage resp cti ely on all the following graphs. 

No field 

1.7 
- No field i~ · 5kHz 

e 1 .6 ~ ______________________ ~~~~~~~~D~C~~1 

o 1.5 
1; 
~ 1.4 ~~ ________________________________________ ~ __ __ 

c: 
.!!! 1.3 
IV 
> 
~ 1.2 
w 

1.1 
~4--------Various pulse widths -------.~ 

0.05 0.1 0.15 o. 5kVDC 
Pulse width (seconds x10-3) 

Figure 5.14 5kHz, pul e width vs equivalence .·atio at blow off at 2.43m1s, 10mgls 

The b t pulse width is b tv een 0.05 and O.ISms which means that the pulse is on for 

b tween 2 % and 7 % of the time. It was shown in Section 4.4 that the DC field in this 

ori ntation had ery litU effect on the Game. Howe er with the electrodes in the 

opposit on ntation th ern ct as significant. In the following graphs this alue has been 

included to compare th str ngth of the elTect. 

The r suits for 20mg/s required a higher elocity to blow off at approximatel the same 

equj alen ralio . This \ as . 1 mls and can be seen below in Figure 5.1 . The results for 

the re rse on ntation (positi e D abo e) ha e b n included for reference (electric 

blue). 
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1.7 r-; O.2ms 

& 1.6 
- No field average 

0 - +5kV below 
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C1S 
.~ 1.2 
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1 

0 0.05 0.1 0.15 0.2 
Pulse width (seconds x10-3) 

Figure 5.15 5kHz pulse width vs equivalence ratio at blow off at 3.1m1s, 20mg/s 

The trend appears to be the same although the improvement is slight! larger for the 

higher flow rate (55% instead of52% for lOmg/s). 

5.3.2 Around stoichiometric mixture results 

The same graphs can be plotted for an approximately stoichiometric flame. In this case 

the velocity was 1.55m/s and 1.58m/s for 10mg/s (Figure 5.16) and 20mg/s (Figure 5.17) 

respecti ely. 

O 95 • O.2ms 
. ~----------------~ - No field 

& 0.93 ~ _________ -I - DC below I-------#--
:2 0.91 - DC above 
" - O.2ms 
~ 0.89 
u 
i 0.87 
Ci 
.~ 0.85 
:::J 

~0 .83 

0 .81 

0 .79 

o 0.05 0.1 0.15 0.2 
Pulse width (seconds x10-3) 

-----

Figure 5.16 5kHz pulse width vs equivalence ratio at blow ofT at l.S5m/s 10mg/' 
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1ii 0 .87 
'iij 
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g 0.83 .Jl--fE!I] 
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0.79 -J-___ --=;~~!:::~~----,____--~=;:=-I---l 

o 0.05 0.1 0.15 0.2 
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FigUl'e 5.17 5kHz pulse width vs equivalence .·atio at blow off at 1.58m1s 20mgls 

The results from Chapter 4 showed that a DC field only had a small effect on the blm: off 

elocity for stoichiom tric Dames. In Figure 5.16 and Figure 5.17 this can be seen as the 

pink (positi e belo\ ) and electric blue (positive abo e) lines. The effect compared with 

the no field blo off (r d line) is very small. However the pulse at 5kHz has a much 

greater ffect than the DC field [or almost all pulse widths . Both the 10mg/s (Figure 5.16) 

and 20mg/ (Figure 5.17) how similar results, however the lOmgls is skewed to the left 

(small r puis \ idths) and the 20mg/s to the right (larger pulse widths). The difference is 

within experim ntal rror and it is assumed that they are the same. The effect also seems 

to b of the sam magnitude for both mass flow rates. 

5.3.3 Lean mixture results 

The fi sults from hapt r 4 showed that a DC field onl had a small effect on the blo off 

elocity for I an flam , pre iousl mentioned, these results can be seen on the graphs 

(horizontal lin s \ r no fi ld ' red line, +5kY above' electric blue, +5kV below; pink). 
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Figure 5.18 5kHz pulse width vs equivalence ratio at blow off at O.88mJs 10mg/s 
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e - No field 
0 0.68 - DC +5kV above += 
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Figure 5.19 5kHz pulse width vs equivalence J'atio at blow ofT at O.89mJs 20mg/s 

The results show a much Jarger decrease in the blow ofT equi alence ratio than for 0 

fi elds. The effect is the same for both J Omgls and 20mgls. 
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5.4 Effect of both frequency and pulse width 

The effect of pulse width and frequency have already been assessed separately in this 

Chapter in Sections 5.2 and 5.3 respectively. However, they have not been assessed 

together. Below the results for 5kHz (Figure 5.20), 50Hz (Figure 5.21) and 16.7Hz 

(Figure 5.22) can be seen. 

I ~ 
~ 

1.7 • 5kHz r & 1.6 
- Nofield 

0 ,..... - DC 
:;l 1.5 III ... 

~ cu 1.4 
U 

~-6 ./ C 
1.3 cu 

III 
~ 1.2 
:::J .... g 1.1 

1 
0 0.05 0.1 0.15 0.2 

Pulse width (seconds x10~) 

Figure 5.20 5kHz, at 2.43m/s, 10mg/s 
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til • 50Hz ... 
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S" 1.1 - DC 
1 - I I I 
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Figure 5.21 50Hz, at 2.43m/ , 10mg/s 
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1 -
0 10 20 30 40 50 60 
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Figure 5.22 16.7Hz, 2.43mJs, 10mg/s 

The differences are not clear on separate graphs, but they cannot be plotted on one graph 

as the time periods are so different (see Figure 5.23). 

I 1.7 

& 1.6 
0 
~ 1.5 ~ ... ... 
~ 1.4 

~ 1.3 ~ • ./ 
'" ... 
Z 1.2 • O.2ms • 20ms 
:::J • 60ms - No field 

l" '~ 0 

--DC - O.2ms 
- 20ms - 60ms 

10 20 30 40 50 
Pulse width/time between pulses -

Figure 5.23 5kHz, 50Hz and 16.67Hz, 2.43m/s, 10mg/ 

The solution to this probl em is to use the formula shown below (5.1). 

Pulse width . . ----= FractJOn "on lime" 
Time period 

III r 
---

60 

.-

(5 . 1) 

where the ti me period is the ti me from the beginning of one pulse to the beginning of the 

next. This gi es the frac tion of time that the pul se is "on ' fo r (see Figure 5 .24). Al l th e 

results therefore have a fraction "on time" of between 0 and I aJlo ing al l the di fferent 

frequenci es to be plotted onto one graph, as shown in Figure 5.24. 
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Figur'e 5.24 5kHz, 50Hz and 16.67Hz, 2.43m/s, 10mg/s propoliion on time 

It can bee s n fro m the graph abo e (Figure 5.24) that 5kHz 50Hz and 16.7Hz all 

fo llow the sam tr nd but the decrease in equivalence ratio is greater for higher 

frequencies. A gr ater range of frequencies can be seen in Figure 5.25 (lOmgls) and 

Figure 5.26 (20 mgls) but the same pattern appears; the decrease in equi alence ratios is 

greater [or high r frequencies and hen the pulse is on fo r between 25% and 75% of the 

ti me. 
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Figur 5.25 Ra n offrequenci 2.43m/, l Omgls proportion on time 
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Figure 5.26 Range of frequencies 3.1m/s, 20mg/s percentage on time 

5.5 Reverse polarity 

The electrodes were reversed (+SkV above and earth below the Dame) and the 

experiment repeated. The DC results for this orientation ha e been plotted on the graphs 

as a horizontal electric blue line. The DC line plotted is the a erage of all the finishing 

DC voltages taken (the reading at 1 for each of the different frequenc lines). It was 

found in Chapter 4 that the DC field in thjs orientation had a large impact on the blow 

oID1ift velocity for rich Dames but not for lean. This can be seen on the graphs below 

where the red line (no field) and blue lines (SkV D ) become closer together as the 

equi alence ratios become smaller. 

As the results in the previous section for lOmgls and 20mgls sho\' ed the same trends 

only 20mgls have been plotted in thi s section. 
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It was shown in ection .4 that the higher the frequency the greater the effect on the 

blo ofT equi al nee ratio. The same it true for the reverse polarity. The effect is also 

strong t v h n the fi ld is applied for between 25% and 75% of the time. The large 

dim rence that th D oltag makes at rich flames can be clearly se n (from red to blue 

lines). The high r frequ nc puis s, however, have a stronger effect [Tom an ' on time ' of 

15%. 
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For flames around the stoichiometric region the DC effect is smaller than for rich flames 

as previously mentioned (see Chapter 4). However, the pulse still has a greater effect 

(Figure 5.28). The 1kHz readings appear to have an error for higher pulse widths. Not 

only does it not follow the same trends as the other results, the equivalence ratio for DC 

blow off seems to be much higher than the other readings . They should all be the same as 

they are all the same flow rate, velocity and applied field at this point. It may be that the 

gas or air flows may have been accidentally modified to give an incorrect reading. 

For lean flames the DC field was shown to have minimal effect (see Chapter 4). This can 

be seen as the no field line (red) and DC line (blue) are ery close together (Figure 5.29). 

r- 0.7 
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Figure 5.29 Lean flame 20mgls velocity 0.89m/s 

Howe er, for a pulse fie ld there is still an impro ement in the equivalence ratio. The 

100Hz line seems to be slightly incorrect but this could be due to errors in taking the 

readings, as mentioned for the previous graph. The results also appear in a difTerent order 

to the pre ious results, with 1kHz having a greater eITect than the 5kHz. This is li kely to 

be experimental error but is worth further in vestigation to see jf this js a real effect. 
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The decrea<ie in the equivalence ratio for a given velocity in lean mixture flames, while 

significant, is still small; a velocity of O.89m1s will blow off at an equivalence ratio of 

approximately 0.7 without a pulse but when a pulse is applied this can be reduced to 0.64. 

5.6 Discussion 

The results (Figure 5.6) show that an AC field with a square waveform can increa<ie the 

flammability limits by increasing the velocity at which blow off occurs. 

The results of IOmg/s (e.g. Figure 5.6) and 20mgls (e.g. Figure 5.7) have both been 

plotted for the pulse experiments. They both show the same trend. However, exactly the 

same equivalence ratios have not been used due to the limitations on the tube sizes 

available and therefore the velocity that can be used. This means that the results cannot 

be directly compared on the same graph although the trend is the same. The experiment 

does not appear, therefore, to be dependant on the mass flow. However, although there is 

a significant difference between the mass flows (100%) in this experiment they are not on 

the same scale as mmy of the common flames used by industry (650MW (117]). The 

experiments were not designed to prove that the effects were completely independent of 

mass flow, only that it did not have a significant effect in the context of this experiment 

It is worth investigating the effect on much larger flames, but this is beyond the scope of 

this work. 

The energy released by the flames used in this experiment hac; been calculated below to 

show the difference in scale between these flames and those used by industrial burners. 

The energy released ca1 be defined as the difference between the enthalpy of formation 

of the products and the reacta1ts [116], as shown by equation (5.2). 

H~=Hprod-H"'ad 

Assuming complete combustion the reaction can given by 

C1HS + 10(°2 + 3. 76N2 ) ~ 3C02 + 4H 20 + 37.6N2 
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As mentioned previously this is not the exact reaction and there are many intermediate 

states. However, the total energy released is given by the difference between the 

formation energies of the starting molecules and the final molecules which reaction (5.3) 

represents. For the purposes of the energy calculation N2 can be ignored as the energy it 

contains is the same for both the products and the reactants. So the equation (5.3) 

becomes~ 

(5.4) 

Therefore equation (5.2) can be written as~ 

Hcombtutimr = (3Hco +4HHO )-(HcH ) 
1 J J • 

(5.5) 

The energy of formation of all of the molecules is given below in Table 5.1. 

Molecule Enthalpy of fonnation 

C)Hs -103,850 

O2 o (Oxygen is an atom so there is no formation energy) 

CO2 -393,520 

H 2O (liquid) -241,820 

Itl!tnn .r\ ., Il, 1l1.0 

Table 5.1 Fonnation energy for products and reactants 

For the flames used in these experiments the energy stored in the water (making it a 

vapour not a liquid) is not recovered. Equation (5.5) can then be solved~ 

H combtutimr == (3( -393,520)+4( -241,820»-(1(-103,850» 

H combu3liolf = -2,043, 990kJ / kmol 

The molecular weight of propane is 44.097 [116]. Therefore the result in kJ/kg is 

H = -2,043,990 
t:ombtutimr 44.097 

H t:ombtutimr == 46352kJ / kg 

The fuel flow in the experiments is between 1.5 mg/s and 0.15 mg/s. This gi ves 

Max 1.5xl0~ x 46352 = 0.069kJ / s 

Min 0.15 xlO~ x46352 =6.9xI0-3kJ / s 

Therefore the flames used in this experiment range from 6.9 to 69.5watts. 
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The effect of a high voltage pulse on a flame is much larger than for a DC field in both 

orientations of electrodes. The ditTerence is larger for the first set up described (positive 

below and earth above, Figure 5.30), particularly as a DC field in this orientation was 

sho\W to have negligible etTect in Chapter 4. This was true for all the frequencies used 

(although at 50Hz the etTect was only equal to the DC rather than significantly exceeding 

it). The results were very frequency dependant. It is probably easiest to see this from 

Figure 5.25 and Figure 5.26. These graphs clearly show that the higher the frequency the 

greater the enhancement of the blow otT velocity. This was true for rich, stoichiometric 

and leml flames for both mass flow rates. 

Figure 5.30 Positive EHT below 

All the frequencies show that the best ratio of pulse width to the time between pulses is 

between 0.2 and 0.8 but peaking at approximately 0.5. The curve is very flat bouomed 

and the difference between the effect at 0.2 and 0.5 is small. Practically this could be very 

advantageous as the power consumption for a 0.2 (or 20% on time) pulse is much less 

than a 0.8 (or 80% on time) pulse. The improvement between 0.2 and 0.5 is small and 

probably not worth the extra energy consumption (0.5 takes 150% more than 0.2). 

It is also very importmlt to note that the etTect seems to occur in both rich Imd lean 

flames. The effect does appear to be greater for rich flames than for lean flames, as in the 

experiments with DC field. Many of the modem bumers work in the lean region (to 

ensure complete combustion and to try and keep the flame cooler to prevent NOJ. The 
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increases in the blow off limits in this region are therefore very useful as they could be 

used to stabilise lean Dames, which are generally less stable than rich flames. 

Unlike the DC results in Chapter 4, the results cannot easily be explained by the ionic 

wind. This is mainly because of the time it takes for the ionic wind to activate. Marcum 

and Ganguly [39] used a high speed camera to show the ionic wind effect on a flame 

when a pulse is applied. Figure 5.31 shows clearly the time period that the ionic wind 

takes to effect the flame; it is in the order of 6ms. The effect was still easily observable 

with pulses of less than 6ms, in fact it could still be seen with a pulse width of 500ns 

which is 12,000 times less than that required to cause ionic wind effects. This means that 

the effects cannot be due to the ionic wind for any pulse of less than 6ms or a square 

wave frequency of greater than 83 Hz. 

Figure 5.31 Ionic wind effect on a name from Marcum and Ganguly 139) 

The enhancement of the blow off velocity occurs for both orientations of electrodes 

(Figure 5.30 and Figure 5.33). However, the effect is stronger when the positi e electrode 

is above and the earth below (Figure 5.33). It was shown in ection 2.1 that the major 
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ionic species were positive, while the negative species were free electrons. It has been 

suggested that the etTects of AC fields could be due to an increase in the energy levels of 

electrons by the electric field [26]. When the positive electrode is above the flame the 

electrons would be pulled up, away from the reaction zone. Figure 5.32 shows that 

electrons are pulled out of the flame with frequencies of I ()~z or less. This means that 

the electrode must be charged for 500ns to pull an electron out of the flame completely 

(assuming no collisions). For the frequencies used (5kHz and below) it is therefore 

probable that the electrons will be pulled out to the electrodes rather than being excited in 

the flame, unless they combine by secondary ionisation. However, ionic species and ions 

will not be pulled out of the flame by the frequencies used in this experiment, particularly 

when the reduction in speed due to collisions is taken into account The amplitude of 

ionic species at 5kHz, according to Figure 5.32, is the width of the pyrolysis zone. The 

pyrolysis zone is within the flame and would cause the ions to be pulled back through the 

reaction zone, allowing more time for them to react fully. This may even allow reactions 

with other species that they would not normally be possible because they would not 

normally coexist in the same part of the flame. This is the method used by Marcum and 

Ganguly 139] and Wiseman et aI [40] to describe the effects of an electric field on a 

flame. If this was the case then it would explain why the higher frequencies used in this 

experiment showed stronger effects as the amplitude was lower and fewer ionic species 

escaped to recombine at the electrodes. The description of139] and 140] is mostly related 

to a DC field where it is assumed that OH is ionised and is pulled back into the preheat 

zone. There is a deficiency of OH in this region and the increase in the concentration of 

OH caused by the electric field therefore increases the reaction rate. The use of a pulse 

could also achieve this effect if its duration were long enough for OH to be moved the 

distance between the flame bOlUldary and the preheat zone (as shown by Figure 4.30). 
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Figure 5.32 Copy of Figure 2.5. Taken from Weinberg (47) 

It has also been suggested that nitrogen could be ionised by free electrons in the manor 

described below (from Shebeko [95]). This would allow electrons to cause the effects 

observed. 

The field excites nitrogen particles 

N2(v =O)+e- ~ N2(Vl~ O)+e­

The excited N2 then transfers their oscillatory energy to 02 

N2 (v )+02 (v 1= 0) ~N2 (v -1)+02 (v l
= 1) 

The excitation of O2 increases the reaction rate of 

(5.9) 

(5.10) 

(5.11) 

The pace of many combustion reactions is set by this elementruy reaction, page 3 [70]. 

There have been several other papers that have also observed the effect with N2 and not 
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with other gasses (64), (75). It also has been numerically shown that alteration of this 

reaction is in the correct order of magnitude to explain the flame speed increases sho\\n 

experimentally [50]. Further support to this theory is given by Gulyaev et al[96] where 

the concentration of negative ions in the flame front is shown to decrease in the presence 

ofN2 but not when it is replaced with Ar. 

The results of the tests conducted by Shebeko [95J were repeated by Gulyaev et al [64] 

with Ar used instead of N2 and the effect of the electric field on a flame was greatly 

reduced. This has been further discussed in Section 2.4 and consequently will not be 

repeated again here. Further work is suggested to repeat the tests using a pulsed field with 

air replaced by an Ar/02 atmosphere. This would identifY the importance of N2 for the 

use of pulsed fields as the tests were conducted for AC square wave fonns. 

This study has looked at the use of pulses as short as 50Ons. However, the time between 

the pulses was comparatively long due to the limitations of the power supply. The effect 

was observable with these shorter pulse times but by the time the next pulse was applied 

there would have been several generations of species that would have been completely 

Wleffected by a pulse, thus the average effect would be small. This is probably the reason 

why the effect is strongest when the pulse time is approximately 50% of the time between 

pulses (square wave). It would be expected, if the cause was due to larger ions or ionic 

species, that the effect would begin to decrease again as the frequency increases. This is 

due to the amplitude of the ions becoming smaller for higher frequencies. If the results 

were due to additional energy being given to the ions rather than their amplitude then the 

effect may not decrease as the frequency increases. Further work is needed to identifY 

which effect is dominant. 

C:::::=:::l"" -1~ 

FiCUI"e S.J3 Positive EHT above 
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The difference between the rich and lean flames could be due to the direction the ions are 

pulled in compared to the flame. An image of the seed in the flame used in Chapter 6 

shows the flame boundary clearly (Figure 5.34). The bright white seed at the base of the 

flame is before the reaction zone and the lighter seed is after the reaction (this is because 

Figure 5.34 Comparison between lean, rich and stoichiometric flames 

From Figure 5.34 it can be seen that the flames for the 3 different equi alence ratios are 

very different in size. The field however is in the same direction. This means that the 

field relative to the flame boundary is not the same for all of the results. For a rich flame 

the field will pull the ions much more parallel to the boundary but for a lean flame it will 

be much more perpendicular. This may have a significant difference and needs further 

work to clarify this . This could be conducted using the spherical burner used by Yuan et 

al [35] and Sher et al [91] (see number 9 in Table 2.1) as the field would always be 

perpendicular to the flame. The results could only be qualitatively compared due to the 

difficulties predicting the field strength with this orientation. 
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5.7 Conclusions 

In this chapter it has been sho\W that; 

• A pulse field can increa<ie the flammability limits of a propane flame by 

increasing the blow off7lift velocity 

• The increase in blow off velocity is greater than the increase for a DC field 

• There is an increase in flammability limits whether the positive electrode is above 

the flame or whether it is below the flame 

• The effect is strongest \\hen the plate below is earth and gauze above is positive 

• The greatest increase in blow ofTllift velocity occurs when the pulse is on for 

between 25% and 75% of the time 

• The increase cannot be due to ionic wind effects as the pulses used are shorter 

than the time taken to create an ionic wind 

• The effect must be due directly to chemical changes to the flame caused by 

excitation or greater mobility of ionic species 

• The increase in flammability limits is greater for higher frequencies up to the limit 

of the equipment (5kHz) 

• Further work needs to be conducted to discover the effect of increasing the pulse 

repetition frequency 

Further work is required to show \\hether method of increasing the blow off limit is 

described by; 

The field excites nitrogen particles 

N2(v=0)+e -+N2(v'~0)+e 

The excited N2 then transfer their oscillatory energy to O2 

N~ (v) +02 (v' = 0) -+ N2 (v -1) +02 (v' = 1) 

The excitation of O2 increases the reaction rate of 

H+02 -+OH +0 

or by ions being pulled into the preheat region and recombining to for OH directly. 
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Chapter 6 High Speed Camera Work 

6.1 Particle image ve/ocimetry (PIV) 

Particle image velocimetry or PlY is a technique that gives the elocity map of a fluid in 

2D. It is a powerful technique that allows a large amount of data to be processed ery 

quickly. It relies on the simple formula of elocity being equal to distance divided b 

time. The movement of small particles carried in the fluid flow (known as seed) is 

measured between two frames taken by a high speed camera (so the time between frames 

is known). 

The seed is illuminated by the use of a laser sheet to give a 20 iew of the flow. A 

camera was mounted at 90° (as shown in Figure 6.1) and took two images. 

Seed 

.,. Laser beam 

amera 

Laser 

Figure 6.1 PlY et up 

The laser sheet is pulsed and the timing coordinated with the cam ra, meaning that the 

exposure time and therefore brightness and sharpness of the particles can be manipulated 

(see Figure 6.2). The laser is so much brighter than the name, onl the particles 

illuminated from the laser are detected. This means that the laser can pulse at the end f 
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one frame and the beginning of the nex1. This allows a much shorter time between the 

images recorded than if the processing relied purely on the camera frame rate. 

Laser 
pulses 

Time for one frame 

image I I image 2 image 3 

1 

image 4 

I I 
2 

Figure 6.2 Comparison oflase." pulse and frame time for camera 

The two images recorded are black and white to allow easier processing (for an example 

see Figure 6.3). 

Figure 6.3 PIV imag s 

Both of the images are split up into interrogation areas. The interrogation area is d fin d 

at the b ginning of the processing b the user. The choice of interrogation area requires 

skilful choice. The interrogation area needs to be small enough so lhat it can be assurn d 

that all the s d in a gi n interrogation area has the sam velocit . Hove er, it also 

needs to be large enough so that there are enough particles to calculate the a erage 

elocity of the interrogation area The a erage elocity of all the seed in that 

interrogation area is found b correlating the pi 'el intensit with particle distances. To 

dem n lrat this a implified n dimensional e ample can be used (Fi!:,'Ure 6.4). 
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a I b c =:JI'==:::::J.e:==:JIC===::::::JIC:=== First image 

1 2 3 
• • • Second image 

Figure 6.4 Simplified PIV 

The results are made binary so that 1 represents a light patch and 0 a dark patch with no 

seed. Equation (6 .1) can then be used . If the results [or this are plotted (see Figure 6.5) a 

large spike will appear when there are several particles that have moved the same 

distance. This distance can then be taken to be the average distance mo ed by all the 

particles in that interrogation area and the velocity can be calculated. 

R 

R(8 x) = L1l(X)12(X+8 x) 
Ox 

Noise 

al + b2 + c3 

Figure 6.S PIV calculation 

(6.1) 

As Figure 6.5 shows this also eliminates the noise. The same can be repeated for the y 

direction and a 3D graph can be plotted, similar to Figure 6.6, courtesy o[ La Vision 

[ 118]. 

158 



'. Ii.: 

1 ~ . ... ! : . . 

Figure 6.6 Typical groaph of particle movement from La Vision (118] 

The peak can then c1earl be identified and the average distance moved by the particles in 

that interrogation area found . The time between frames Oaser pulses) is known and so the 

elocit can be calculated. This is then repeated for the remaining interrogation areas. 

The time betwe n the pulses can b varied for different applications. This time must be 

short nough to b abl to id ntil' the particle pairs but the greater the distance moved by 

the seed the more accurate the elocity calculation. 

The r olution is d p ndant on the size of the interrogation area Smaller areas gi e a 

higher r solution but requir more seed. There needs to be several particles to pair within 

each interrogation area Therefore the smaller the area the greater the seed density needs 

to b . Th re i a limit to th amount of seed that can be introduced into the fluid and this 

therefor nds up b ing th limiting factor. 

Th r olution can onl b as good as one pi el as this is the method to make the data 

binary. Ho e r if a Gaussian fit is applied to the data the resolution can be made 

greater than I pi ' I with good accurac (see La Vision [L 181 and Dantec Dynamics [119] 

data h ts and w b it . Figur 6.7 shows how the distance mo ed (in pi 'els) can be 
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shown for an interrogation area. The Gaussian fit is then shown on top of the integer plot 

This gives a resolution of greater than 1 pixel. The top image shows how allowing the 

image to become slightly unfocused blurs the image so a single seed is spread over 

several pixels, giving a stronger peak (the noise is comparatively less). The bottom image 

shows the larger effect of noise. 

1 2 3 4 5 6 -

Figure 6.7 Gaussian fit or the binary data (top several pixel per particle, bottom one 

pixels per particle) 

6.2 Seeding 

6.2.1 Apparatus selection 

As mentioned previously, seeding is the major factor in determining the size of the 

interrogation area and therefore the resolution possible in a particular situation. Seeding 

is also very difficult to achieve correctly. If there is not enough seed then the resolution 

\\'ill be too low, however, if there is too much seed then it can quench the flame or alter 

other burning characteristics. Introducing the seed into the air flow is also difficult. The 

flow rates in this experiment were small (lOmgls and 20mgls). This means that getting 

the air flow to pick up seed particles is a problem In order to achieve the correct seeding 

level in these experiments several types of apparatus were tested. These included a 

fluidised bed, liquid seeding and a variable flow rate seeding device. 
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The fluidised bed seeder consisted of a sealed container containing titanium dioxide 

powder. The air from the inlet was intended to create a fluidised bed and as it did so carry 

the titanium dioxide particles through the outlet to the flame. However, the small air flow 

could not carry the seed with it. More successful attempts were made when the titanium 

powder was dried before use. However, this only worked for one test and a fresh batch 

had to be purchased for each test. 

Air inlet 

1 
Air outlet 

( 

Sealed container 

Titanium dioxide powder 

Figure 6.8 Fluidised bed seeding device 

An alternative was found by the use of liquids that once exposed to water produced 

titanium dioxide. The two options available are titanium tetrachloride (field and 

titanium isopropoxide (fi {OCH(CH3h} 4). Titanium tetrachloride reacts with water as 

shown in equation (6.2); 

(6.2) 

This is lI1favourable as when HCI is dissolved in water it forms hydrochloric acid which 

is dangerous. This makes handling of it difficult in laboratory conditions. Titanium 

isopropoxide is a derivative of titanium chloride with isopropanol as shown in reaction 

(6.3) 

(6.3) 
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Titanium isopropoxide also reacts with water to form titanium dioxide, as shown in 

reaction (6.4); 

(6.4) 

The bi-product is propan-2~1 «CH3)zCHOH). The experiments conducted previously 

used propane as the fuel. The propan-2-o1 produced by the titanium isopropoxide will 

also combust and will provide a distortion to the results. Tests were conducted to see if 

the propan-2-o1 altered the electrical effects of the flame, which can be seen below. The 

results of this will be discussed below. 

However, there is a danger that if the flame flashes back into the swirler it may also be 

able to flashback into the seeding device due to the propan-2~1 present in the airline. In 

the worst case this may cause the seeding container to explode. To minimise danger from 

this, the seeding device was enclosed within a metal container. The holes for the fuel and 

air lines at the top were made large enough to vent any explosion safely away from 

anybody present. This would not normally be possible as the flame could not bum in 

either the pure propane or the air inletting the swirler. The flame would then just form at 

the exit of the propane inlet where it could be oxidised from the ai r entering the swirler. 

The compressed air used in these experiments was damp enough to provide sufficient 

moisture to allow the reaction shown above. The titanium dioxide powder was also 

already airborne after formation which allowed the smaller flow rates to carry it into the 

flame. The set up can be seen below in Figure 6.9. The air inlet required a series of small 

holes at 90° to the main bore. This prevented large bubbles forming at the exit, which 

caused the flame to pulsate. The smaller holes allowed the air to flow through the liquid 

at a more constant rate by allowing a slight pressure to build up behind the exit. 
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Air inlet Air and titanium 

1 
dioxide out to 

( burner 

Sealed container 

Titanium isopropoxide 

L..-----=-...IL...-_ Small exit holes 

Figure 6.9 Seeding method 

The difficulty with any seeding method is to achieve the correct amount of seed. Too 

little seed and the PIV will not be able to achieve an interrogation area small enough and 

too much and the seed may start to effect the flame (quenching it for example). To try 

and resolve this issue, the following set up was used (Figure 6.10). 

Air ~ E1 Air and seed 

n'1tl~t 

Q$ 
Flowmeter r- l-

V ~ 0 

~o 
0 0 

Figure 6.10 Variable air Oow system 

This system allowed the amoWlt of air passing through the seed container to be varied. 

thus controlling the seeding rate. It was found, for the low flow rates used in this 

experiment. that all the air needed to be passed through the seeding device to generate 

sufficient seed. This meant that the variable air flow system was not required for the flow 

rates used in this report. 
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This procedure has not been widely documented and no research has been conducted to 

calculate the exact amount of propan-2-01 produced. This is extremely difficult to 

calculate due to the difficulties in predicting the amount of water apour in the air inlet. 

This additional fuel will efTect the equivalence ratio. However, the seeding is onl being 

used to make the flow visible and the results shown in the pre ious sections do not use 

the results with the seeding method present. As an approximation it may be possible to 

assume an additional " imaginary" propane input from the titanium isopropoxide to 

account for the change in the equivalence ratio. This method for doing this is shown 

below. It is also possible that the propan-2-o1 creates ions in different concentrations to 

those produced by propane alone. The titanium dioxide can also quench the flame if 

present in large enough quantities. The tests conducted in Chapter 4 ha e therefor been 

repeated with the seeding present to verify that there are no other significant effects of the 

small amount ofpropan-2-01 than to change the equivalence ratio. 

Below the best fit lines of Chapter 4 have been plotted, along with the data taken with the 

seeding present for 10mgls (Figure 6.11) and 20 mgls (Figure 6.12). 
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Figure 6.11 10mgls titanium isopropoxide 
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Figure 6.12 20rng/s titanium isopropoxide 

Both Figur 6.11 and Figure 6.12 show that with the seeding present the data is shifted 

slightl to the left (th ITc ct at low equivalence ratios is greater than at higher 

equi a1 nee ratios . If a gu ss of the equivalent propane present is made to account for 

the propan-2-ol (1 ml/s for th 10mg/s case and l.SmJ/s [or the 20mgls) data points follow 

the best fit lin s [To m hapt r 4 ery closet (see Figure 6.13 and Figure 6.14). 
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Figure 6.14 20mVs with O.1Smgls fuel added 

The reason that a greater amount of propan-2-01 is produced by the 20mg/s case 

compared to the 10mg/s case is that the flow rate of air through the titanium isopropoxide 

is greater, therefore there is more water vapour to react with , producing a greater amount 

of propan-2"J and titanium dioxide. 

The results were also repeated with a fresh batch of titanium isopropo ide. It was found 

that the results did not follow the same trend as shown abo e. Therefore each time a 

fresh batch of titanium isopropoxide is used a new correction factor needs to be 

calculated . This could be done simply by testing the blow oIT of the flame at a gi en 

equi alence ratio with and without the seeding present. The difIerence in the amount of 

fuel flow required at extinction with the seeding system present, compared to without it 

would gi e a reasonably accurate estimation of the propane correction factor required. 

The skew due to the propan-2"1 created b the seeding process can be compensated for 

b the addition ofO. lrnJ/s and O. ISmlls of propane for (0 and 2 mg/s respecti el in the 

calculations. This diITerence is not crucial as the PlV ork on1 aims to shov the results 

for a t pica! lean, stoichiometric and rich Dame. 
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6.3 Results 

The e 'periments were conducted for three flames at lean, stoichiometric and rich 

conditions. All had a mass flow of approximately 20mg/s. The exact conditions of each 

flame can be seen below in Table 6. 1. The corrected equivalence ratio can also be seen 

for all the Dames. 

Type of Mass flow Velocity Equivalence Corrected 

flame (mg/s) (mls) ratio equivalence ratio 

Lean 19.83 0.88 0.46 0.71 

Stoichiometr 19.97 1.58 0.86 l.1 

IC 

Rich 20.43 3.12 1.64 1.88 

Table 6.1 Conditions of the three flames used in the PIV work 

The two images taken b the camera for zero applied field can be seen in Figure 6.l5 . 

The name can be c1earl identified (cone shape). The laser produces a pulse at the end of 

the first frame and another at the beginning of the second frame. In this \ a: the images 

are recorded 0 er a smal ler time frame ([or both the image itself and the time bet\ een the 

images), without having to purchase a higher speed camera or have to intensify the image 

due to the short e 'posure time. 

Figure 6.15 Frnm 1 (I ft) and 2 (right) image 7 

From this the PlY can be p rformed to show the elocities through a slice of the Dame. 

The final example of this can be seen in Figure 6.1 below. 
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Flow direction 
changes across 
flame boundary 

Flame boundary 

Expansion from 
Bunsen 

Figure 6.16 Average PIV 

'I' 
I ' 
~~ 

Bunsen mouth 

~ Laminar Dow 

Gap in PN due to lack 
of seed (see Section 
6.3.3) 

Distortion caused by 
light reOection from 
Bunsen 

H.I 

The scale of the arrows (colour) is shown. below the PIV image. At the base of the PN 

the gas flows in from the Bunsen (as indicated). The Bunsen caused light from the laser 

to reflect giving a false reading as shown (this is discussed further in ection 6. . and 

can be seen in Figure 6. 18). The gas e pands out from the Bunsen mouth particularl 

sharply at the flame boundary. Immediately beyond this there is a gap in the PN. This is 

due to either the seed being burnt up in the flame front or its reflecti e properties being 

altered when it is hot. From the Dame front the flow continues to e pand until it reaches 

an e en, laminar velocity. 

The PN shown abo e is the average of 100 processed " mo ing a erage' PIV images. 

The following Sections (6.3 .1 and 6.3.2) show ho the raw black and white images are 

processed to attain the average shown in Figure 6.16. 
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6.3.1 Adaptive correlation 

From these two images the PrY can be de eloped as explained above. A technique called 

adapti e correlation has b n employed to refine the interrogation area 

Adapti e correlation is a method that automatically selects the smallest interrogation area 

possible for the seed a ailable. A large initial interrogation area is used. The results from 

this initial guess are used to form a new smaller interrogation area This is repeated until 

the smal lest interrogation area to produce realistic results is found. 

The r ults for this can be seen in Figure 6.17. The results are colour and size coded 

meaning that fast r locities are large red arrows, while slower elocities are small blue 

arro s. From Figure 6.17 it can be seen that there are se eral vectors that appear to be 

incorr ct as th are in diITerent directions to the surrounding flow. This is often the case 

[or PIV ork and a technique called 'mo ing a erage" has been employed to try and 

id ntify the e out! ing ectors and remo e them (see Section 6.3.2 for more details) . 

Figur' 6.17 Adaptive correlation 

... , ... 

The gap around th flam boundary here th flo expands, is probabl due to the 

flam rea ti n zon bing h r and th s d being consumed in the combustion process. 
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If the PIV results are shown on top of the image (Figure 6.18) then it can be seen that the 

gap is in and immediately after the reaction zone. 

• '1 

Figure 6.18 Adaptive correlation on top of image 

6.3.2 Moving Average 

, ..• .. 

This method uses the results from the adapti e correlation and tries to eliminate the 

outlying vectors that are not consistent with the veloci ties of surrounding interrogation 

areas . The velocity of an interrogation area is compared with the elocities of the 

surrounding interrogation areas . If there is a large difference then the odd results are 

removed. The difference that the moving average makes can be seen in the results below 

(Figure 6.19). 
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Figure 6.19 Adaptive con-elation (left) and movil1g average (right) 

As the r suits hO\ th mo ing a erage removes the outlying vectors. However, this 

proc sing is onl for on pair of images. The software can be set up to take more than 

one pair of images. Adapli correlation can be applied to each pair of images and the 

eral s ts or adapti e correlation resuJ ts taken for a gi en interrogation area 

If th sam loci ty pattern is bing observed over a period of time then this can produce 

ery good results. This \ ' 11 not produce good results if the flow is changing 0 er time 

and a napshot [the 00 at a gi e lime is required. In the case of this report the flame 

as stabl and the 10 iti s r mained similar during the time it took to take several sets 

of imag s. In thi s cas th a rage of 100 image pairs has been taken. The software 

dis un an tor that ha b n replaced during the mo ing a erage processing. 
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Figure 6.20 Average 

The colours only show the difference in scale for each PlY, not the absolute elocity 

therefore the colours cannot be compared between PIV figures. 

6.3.3 Velocity profile and regions of poor seeding 

In order to compare the PlY to the experimental results of hapter 4 and hapter 5, th 

elocity o[ the Uow at the Bunsen exit could be measured. It can be seen in Figure 6. J 8 

that there is a region of high reflection [rom the Bunsen at the base of the image. The PlY 

in this area shows large velocities that do not seem realistic. Howe er the larger ctors 

at the base of the image can be explained by the reflection o[ the Bunsen tube distorting 

the PlY signal. 

From the calculations performed in hapter 4 and hapter 5 the elocit at the exit as 

predicted to be O.89m/s at a mass Dow of20mg/s. The elocit at the exit is not readable 

in the PN due to the reflections [rom the burner, but just abo e the burner the elocit 
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as app rox im ate I O.6m/s . This can be seen from the velocity profile llmm from the 

Bunsen exit on a lean flame with no applied field (Figure 6.21). Note the x axis scale 

begins from an arbitrary start point and is only an indication of position. The peak at 

2.3mm represents the centre of the flame. 
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.s 0.4 +--------f------.3f---------- ------l 
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0.1 +--~-~~~~-----~-_4--;,--------; 

o ~~~-~~~-~----~~~-._~~~~~L--~ 
o 2 3 

Distance (mm) 

4 

Figure 6.21 Velocity profile llmm above Bunsen nozzle 

5 6 

In Figur .2 1 Ih re peaks can b seen. This is due to a poor PIV signal in the regions 

b twe n O. -1. mm and 2 . -3 .9mm. This can be seen from the average PIV in Figure 

6.22 b 10 mark d "B '. 
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Figure 6.22 Average showing line analysed 

Velocity 
profile at 
21mm 

Velocity profile at] Imm 
. ., 

In Figure 6.22 there is a region where there is no PIV (region "B" ). This can be se n in 

Figure 6.23 as the area immediately surrounding the sides of the Dam . 

Fi ure 6.23 PIV uperimposed on top ofimag 
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The reason for the lack of PlY in this region is due to a lack of seed (as Figure 6.24 

shows). The region v here there is no PIV signal seems to have very little seed present. 

: . ... .. : .... .. .............. ............ . 
~ Seed "cloud ' ; 
L~............... . ................... : 

Figure 6.24 Fram 1 (left) and 2 (right) 

Th re could b man reasons for this containing no seed, however it is not so easy to 

e 'plain wh this s d r app ars (region ' C '). There are two possible explanations for 

h thi s is 0 curring' 

1. Air ntrainm nt fr h air will not contain seed) and recirculation offlame gases 

hich contain s d 

2. Poor r flection from s d 

B th o[ th 'planation ha probl ms. Air entrainment would seem like the ob tOuS 

planation. Hov r in ord r for the se d to r appear in region ' C ' there must b a 

r circulati n of air from 0 er the top of region ' B" into region ' C". If this as the 

cas th n th r i ulation \ ould be isible in the PIV shown in Figure 6.22. The PIV 

tor do not upp rt thi th ry. 

Th oth r p ibilit i that th 10 some of its refracti e properties in this region. 

It has b n hown that titanium dioxid e 'peri nces a phase change (from anatase to 

rulil wh r it I r era ti prop rti s betw n 100 and 400°C [120], l121] and 

th n turn ba k again as it 01 . The problem with this argument is that it ould be 

xp ted that thi 

happ n till uffi i nt 

curs in all areas surrounding the flame. This does not 

d at th top of th flam for the PIV to be calculated. 
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The region above the flame is also the hottest and it would be expected that the seed more 

readily changes phase in this region. It may be that a signal is still achieved because there 

is much more seed in this region as it is directly in the flow path. Figure 6 .24 does 

support this argument ~ there does seem to be the same region of lower seeding above 

the flame as there is to the sides. There has also been suggestion that the phase change 

occurs in sma1ler particles at a lower temperature than for larger particles [120] ; this may 

explain the results. The lighter, smaller particles are more likely to be drawn to the sides 

as they are easier to move and the larger particles will tend to flow straight upwards as 

the expansion flow is not as strong. It may therefore be that the particles drawn outwards 

into the area of expansion at the sides of the flame are smaller and are able to change 

phase at the lower temperature. A similar argument can be made for any crystalline 

changes to the seed . Smaller particles will change structure more readily than larger ones. 

These crystalline changes, which can be caused by temperature changes, also change the 

refracti e properties oftitanium dioxide [121). 

Figure 6.24 also supports this argument as the seed "cloud" does not seem to be distorted 

by air entrainment in region "8 ". The seed appears to expand out e enly from the Bunsen 

mouth, indicating that no significant air entrainment is occurring. If this is the case then 

the elocity profile should look more like Figure 6.25 than Figure 6.21 . 
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Figure 6.25 Estimated velocity profile for region where eed is deficient llrnm 

above Bun en 
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Calculation of the flow rates from the velocity profile supports the second argument; 

The volumetric flow rate (V) is given by; 

V = vA (6.5) 

where, 

v = elocity (v = fer»~ 
A = Area (in three dimensions) 

If the flow is assumed to be c lindrical (as if it was flowing through a pipe) then the area 

of a thin slice (width dr) can be gi en by 

A = 21Crdr (6.6) 

As dr tends to 0 then the olumetric flow rate between the centreline (ro) and the outside 

radius (r<v can be gi en b ; 

J ~ fer) x 21Crdr (6.7) 

This can be sol ed by Simpson s rule (trapezium rule) for the two velocity profiles. The 

volumetric flow rate can be con erted into the mass flow rate by multiplying it by the 

density. It is reasonable to assume that the density is that of air (the flame is lean and the 

flow rate of air is much greater than that of propane). The velocity profile from Figure 

6.21 gi es a mass flow of 12.2mg/s. The velocity profile shown in Figure 6.25 gi es a 

mass flow of 19m9ls. The (low rate measured e perimentall was 20mg/s. The lower 

mass flow rate could be easil accounted for by the underestimate of the elocity fit of 

Figure 6.25. Figure 6.26 shows that the profile s lightly further from the Bunsen is much 

broader at the top and more curved, rather than the straight line estimated in Figure 6.25. 

The inclusion of the additional mass of propane would also increase the mass flow rate 

calculation. 

The flow rate is further developed at 21mm above the Bunsen and is not effected by the 

loss of PIV. Additional air will have been entrained by this point. The calculated flow 
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rale for this profile is 27mg/s. This seems realistic when it is compared with the profile at. 

11 mm above the Bunsen (see Figure 6.26). 
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Figure 6.26 Comparison of the velocity profiles llmm and 21mmm above the 

Bunsen 

rt can be concluded that the likely cause for the reduction in seed is a drop in the 

refracti e index of the titanium dioxide particles due to either a phase or crystalline 

structure change. Howe er further work is required to confinn this. The mass Dow 

readings from the experimental data are also confinned by the measurements taken from 

the PlY. 

The results for rich {lames showed even greater distortion due to this seeding problem 

(Figure 6.27). Stoichiometric Dames were so distorted it as not e en poss ibl to 

generate any PlY in the flame region (Figure 6.28). This supports the phase change 

argument as the higher temperatures in stoichiometric Dames will increase th amount of 

titanium dioxide which transfonns from the anatase phase to the rutile phase, or the 

number of particles which change to their crystalline structure. The PrY for 

stoichiometric flames has therefore not been included in this report. Howe er, th r ults 

can be found in Appendi 3, along with additional pictures of the results that ha e not 

been used. 
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Figure 6.27 Rich name image and average PIV 

i ure 6.28 toichiom h'ic flam flame image (left), average PIV superimposed on 

top ofimag c nh and PlY alone (right) 
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6.3.4 Comparison of PIV with and without an applied field 

The results for no field are shown below (Figure 6.29). 

Figure 6.29 0 field average 

The main body of the flow travel s erticaJ ly up from the Bunsen mouth but some of the 

flow al so expands as it leaves the Bunsen. The premixed fl o is I an , allowing this entire 

region to combust. As the flow passes through the boundary of the Dame it e peri nc a 

change in direction (consistent with the theory presented in Griffiths and Bamard Ill). 

The flow remains undisturbed beyond this region . Laminar flow erticaJ l is observed 

after passing though the Dame. 

Under the same flow cond itions a IOkV fi eld was applied and the PIV recalculated (see 

Figure 6.30) 
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Recirculation 

Th loci ty after the 00\ has passed through the flame is dramatically different for 

10kY than for no field . For no field (Figure 6.29) the velocities before and after the flame 

ar similar. For th 10kY (Figur 6.30) the elocity before the flame is much larger than 

after it (noti th difference in the colour distribution). The recirculation of the flow can 

also b se n in Figur . 0 (IOkY). This effect is caused by the ionic wind as described in 

ection 2.2. L. Th incr as in blow off elocit observed in Chapter 4 was explained b 

th ill ct of th ionic \ . nd and the results abo e clearly show that the ionic wind is 

pr ent and trongl r sisling th up" ards flow from the Bunsen. 

Th r i n fi Id und r th Buns . The field is applied by a plate below the flame with a 

hoi ut int it t all , th Buns n to fit through . This may explain wh the recirculation 

ng r t th id than to th middl . 
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A rich flame is much larger than a lean flame for the same mass flow as it needs to 

expand to enable enough air to diffuse through the flame boundary to sustain combustion 

(see Figure 6.3]). A double {]ame is produced. An inner premixed flame exists near the 

Bunsen exit. When all the available oxygen is used the remaining h drocarbons can no 

longer burn. The area of this region is not large enough to allow enough oxygen to 

diffuse through it to sustain combustion so the flame expands outwards until the 

remaining unburnt hydrocarbons can absorb enough oxygen to bum. A diffusion 

boundary is then formed with unbumt hydrocarbons on one side of a flame boundary and 

air on the other. The inner cone of the premixed flame can be clearl seen in Figure 6.31. 

The boundruy of the flow is the approximate region of the diffusion flame boundary. 

Outerilame 

Inner flame 

Figure 6.31 Rich flame image and average PIV 

.. ' .. 

mentioned pre iously the seed was either burnt up or became less refracti e, 

pre enting PlY to be measured at the base of the Dame. There were also significant light 

reflections from either the plate below the flame (electrode) or the Bunsen to pre ent the 

PlY being calculated at the Bunsen exit (this can be se n in Figure 6.31). 
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Figure 6.32 Rich flame, no applied field (expansion on right of area marked) 

The r sul ts [or l OkV can b s n bela in Figure 6.33. 
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. "'1IIiiiIIII-==================· ... 
Figure 6.33 Rich flame lOkV applied field 
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The flow pattern does seem to be very similar. Due to the size of the rich flame the effect 

is spread over a much larger region. This makes comparisons of the PIV ery dimcult to 

see. Howe er it can be seen that the velocity of th e flame with an applied field is much 

less (maximum of 1.44m/s compared to 1.6m/s) and that less of the flo\> is at the 

maximum velocity. The flame also appears to widen slightl . This can be more easi l 

seen when the two PIV are shown together (see Figure 6.34). 
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Figure 6.34 0 field (left) compar-ed to lOkV (right) 

Less PlY s ems pos ibl on the IOkV sample. This could be due to higher temperatures 

causing more s d to bum up or reduce its refTactive inde '. The results for the rich flame 

ar mor i uali db the use ofstrearniines, shown in Section 6.3.5 . 

6.3.5 Streamlines 

str am lin r pr s nts a lin that has no mass flow across it. The use of streamlines can 

sh n h 0 no s isually. The formula for creating streamlines is 

p lential flov th ry (an ' ample of how the are formed can be found in 

Mas and ard- rnith lI22]). This theory assumes that the flow is inviscid 

111 mp sibl and 2-dim nsional. For the flow rates used in the PlY anal sed in this 

th umpti ns are asonable; 
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• The flow can be considered to be inviscid as the viscous shear forces in the flow 

should be negligible compared to pressure and inertia forces as the flow is laminar 

• The Mach number is low, so the flow can be considered incompressible. 

• The flow is 2D (shown by particle tracking in Section 6.4). 

The base of the PIV model is "seeded" with imagin ary particles. The path of each of 

these particles is then traced fuough the PlY system. This can be seen by looking at a 

streamline map superimposed onto the PlY image (see Figure 6.35). 

I I I 
Streamlines 

Figure 6.35 Streamline superimposed on top of PI V for a lean flame with no applied 

field 

The results can also be shown on the image (Figure 6.36). The change in now as it exits 

the flame can be seen very cl early . 
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Figure 6.36 treamlines plotted on image 

The differ nces b tv een the flow pattern with and without a field are shown in Figure 

6. 7 belo, . Th fi Id strength is increasing from left to right. 

, I 

Figure 6.37 treamline no field, SkV and lOkV 
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The widening of the flame is clearly seen. The recirculation of the flow on the outside of 

the flame is also isible in the IOkY streamline. The results clear! show that an 

aerodynamic force is acting on the flame. This aerodynamic force is enough to cause the 

changes that have been observed by DC fields shown in Chapter 4 and discussed in 

Section 2.4. 

Although the results for rich flames are not as conclusi e, the flame does appear to widen 

when a field is present (see Figure 6.38) . 

...) 1/ 

Figure 6.38 Comparison of rich flame no field, SkY and lOkY (left to ri ht) 

6.3.6 Ionic wind 

The ector maps with and without an applied field in ection 6.3.4 can be compared to 

show the ionic wind and how it is di stributed through the flame. The vector map for the 

no field case has been subtracted from the applied oJtage case [or a lean Oam and [or a 

rich flame . 
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Figure 6.39 Ionic wind for a lean flame with an applied voltage of lOkV 

The Dame again ho\ s the areas of missing seed. The black arro s ha eben 

sup rimposed on a larg r scale to show the estimated position of the ionic wind, 

particularl in th region where the seeding is sparse. There is a strong downwards 

locit j u t abo e th flam region . The ionic wind appears to counter the flow velocity 

dir cll rath r than impl being pulled towards the electrode (at the base). This is 

t d as it vvould seem logical that the ionic wind is directed towards the electrode 

\ hi h i a ing it, not counter to the flow. The counter flow elocity then begins to run 

front. Th re are areas here this is not clear to see as this is 

als th area wh re th sing is sparse and el)' little PIV has been obtainable. As the 

i ni \ 'nd rea h fthe flame it spreads out. This could be due to the presence 

f th olid plat b lov th Dam hich pr nts the downwards force from propagating. 

th p [th Imag ther IS an nl distributed downwards velocity. This is 

th redu ti n in th downstr am elocity of the flo due to the ionic 

urr unding th flam , rath r than th presence of the ionic wind itself in 
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this region. There should not be any ions present in this area so it is not possible for an 

ionic wind to act upon the fl uid (see Chapter 2 for further details). The effects in relation 

to the flame can be seen clearly when the PIV is superimposed on top of the average 

pixel image (see Figure 6.40). 

Figure 6.40 Ionic wind in a 10kV lean flame 

.. , .. .. ...... 

As mentioned abo e the areas of uniform elocity abo e the Dame (marked region ' ') 

are purely a result of the ionic wind elIects caused surrounding the Dame and are not the 

ionic wind itsel( The most interesting point to note is that the ionic wind does not form 

inside the premixed cone. The ionic wind forms after the premixed lone. It acts ertical ly 

down towards until it reaches the flame front where it runs along the Oame boundary. 

This means that the ionic wind is being created predominantl b the mo ement of the 

downstream ions. From other work these ions have been measured to be almost entirely 

H30 + (see Section 2.1 for further details). This means thal the ionic wind jll be made up 

of the hot post combustion products and could be lISed to recirculate them to enhance 

complete combustion or to aid soot oxidation. This is also supported b the most 

abundant ion found in flames being H 30 + which is found in the later combustion region . 
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The ionic" ind for lOkY applied field is in the order ofO.Sms-\ which is consistent with 

measurements of other authors [21], [37], r4l]. The result from an applied field of SkY 

shows the same region of formation and the same flow along the flame boundary (Figure 

6.41). The formation region can be ery clearly seen immediately abo e the flame . The 

veloci ty seems to b of the same order at approximately O.S to 0.6ms- l
. Howe er the 

spread at the base of the flame is not visible. This could be due to a lower pressure effect 

from the ionic wind as the field is weaker. The vectors at the Bunsen exit are not likely to 

be real as this is in the region" here the light reflections from the Bunsen distort the 

results (as m ntioned in ection 6.3.3). 
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FigUl"C 6.41 Lean flam SkVapplied 
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Figure 6.42 Lean flame SkV applied superimposed onto average pixel image 

In Chapter 3 the field was modelled with and without a flame. The direction of the field 

and the direction of the ionic wind should be the same. The strength of the field should 

also be proportional to the strength of the ionic wind . It as initiall e pected that the 

field would act from the upper electrode to the lower electrode in a straight line. This can 

be seen when there is no flame present (see Figure 6.43). 
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Figure 6.43 Direction offield without a flame 

Ho r th results wh n a Oame is present do not show this trend. The results from this 

modelling are ry similar to the PlY image obtained (see Figure 6.44). The arrows are 

not to scale but just shov the direction. 
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Figur .44 Dil'ection offield with a flame present 
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The colour chart refers to the colour of the arrows. The results show that the ionic wind 

should be acting in the direction measured by the PIV and the results are unlikely to be 

due to calculation errors. The calculation of the field is also validated by these results. 

The results of the model also show higher field strengths at the top of the flame which is 

also where the PIV showed the greatest velocities. This has not been observed in the 

literature and all other authors have assumed that the ionic wind simply acts directly from 

one electrode to the other. The implications for this are significant. 

• The ionic wind direction cannot be assumed to be from one electrode to another. 

• The ionic wind will differ for each set up and electrode geometry as well as the 

flame geometry 

• The ionic wind is strongest at the top of the flame due to higher field strengths in 

this region 

• The type of ionic wind shown in the above figures will greatly enhance the 

residence times, allowing more complete combustion 

• This type of ionic wind will also increase the recirculation of hot combustion 

products which should heat the incoming gasses and therefore increase the 

reaction rate 
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With a rich flame the results can be seen below (Figure 6.45). 

Figur 6.45 Rich flam 5kV applied ionic wind 

nlik th I an flam th ionic wind forms within the flame boundary. There are two 

parts to a rich flam the inner premixed flame and an outer diffusion flame. The reason 

for th app aran e f th ionic wind within the diffusion flame can be explained b the 

produ lion of H 1 from th premixed flame which will allow the ionic wind to be 

fonn d in id th difTu ion flam boundary. Howe er, the ionic wind also appears to 

(i nn \ ·thin th b undary of th premixed flame as well as the diffusion flame. This 

u to th in r as d carbon content of the fu l. The formation of ions 

arb n ont nt of the fluid (se Section 2.1 [or details of this). In the 
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rich premixed flame there will be a much higher proportion of carbon than in a lean 

flame. Ths will allow the production of a greater number of ions than for a lean flame. 

TIlls was also the reason given for the increased effect on rich flames compared to lean 

flames in Chapter 4. 

. .­... 

Figure 6.46 Rich flame SkV applied uperimpo ed on top of average pi el image 



The results for lOkV applied to the same rich flame show a similar result (Figure 6.47) . 

. . -. 

Fi ur .47 Rich flam lOkV applied with no field subtracted superimposed on top 

of av I"a pixel imag 

Th areas r lh PIV mark d ar unr liable. The two white areas at the top of the image 

sh , a gi n wh r lh flam has b en inOu need by an 'terna! aerodynamic force. 
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This could have been a draft from an open door or movement of a person close to the 

flame. The base is much less effected and has been considered suitab le to show the ionic 

wind . This movement to the right can be seen below in Figure 6.48 where the no field 

(left) is compared to the applied field of lOkV (right) . 

. ," L _ 

Mo ement to right 

" 

Figure 6.48 Comparison of PI V for rich flame no fi eld and lOkV 

The black circle indicated at the base of Figure .47 shows the area where the reflections 

of the laser light from the plate made the results unreliable. The PlY in this region has 

therefore been ignored . Further work is required in this area to establish how low in the 

premixed flame the ionic wind begins. This is important as the position where the ionic 

wind originates from will give an indication of the strength of effect that can be achie d. 

If the ionic wind begins low in the name then the effect can be greater. It also gi e an 
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impression of \ here there is a larger concentration of ionic species. This is important to 

know as an chemical changes caused by pulses or AC fields will be greater for higher 

concentrations of ions. The range of chemical effects that can be caused are greater the 

further upstream ions are produced. The reason for this is that the effect can only be 

applied after the ions ar created. Therefore, the earlier in the combustion process the 

ions are produced the more reactions they can alter. 

6.4 Particle tracking 

6.4.1 Method 

One of th constraints of PIV is that it assumes a 2D flow. To show that this was 

occurring and to erif the results the experiment has been repeated and the method of 

part-ic1e tracking has be n used in 3D. The results from this do not pro ide as good an 

interpretation as th P but can be used to show that the flow is 2D and gi e an 

approximation of the flow which is similar to that formed by PlY. 

111 S t up can be s en in Figur 6.49. The cameras were spaced about 90° apart and at 

approximatel th sam I el. Both cameras were synchronised with each other so that 

th took fram at the am time. The canleras were phantom V4 photosonics USA 

capable of digi tall r cording 10 000 fps . 

" . Seed ....... ..----
am ra2 

.------------- Bunsen 

..---- Camera 1 

igul'e.4 am l'a t up for pm·ticle tracking 



A program produced by the Sports Engineering Research Group [123-5] was used to give 

the pixel coordinates of a particle as it moved through the Dame. A bright particle was 

chosen so that it could be ensured that the same particle was tracked for both cameras. 

Each particle was manually selected on each frame at its centre point on both the left and 

the right camera pictures. An example of this can be seen below in Figure 6.50. The 

particle tracks can be seen as red crosses. The first three sets are shown as well as the 

final result. 

Left 

1 2 

3 Final 

Figure 6.50 Particle tracking 
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A list of 20 coordinates in pixels was then created for both the left and right cameras. 

The selection of the centre of the seed was subject to human error. It was also difficult to 

identify the same particle on both cameras. 

In order to transfer the position in pixels to nun, the positioning of the cameras relati e to 

each other and to the flame as well as the conversion factor from pixels to mm, needs to 

be known. To find this , a procedure developed by the Sports Engineering Research 

Group at Sheffield University [126] was used . 

A chequer board was photographed on both cameras simultaneousl in a variety of 

positions and orientations (see Figure 6.51 for an example of two image pairs). The 

checkerboard was perfectly flat and had black and white squares of known dimensions 

(2 mmx2 nun). 

Figure 6.51 2 pairs of checker board images 

Each image is processed so that the coordinates of each black/white intersection are 

known in the camera s frame of reference. For each board position a pair of 20 

coordinates are formed (one for each camera). An algorithm calculates the relati e 

orientations of each board to each camera and to the other boards from the known 

spacing of the checkers. The positioning of the second set of board positions is compared 
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to the first set (by an algorithm) and then 1he position of the second camera relative to the 

first is calculated (see Figure 6.52). Five board positions are shown in Figure 6.52. Note 

that the left camera is given 0,0,0 coordinates and the position of the right camera is then 

calculated from this. This method provides a means to convert two sets of2D coordinates 

(in pixels) from each camera into a single set of3D coordinates (in mm to an accurac of 

±0.5mm). 
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Figure 6.52 AJignment of the right camera to the left camera 

6.4.2 Results 

The results [or the particle tracking are shown below (Figure .53). Each set o[ points 

should represent a streamJine as the seed particles should not rno e across a streaml ine 

(b the definition o[ a streamline). This assumes that the seed was small enough to be 

carried by the fluid and that the seed follows the mass Bow accuratel . The axis has been 

included to show the scale. The units are in mm and begin from an arbitrary point. 
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Figure 6.53 Lean no field 3D 

From th results abo it can be seen that the flow does not swirl and appears to follow a 

uniform e 'pansion . Thi s means that the assumption of 2D flow, made when using the 

PIV ar accurat . 

Th lin s plott ed are the lines betveen the points measured. Variations from a smooth 

lin ar du to th inaccurac of measuring the points (marking the centre of the seed) 

and errors in the algorithm that calculates the position in 3D (this is ±O.Smm). 

Th r ul fr m thi can be compared for a lean flame with no field and an applied field 

of l OkV Figure . 4. 

\ 
(\ 1 

Figlll' 6.54 Lean no field (left) applied lOkV (.·ight) 
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The results do not show a conclusive effect. It may be possible that the flame is spreading 

out but it is unclear from the images. The results for a stoichiometric flame (Figure 6.55) 

appear to show a clearer spread but the errors in the calculation of the streamlines are too 

large to provide any conclusive results . 

Figure 6.55 Stoicbjometric DO field (left), 5kV (centre) and lOkV (right) 

The results for a rich flame and for applied pulses do not show any change between when 

a field is applied and when no field is applied, but this is probabl due to the errors in 

calculation. The results have therefore been considered unreliable other than to sho\> that 

the flow is 20. The remaining results have therefore not been included but can be found 

in Appendix 4. 

Figure 6.56 Rich no field (left), SkV (centre) and LOkV (right) 
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6.5 Conclusions 

In this chapter it has been sho\W tha~ 

• PIV can be used to track particles in the flame 

• Particle tracking does not provide a reliable method to observe aerodynamic 

modifications to a flame by a field 

• Particle tracking does show that a field (DC or pulsed) does not cause the flame to 

swirl 

• DC fields rmdifY the flow patterns of a flame 

• DC fields create an ionic wind that pulls the flame back do\W towards the base 

• Pulsed fields do not appear to modity the flow of a flame but further work needs 

to be done to fully prove this 

• The mass flow rates from experimental data are confirmed by PIV 

• Further work is required to identity why the seeding is not present in all areas of 

the flame 

• Further work is required to eliminate the reflections from the Bunsen and plate, 

ensuring that velocities and the ionic wind in the lower part of the flame can be 

calculated 

• Further work is require to use PIV with pulsed and AC fields to measure any ionic 

wind disturbances caused by the field 
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Chapter 7 Conclusions 

In the literature different researchers have used various apparatus geometries. Full 

modelling of the field is not possible due to technical difficulties in predicting the 

interaction between the flame and the field. However, an accurate model of the field 

without a flame can be produced. This modelling has shown the apparatus used by the 

different researchers produces very different fields. 

For practical situations the best model is produced by a boundruy set to grolUld an infinite 

distance away from the model. This best represents the use of a Faraday cage which is 

also required for safety and electrical isolation from other potential sources. The use of a 

Faraday cage will prevent a lot of this interference. Using a Faraday cage provides the 

best practical means to create a repeatable field and all future experiments should be 

conducted within one. This will allow results to be compared between different 

researchers. It will also permit a more accurate model of the flame field interaction to be 

developed in the future. 

The modelling work showed that the most uniform field is produced by two parallel 

plates. It was therefore chosen to use this set up for further experiments. A mesh was 

used as the top electrode instead of a plate as this allowed the gas to flow through with 

minimal aerodynamic disturbance. 

The modelling work was supported by experimental work. The experiments showed that 

the effect of an applied field was amplified when apparatus was used that increased the 

local field strength in the region of the flame. 

When a DC field was applied to the flame the blow ofli1ift velocity of the flame was 

increased beyond the flammability limits for a flame without an applied field. It was also 

still possible to ignite the flame with an ignition source beyond the normal flammability 

bolUldaries when a field was applied, up to the new flammability boundruy. The increase 
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in the flammability limits only occurred when the positive electrode was above the 

burner. With the positive electrode below the burner there was very little modification to 

the flammability limits. 

It was shown with particle image velocimetry (PIV) that the DC field introduces a flow 

velocity towards the negative electrode (away from the positive). This velocity (called an 

ionic wind) can easily explain the incre~ed flammability limits observed when a DC 

field was applied. The ionic wind will obstruct the upwards propagation of the flow when 

the positive electrode is above the burner, slowing it down. This means that the flame 

will still be able to bum for a higher flow velocity at the burner exit as the ionic wind will 

slow the velocity down to a point at which the flame can be sustained. 

Modelling work confirmed by experimental results from PIV showed the ionic wind was 

not created uniformly. The flame created higher field strengths at its tip where the ionic 

wind was strongest. blowing vertically downwards. The ionic wind then followed the 

boundary of the flame to the base where it then spreads out towards to the plate. It was 

expected that the ionic wind acts from one electrode to the other. These new findings are 

important as they show that the ionic wind does not flow directly from one electrode to 

the other but that it can be predicted by electrostatic modelling. 

An increase in the flammability limits occurs for pulses as short as 500ns and frequencies 

as low as 16Hz. However the greatest incre~e was observed when the pulse duration was 

50% of the time between the pulses (square wave with equal "on" and "ofT times"). The 

effect peaked at a 50010 "on time" but was almost as large when the "OIl time" was 

between 25% and 15% of the time between pulses. The effect also increased for higher 

frequencies, up to the maximum of the equipment (5kHz). 

When a pulsed field is applied the increase in the flammability limits is even larger than 

for DC fields. The increase in flammability limits occurs when the positive electrode is 

above or below the flame (unlike for DC fields). However, the effect is stronger when the 

positive electrode is above the burner. These results cannot be explained by the ionic 
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wind as the pulse duration is too short for the aerodynamic movement of the ionic wind 

to be created. The effect was also observed with the electrodes in an orientation that 

would cause the ionic wind to flow in the same direction as the flow as well as against it 

(retarding it). The effects observed must be due to the pulse increasing the chemical 

reaction rates inside the flame and therefore increasing the flame speed. There are two 

possible methods for the enhancement to the reaction rates: 

1. The mechanism such as the method below suggested by Shebeko [95]; 

The field excites nitrogen particles 

N2(v =O)+e- ~N2(v'~0)+e-

The excited N2 then transfer their oscillatory energy to 02 

N2 (V)+02 (v '=0) ~ N2 (v -1)+02 (v'= 1) 

The excitation of 02 increases the reaction rate of 

(7.1) 

(7.2) 

H-+Ol~OH-+O (7.3) 

2. The method proposed by Marcum and Ganguly [39] and Wiseman et al [40]. 

Ionic species such as H30+ are pulled into the premix region of the flame where 

they dissociatively recombine to form radicals such as OH which are deficient in 

this region. 

Both mechanisms result in an increase in the concentrations of OH in the preliminary 

stages of combustion. Either by speeding up the rate of the reaction (7.3), which often 

limits the rate of combustion (as it is the mechanism for OH production). Or by creating 

OH by other methods, reducing the importance of reaction (7.3). However, research 

showing that the eITects of an electric field on a flame were reduced when air (containing 

N2) was replaced by and Ar/02 mix [64]. This theory is also supported by modelling 

work that suggests that the majority of energy from free electrons is absorbed by N2 [48]. 

This work also did not show any ionic wind in the early stages of combustion which 

means that it is less likely that ions are pulled down into the early combustion region, 

supporting theory 1 above. 
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Particle tracking of the flame showed the flow to be laminar at the burner exit It also 

showed the field did not introduce any additional swirl. However, the particle tracking 

did not provide accurate results due to the limited number of streamlines that it could 

produce. Further work therefore needs to be conducted to quantifY the aerodynamic effect 

of the field when a pulse is applied. 

1.1 Future work 

In order to fully prove that the source for the changes to the flanunability limits for pulse 

fields was chemical and not aerodynamic in source, PIV modelling needs to be conducted 

over the duration of the pulse. This will show whether any aerodynamic effects can be 

observed due to the pulse. 

A full chemical scheme needs to be developed that includes ions and the influence that 

they can exert on a flame. There have been some ionic chemical models developed but 

they are not currently sophisticated enough to model the effects observed in this report 

The development of a more advanced scheme may be difficult as one of the proposed 

reaction enhancement me1hods by ions (see the conclusions above) does not directly 

influence the chemistry of the flame~ the ions excite nitrogen, which goes on to excite 

oxygen, which in turn speeds up the rate of reaction (7.3). It is possible to modifY the 

reaction rates for the reaction H" + O2 ~ OH- + 0 and see if it is comparable to the 

results observed in this report. It would also be possible to repeat the experiments 

conducted in this report without nitrogen present to see if the effect is the same without it 

and therefore whether nitrogen could be a significant factor. 

The effect of DC fields needs to be compared with other recirculation methods such as a 

swirler. A design for an appropriate swirler for these flow rates has been developed with 

the use of CFD modelling to ensure that sufficient swirl is created to cause recirculatioo. 

However, these experiments were not considered important for this work. The results of 

this should be compared with PIV and the flammability limits plotted to show whether 
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the effect is comparable over a range of equivalence ratios. This will add further weight 

to the conclusions that the DC effect has an aerodynamic origin rather than chemical. 

The presence of OH in the premixed zone could be detected with the use of a 

spectrometer. This would allow the concentration of OH to be measured directly without 

perturbing the flow. This technique has been used by several authors such as Schafer et a1 

[127] and Hilton et al [128] to measure the composition of flame gases. The 

concentration of H30+ could also be measured to discover which of the previously 

mentioned effects is dominant. 

Currently it is unknown whether the effect can be applied to larger flames (with both DC 

and pulse fields). It is important to establish whether the effect can be scaled up to larger 

flames. It may be that the effect increases as more ions are present or it may be that for 

higher velocity flames the velocity change does not increase and the effect becomes 

insignificant 

This also leads onto work with atornised flames where the fuel is liquid and is vapourised 

into droplets in the combustor. If the pulsed fields can cause chemical changes to the 

flame then the effect should still be observed with these droplets. The use of a DC field 

could also be applied to this type of combustor as the local flow patterns could be al teredo 

This would be advantageous to the combustion process for recirculating heat and other 

combustion products ensuring complete combustion. 

The reasons for a loss in the signal for PN experiments need to be further examined. 

Current data suggests that this could be due to a phase or crystalline change in the 

titanium dioxide. However. this has not been proved and this type of seeding method 

needs further confirmation before it can be widely used as a method for seeding low flow 

rates. 

The work from PN was unable to identifY the earliest point of the ionic wind. This was 

due to reflections from the plate and Bunsen. An experiment has been designed with a 
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black metal plate IKld black Bunsen to tty and eliminate the light reflections that have 

distorted the results. 

Aircraft fuels have electrostatic inhibitors added to prevent static spaIks that could cause 

explosions. The effect of these inhibitors on any electric field generation or the 

production of ions in the flame needs to be analysed. The addition of these inhibitors is 

likely to change the ionic reaction mechanisms and will alter the effects that a field can 

have on a flame. 
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Appendices 

Appendix I 

The data for the ionic species known to be present in flames and their molecular weights 

is given here. 

Appendix 2 

Additional data from DC work. Particularly for SkV where the results were very similar 

to 10k V and were therefore not included in the main report. 

Appendix) 

Additional PIV results which have not been included in the main report have been 

included here. The individual fames, cross correlation, moving average and average PIV 

results are shown for lean rich and stoichiometric flames with no field, 5kV and lOkV 

applied. 

Appendix 4 

The majority of the particles tracking results are included here as they did not provide 

reliable enough results to be included in the main report 
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Appendix 1 

Ionic Species in Flames 
Mass Identity Mass no. Identity 
no. 

1 H+ 41 C3H5+ 
C2HO+ 

2 H2+ 42 C2H20+ 
3 H3+ C3H6+ 
12 C+ 43 C2H30+ 
13 CH+ C3H7+ 
14 CH2+ 45 C2H50+ 
15 CH3+ C3H02+ 
17 OH+ 46 CH202+ 
18 H20+ 47 C2H70+ 
18 NH4+ CH302+ 
19 H30+ 48 CH402+ 
24 C2+ 49 CH202+ 
25 C2H+ C4H+ 
26 C2H2+ 51 C4H3+ 

CN+ 53 C4H5+ 
27 C2H3+ C3110+ 
28 C2H4+. 54 C4H6 

CO+ C3H20+ 
29 CHO+ 55 H30+.2H20 
30 NO+ 58 C2H202+ 
31 CH30+ C3H60+ 
32 CH40+ 59 C2H302+ 
33 CH50+ 61 C2H502+ 

H02+ C5H3+ 
36 NH4+.H20 63 C2H702+ 
37 H502+ 65 C5H5+ 
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Appendix 2 

5kV comparison of apparatus 
The results [or SkY and lOkY show the same results. Therefore only the lOkY graph was 

included in the bod of the report. The SkY graphs can be seen below . 
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Appendix 3 

Particle Image Ve/ocimetry (PIV) 
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Rich flame no field 

Frame 1 (left) and frame 2 (light) 
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Rich flame 5kV 

Frame 1 (left) and frame 2 (right) 
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Appendix 4 

Particle tracking 

DC Results 
The results fro particle tracking were unreliable and not extensi el used in the bod of 

the report as describ d in Chapter 6. The scale is in rnm, with the origin being the 

position of the Left camera. 
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Lean, no field, lOkV 

Stoichiometric, No field, SkV and lOkV 

) 

Rich No field, SkY, lOkV 

Pulse Results 
The PIV equipment was not available to conduct tests with a pulse applied due to the 

difficulties in linking the pulse generator with the PN imaging eqwpment. This should 

be possible in the future and is an important area of further work. The tests were 

conducted with particle tracking but the camera was not fast enough to record 

significantly any aerodynamic changes through the pulse duration . Ho\ ever, the main 
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flow elocit should show distortions if the pulse changed the flame aerod n ami cal I . 

The results are presented below. 
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Lean 0.5% on time pulse 
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StoichiometJic flame No field , 20%, 50% and 80% on times 

Rich flame no field and 50% on time 
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3 Dimensional Graphs of Particle Tracking 
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