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Abstract

Polycrystalline materials are ubiquitous and dominate the synthetic and natural worlds. They are characterised by the presence of defects such as grain boundaries in the crystal structure. Grain boundaries can significantly influence underlying electrical, magnetic and mechanical properties of materials. In this thesis interatomic potentials have been used to model grain boundaries in Fe, Cu and Ni. A high throughput computational approach is employed to determine the atomic structure, formation energy and excess volume of a large number of tilt grain boundaries in Fe, Cu and Ni. There is a systematic difference of $\sim0.2$ Å between the excess volumes in Cu and Ni which is in agreement with experiment. It is predicted that the differences in the elastic moduli may give rise to larger differences in excess volume than expected.

Novel plan-view high-resolution transmission electron microscopy and first principles calculations have been employed to provide atomic level understanding of the structure and properties of grain boundaries in the MgO barrier layer of a magnetic tunnel junction. Transmission electron microscopy images reveal grain boundaries in the MgO film including (210)[001] symmetric tilt grain boundaries and (100)/(110)[001] asymmetric tilt grain boundaries amongst others. First principles calculations show how these grain boundaries are associated with locally reduced band gaps (by up to 3 eV).

The knowledge from the modelling of Fe, Cu, Ni and MgO is used to study interfaces of Fe and MgO to further understand magnetic tunnel junctions. The orientational relationship between the Fe and MgO is not known explicitly. Density functional theory is used to predict the energetic stability of Fe/MgO interfaces in different orientational configurations. It is found that the most energetically favourable interface between Fe and MgO is when the atomic columns are in registry.
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Chapter 1

Introduction

1.1 Polycrystallinity

Our current model of the microscopic Universe theorises elementary particles of matter such as the electrons and the quarks as the smallest building blocks. These building blocks interact through forces mediated by other particles known as the gauge bosons; such as the $W^\pm$, $Z^0$, photons and the gluons. These forces are known as the weak, electromagnetic and the strong forces respectively and enable the formation and destruction of larger structures known as atoms. This description is known as the standard model and encompasses the theories of quantum mechanics and quantum field theory. These beautiful theories are the most accurate and testable descriptions of nature created to date. In contrast to understanding isolated particles and atoms the physics of materials concerns itself with understanding atomic superstructures. Superstructures are large collections of atoms (often $10^{23}$ and greater). Superstructures form everyday things in our local environment such as trees, laptops, cars and houses. Materials physics represents a completely different kind of challenge to the physicist as the goal is not to explain everything with a single equation (a theory of everything) but to provide insight with the knowledge that symmetry has been violated. In other words if armed with only the equations of nature predicting the properties of materials would be impossible. Materials physics has impacted our society significantly in the past century, with a significant proportion of Nobel prizes in physics and chemistry being awarded \cite{1,2}. Materials physics attracts a significant amount of research investment via government funding agencies and multi-national companies \cite{3,4,5}.
Materials span the range between perfectly amorphous and perfectly crystalline. Although this thesis is not concerned with amorphous materials a brief discussion will be given. Perfectly amorphous materials are collections of atoms and/or molecules which exhibit no long range order. This is interesting because although there may be symmetry locally there are global properties which are characteristic of this material class. Although the atomic arrangement of the atoms appears to be random, it is possible to analyse these materials using the radial distribution function \( g(r) \). The radial distribution function is the probability of finding another atom as a function of radial distance (See Fig. 1.1). The radial distribution function shows that there are certain bond orders which are preferred, such as the first nearest neighbour distance. The reader is directed to [6] for more information on amorphous materials.

Figure 1.1: Radial distribution function for metallic glass ZrCuAg. Result of MD simulation for 16000 particles in cubic supercell with periodic boundary conditions.

\(^1\)Usually of the order of over 5 Å.
A concept known as a Bravais lattice is used to describe crystalline materials. The Bravais lattice specifies a periodic repetition of points in space. Mathematically the Bravais lattice is given as \( \mathbf{R} = n_1 \mathbf{a}_1 + n_2 \mathbf{a}_2 + n_3 \mathbf{a}_3 \), where \( \mathbf{a}_i \) are any three lattice vectors not in the same plane and \( n_i \) are integers which specify the lattice position. A unit cell can be then defined as a volume which if translated by any of the Bravais lattice vectors does not cause any overlapping with subsequent regions. To complete the description of a crystal a basis is introduced which describes what atoms and/or molecules are present in the unit cell and at which fractional positions.

This thesis is concerned with two main types of crystals which are atomically bonded in very different ways: metals (metallic bonding) and metal-oxides (ionic bonding). In metals the electronic structure is described as positive charges (ions) in a lattice which are surrounded by a sea of delocalised electrons. In metals there is no band gap, which means that electrons are free to move between states above and below the Fermi energy (the highest occupied state at 0K). In metals electrons are free to move between atoms, this gives rise to high electrical and thermal conductivity. Ionic crystals contain two or more elements. In an ionic crystal a more stable energetic configuration is be found via polarisation of the elements into positive and negative ions. Ionic bonding arises from the electrostatic (Coulomb) potential between positive and negative ions in a crystal. The attractive force between the positive and negative charges is balanced by the repulsive force between the orbital electrons and the repulsion between similar ions.

Rather than containing an infinite periodic arrangement of lattice points and a basis real crystals contain a series of arbitrarily orientated crystals known as grains. Materials formed from grains are known as polycrystalline and the interfaces between the grains are known as grain boundaries (GBs). The size of the grains can vary quite significantly from a few cms to tens of nms. Predictably the properties of materials can change quite significantly between these two length scales. For example as the grains are made smaller the strength of the material increases [7–10]. The Hall-Petch equation describes how the strength of a material changes with grain size,

\[ \text{Hall-Petch equation} \]

\[ \text{It is possible for either metallically or ionically bonded crystals to posses covalently bonded properties.} \]
\[ \sigma_0 = \sigma_i + \frac{k}{\sqrt{D}}, \] (1.1)

where \( \sigma_i \) is the frictional stress (the resistance to dislocation motion), \( \sigma_0 \) the strength of a metal, \( k \) is the strengthening constant specific to each material and \( D \) is the grain size. Interestingly as metals are made nanocrystalline (grains are of the order of nanometres in length) this behaviour appears to invert resulting in a softening of a material [11].

Fig. 1.2 shows an example of a commonly occurring polycrystalline material. The image is taken with an optical digital single-lens reflex (D-SLR) camera. The material is known as hot dip galvanized steel with zinc as the galvanizing agent, it is commonly used for lampposts and railings. The grains also known as spangles are comprised of pure zinc in eta (\( \eta \)) phase. A very thin layer of ZnO forms on the zinc when exposed to the atmosphere protecting the zinc underneath from further corrosion [12].

Figure 1.2: Image of a zinc galvanized steel sheet taken with a digital single-lens reflex camera. Large grain boundaries (~ 0.5 cm) are visible from the difference in reflection at the surface of the metal.
Important advances in the study of polycrystallinity were achieved by Henry Clifton Sorby who was one of the first scientists to optically image metals. In Clifton’s experiments metals such as copper and steel were initially etched, polished then imaged using an optical microscope \cite{13,14}. The etching removes the oxide layer which forms on most metals. The oxide layer does not necessarily grow epitaxially on the metal and hence grains in the metal can be hidden. The experiments revealed GBs, dislocations and other defects. In optical microscopy there is a fundamental limit to the resolution arising from the level of diffraction which occurs when atoms are bombarded by an incident light beam. The resolution limit of optical microscopy means that atomic structures cannot easily be resolved. This limit is given with respect to the size of the smallest feature $d$ and can be approximated using the following formula,

$$d = \frac{\lambda}{2NA},\quad \text{(1.2)}$$

where $\lambda$ is the wavelength of the incoming ray and $NA$ is the numerical aperture of the lens\footnote{The numerical aperture is a measure for how much light a given lens can receive.}. The only way the resolution can be increased using photons is to decrease the wavelength of the incident beam. As the wavelength becomes small the incident particles will begin to pass right through the sample without interaction (such as high energy gamma rays). To solve this problem rather than using photons, electrons can be used. The wavelength of an electron ($\lambda_e$) is given as,

$$\lambda_e = \frac{h}{\sqrt{2m_eE \left(1 + \frac{E}{2m_e c^2}\right)}},\quad \text{(1.3)}$$

where $h$ is Planck's constant, $E$ is the electron energy and $m_e$ is the rest mass of the electron. Electron microscopes have been shown to be able to resolve structures down to 60 pm \cite{15}. In atomic modelling it is of vital importance to compare to experiments in order to validate results. Electron microscopy is the perfect partner to computational calculations since it can atomically resolve structures of many materials and devices. Using scanning transmission electron microscopy (STEM) it has been possible to atomically resolve dislocations, interfaces and GBs in MgO thin films \cite{16,18}.

---

\textsuperscript{3}The numerical aperture is a measure for how much light a given lens can receive.
A first course in solid state physics may give the impression that materials are more perfect than they really are. The idea of a single crystal may come from our human belief that perfection can be achieved. It is actually a general observation that most materials are in fact polycrystalline with only a small number of materials being single monocrystalline or amorphous. To demonstrate why materials are polycrystalline an Atomix is shown in Fig. 1.3 Atomix is a piece of art created originally by François Dallegret in 1963 which I recreated to showcase the problem of polycrystallinity to the general public. It consists of 10,000 ball bearings one ball bearing deep encased in perspex. When the Atomix is illuminated one can see the existence of the granular structure. No matter how hard you try it is impossible to get all of the atoms to line up as a single crystal. Using different shapes such as a hexagon or a circle can change the nature of the grains in the structure.
In well designed experiments it is possible to control the production processes of materials so precisely that monocrystalline materials can be created. An example of creating an almost defect free material is the famous iron whisker. An iron whisker is formed by carefully growing iron atoms layer by layer to ensure that it is almost defect
free. This results in an extremely high tensile strength and high elasticity but can only be made in small quantities \[19\]. It is not easy to manufacture materials at industrial scales without defects\[4\] but it is possible to control the nature of defects and how they interact with each other to tune the properties of materials. In this light near-single crystals can be produced at an industrial scale in the manufacture of aeroplane turbine blades. In the manufacturing process of the turbine blades molten material is put through a grain selector which forces the material into a single crystallographic orientation. The resulting material is very strong and elastic \[20, 21\]. Monocrystallinity is important for this application as turbines undergo intense heat and stress whereby failure would result in catastrophe. The removal of the GBs increases the creep life and the melting temperature as GB strengthening elements can be removed. The single crystals present in turbine blades usually contain other phases and precipitates.

It is an inevitability that defects will occur so it is a requirement that scientists understand how these defects affect mechanical and electrical properties. In many cases defects such as GBs are the reason for failure or diminished properties in materials. The industrial drive to miniaturise components such as transistors is dependent on understanding these defects since as devices become smaller the effect of the defects on the structure becomes more and more significant. Minimisation also brings a further problem as it becomes more difficult to perform accurate experimental measurements on smaller and smaller devices. Computational calculations are required to provide insights into the geometric, mechanical, electronic and magnetic properties.

There has been a significant amount of activity around the material graphene with claims that this material could be used in a space elevator. Evidently this raises the problem with comparing predictions and measuring capabilities. It is almost impossible to create a significant length of graphene which is defect free. As soon as defects appear in any significant number the wonder properties of this material rapidly decrease \[22\]. It has also been shown what happens when the properties of GBs are not considered. In 1969 a turbine rotor failed during an over speed test at Hinkley point A nuclear reactor. The reason for the failure was down to transport of phosphorus towards the GBs which embrittled the chromium steel causing it to fail \[23, 26\]. Embrittling of steel can have disastrous consequences. In the sinking of the titanic it is thought that the low fracture toughness of the steel used embrittled the material \[27, 28\].

\[4\] With some exceptions like silicon wafer.
1.2 Computational modelling of materials

In many situations it is extremely difficult and sometimes impossible to perform experiments which are informative. For example probing the mechanical and electronic properties of atomically buried structures within transistors or the complex processes which occur in nuclear reactors. The reason why experiments are not often informative can be down to the inability to probe a region of interest, insufficient resolution or a large degree of experimental noise. It is possible to use computational modelling to both understand experiments further and provide explanations for circumstances when experiments cannot be performed.

To model materials first a description of the interactions between the atoms in a system of interest should be defined. Most computational methods describe the interactions between the atoms via an interatomic potential (classical) or by solving an approximate form of the many body Schrödinger equation (quantum mechanical). One method which uses an interatomic potential is called the embedded atom method (EAM). The EAM is a classical total energy method which postulates a functional form which describes the potential energy between the atoms as a function of atomic separation. The EAM is usually parameterised against experimental measurements such as the lattice constant, elastic moduli, phonons and vacancy formation energies [29, 30]. The EAM has been shown to work well for the modelling of metals [31–34]. The two quantities which can be extracted from classical simulations are the total energy and the optimised atomic positions. From the total energy and atomic positions a large range of properties such as the formation energies of defects, strain, tensile strength and elastic moduli can be determined. One of the problems with interatomic potentials is that the degree of transferability is very low e.g. the EAM cannot easily be used to compute properties of metals and metal-oxides simultaneously. Although more complex forcefields such as the charge optimised many body (COMB) potential exist, they have not been shown to be completely reliable and require more development [35]. Classical simulations are limited by the total number of atoms which can realistically be represented but can still model large defect structures including GBs. Quantum mechanical methods such as density functional theory (DFT) approximate the Schrödinger equation. DFT is far more transferrable than interatomic potentials in that it does not need to be parameterised so can model systems such as the Fe/MgO interface extremely well. DFT gives access to more
information such as the density of states, band structure and more so many materials properties can be compared to experiment [36,37]. The big drawback to quantum mechanical methods is that they are very computationally expensive so large structures cannot be simulated.

After the description of the atomic interactions has been completed and validated a representative model of a system of interest should be created. Symmetry is an important consideration as it allows the simplification of a problem to only the irreducible variables. A careful balance to ensure that and system is well described physically and computational feasibility needs to be considered when creating models.

The final step is to optimise the geometric positions of the atoms. During the optimisation process the atomic positions and/or simulation cell is adjusted to lower the total energy of a system towards a minimum. After the optimisation process is completed the physical properties can be calculated. Although the process of modelling materials at first glance appears to be simple it is a challenging task to design simulations to provide useful insights. Simulations should be rigorously tested to ensure that the interatomic bonding between the atoms accurately describes the physics of interest. The models created also need to be sufficient to test the quantity of interest. Many computational simulations are compared to experiment or less approximate methods (such as DFT) to validate them. Computational studies are only limited by the accuracy of the equations used to describe the interactions between atoms and the number of degrees of freedom.

1.3 Aims of this thesis

The aim of this thesis is to model a range of different polycrystalline materials using classical and quantum mechanical methods. Insights from the models are then used to inform and explain experimental observations in the context of excess volume measurements in metals and magnetic tunnel junctions which are comprised of metals and metal-oxides.

A key property in understanding GBs is the excess volume which is thought to influence the degree of segregation and resistivity of metals [38–41]. The excess volume is defined as the increase in volume per unit area. Understanding the excess volume is extremely important in materials design and in applications such as nuclear reactors. The excess volume however is extremely difficult to measure experimentally and only a
handful of metals (Cu and Ni) have been directly measured \cite{42,43}. Previous computational studies have explored the excess volume of GBs but an atomistic interpretation of the excess volume is currently missing \cite{44}. In fact there are relatively few computational studies which focus on the excess volume of GBs in general. In the first results chapter (chapter 4) the differences between the excess volume (a property of GBs see Sec. 2.1.3) of symmetrical tilt GBs in Fe, Cu and Ni is investigated. For each metal stable structures for symmetrical tilt GBs are found using the EAM. From the stable structures the excess volume is determined. DFT is used for a small subset of GBs to validate the models. The EAM results may be aggregated to compare against experimental measurements of the excess volume for Cu and Ni. This computational and experimental comparison reveals that the gradients of the interatomic potentials away from equilibrium can largely influence the excess volumes of Cu and Ni.

A key application relevant to this thesis where the understanding of GBs and polycrystallinity is paramount is in magnetic tunnel junctions. A magnetic tunnel junction (MTJ) is an electronic device that either inhibits or promotes the tunnelling of electrons through a non-magnetic insulating barrier dependent of the magnetisation of two surrounding ferromagnets \cite{45–47}. An example MTJ stack structure is shown in Fig. 1.4.

![Figure 1.4: Schematic showing the stack structure of a simple Fe/MgO/Fe magnetic tunnel junction.](image)
An MTJ can be described by a two current model where the spin currents of the spin up and spin down electrons conduct in parallel. When the magnetisation of both ferromagnets are parallel the conductance is given as $G^P = G^{↑↑} + G^{↓↓}$ as the spin up electrons are transferred from a spin up region to a spin up region whereas when the magnetisation of one ferromagnet is anti-parallel the conductance is $G^{AP} = G^{↑↓} + G^{↑↓}$. In the anti-parallel state the conductance will be lower as the electrons in both conducting channels find themselves in a region of opposite magnetisation. MTJs form the basis of a new memory called spin transfer torque magnetic random access memory (STT-MRAM). STT-MRAM uses a spin torque generated by spin polarised electrons which are injected into the MTJ to change the magnetic alignment of the ferromagnetic electrodes thereby switching the conductance state. MTJs are non-volatile, have high switching speeds and are likely to offer many improved benefits over existing memory technologies [48, 49]. As memory is the currently the largest bottleneck in modern day computing increased switching speed could improve computational performance. The performance of MTJs is often characterised by the tunnelling magneto-resistance (TMR) [49, 50]. Theoretically the formula to determine the TMR is given as,

$$TMR_{\text{eff}} = \frac{G^P - G^{AP}}{G^{AP}}.$$  \hfill (1.4)

For a magneto-memory to be viable it requires a high value of the TMR.

Julliere performed the first experiments which illustrated the TMR effect, these were conducted on an Fe/GeO/Co interface [51]. Julliere’s experiments were performed at 4.2 K and only demonstrated an effect of 14%. At such a low temperature it would be difficult to create useable memory devices. Higher magneto-resistances have been detected using Al$_2$O$_3$ as the insulating barrier [52]. Even higher magneto-resistances have been found using Fe as the electrodes and MgO as the insulating barrier as shown by Yuasa, Parkin and Zhang [53–55]. The best devices in the world currently use FeCoB as the electrodes and have detected TMRs as large as 604% in MTJs at room temperature [56].

In the second results chapter (Chapter 5) STEM images of the MgO layer within magnetic tunnel junctions captured by our collaborators in Japan have been analysed. The novel plan-view images atomically resolve the MgO layer revealing the polycrystalline nature of the MgO films. The STEM images are used to build theoretical models.
of MgO GBs within the MTJ. Although it has been speculated that the presence of GBs may diminish the insulating properties of the films an atomistic explanation of this is currently missing. DFT calculations are performed on the optimised MgO GB structures and the density of states is extracted. It is predicted that the band gap of the MgO will be reduced at GBs. The reduction in band gap is likely because the local electrostatic potential is diminished at the GB due to reduced symmetry. Thus the GB behaves like an electron trap which promotes GB states at the bottom of the conduction band. A reduction in the band gap of MgO may cause short circuit tunnelling paths through the device. Short circuit tunnelling paths could be diminishing the TMR of devices.

In the final chapter (Chapter 6) interfaces between Fe and MgO are investigated to understand the relationship between interface orientation and energetic stability. Four different scenarios are investigated to understand the orientational relationship between GBs in Fe and/or MgO. It is predicted that the most stable interfaces will be those where the Fe and MgO atomic columns are in registry as repulsive forces arise from the Fe-Mg bond are smaller in these cases.
Chapter 2

Background

In modern materials physics the underlying behaviour of material properties is often controlled by the presence, formation and motion of defects. There are many types of defects which may be present in polycrystalline materials which can be classified by their dimensionality e.g. 0D (point defect), 1D (dislocation), 2D (GB), 3D (void). To highlight the popularity of the study of polycrystallinity a Google N gram search has been performed. A Google N gram calculates the relative frequency distribution of words (grams) in 4% of books published between 1500 and 2008 [57]. Google N gram also looks for stems of words and adds them to the distribution e.g. a search for polycrystalline also will contain polycrystallinity. Google N gram searches have the option to be case sensitive or case insensitive. A gram is a word hence N gram where N is an integer (so N words) thus making it possible to search for phrases. The result of searching for the grams: thin film, grain boundary and polycrystalline is shown in Fig. 2.1.
Figure 2.1: Google N gram case insensitive search showing the time dependence of the relative popularity of the grams: thin film, grain boundary and polycrystalline in 4% of books published between 1500 and 2008.

It is noted that there are large spikes which appear in the late 1600s. This is an anomaly of the dataset as the types of people who could read and write and their nature was very different thus the types of books published were different. The Google N gram suggests that the study of polycrystalline materials, defects and GBs first started between 1940 and 1950. An academic literature search confirms the Google N gram result (see Fig. 2.2). The first paper appears in 1920s by R. S. Archer with a flurry of other works by Miller, Zener and Mott to name a few [58–61]. The study of polycrystallinity has expanded since 1950 with rapid progress in experimental characterisation, theoretical models and computational simulation. There have been a plethora of different theoretical and experimental techniques which have been developed and implemented to understand and model polycrystalline materials. These include experimental characterisation using electron microscopy techniques such as electron energy loss spectroscopy to understand the chemical composition of samples or scanning tunnelling microscopy (STM) to probe surfaces [17, 62]. There are also theoretical methods which allow static and dynamical properties of materials to be predicted such as DFT or the EAM.
In this chapter background information related to the results chapters will be discussed. This in effect is a literature review of polycrystallinity and its consequences in applications. As this thesis is concerned with the atomistic modelling of GBs a detailed discussion of finite element and continuum models will be omitted but the popular methods will be discussed as they are relevant even to atomistic modelling.

The chapter is structured into three parts. The first reviews the geometrical definition of GBs (Sec. 2.1.1). The second details the theoretical and experimental work undertaken on metals related to this thesis (Sec. 2.2). The final section describes some of the theoretical and experimental work which has been done on metal-oxides (Sec. 2.3).

2.1 Modelling polycrystallinity

2.1.1 Geometric definition of grain boundaries

Most materials are polycrystalline and are constructed from an assembly of crystallographic grains. Individually the arrangement of atoms within grains can be described using a Bravais lattice supplemented with basis (see Sec. 1.1) [63]. Mathematically it has been shown that there are 14 distinct Bravais lattices (in 3D) [64]. The materials considered in this thesis are body centred cubic (bcc) or face centred cubic (fcc). The
conventional bcc crystal system contains two basis atoms; one at the corner of the unit cell and one at the centre (see Fig. 2.3a). The conventional fcc crystal system contains four basis atoms; one at the corner of the unit cell and three on the faces of the cube (see Figs. 2.3b & 2.3c). The difference between bcc and fcc phases is based on the difference in distance between the nearest neighbours of the two structural phases ($NN_{\text{bcc}} = \frac{\sqrt{3}}{2}a_{\text{bcc}}$ and $NN_{\text{fcc}} = \sqrt{2}a_{\text{fcc}}$). Note the difference in the lattice constants of the fcc and bcc phases. In many computational calculations periodic boundary conditions (PBCs) are used. PBCs create an infinite representation from a smaller model of a system. Using PBCs is advantageous as it is possible to easily create a system of one Cu atom which is repeated periodically in all directions becoming effectively infinite, significantly reducing the number of degrees of freedom in a system. The big drawback of PBCs is that the interacting periodic images may introduce unphysical effects as it constrains the possible number of ways a system can relax. The interaction of periodic images is important for defect calculations but unimportant for bulk calculations.
Figure 2.3: Conventional unit cells of four materials studied in this thesis. The numbers in parenthesis indicate the fractional coordinates of the atoms in the cell. The lattice vectors $a_i$ are defined by the arrows in the figure. 

a) A Fe unit cell in a body centred cubic (bcc) configuration. b) A Cu unit cell in a face centred cubic lattice (fcc) configuration. c) A Ni unit cell in a face centred cubic (fcc) configuration. d) An MgO unit cell in a face centred cubic (fcc) configuration, the red atoms are O and the green atoms are Mg. The conventional unit cells shown completely specify a commensurate lattice.

In this thesis the focus is primarily on GB interfaces which are 2D defects that form at the interface between connected grains [63]. The simplest type of GB interface is a bicrystal which is a planar interface between two crystals of arbitrary relative orientation. In all bicrystals there are five macroscopic degrees of freedom which can be specified by two vectors $n_1$ and $n_2$, and an angle $\theta$. The vectors $n_1$ and $n_2$ each contain two irreducible
degrees of freedom\textsuperscript{1} while \( \theta \) possesses one degree of freedom which describes how much \( \mathbf{n}_2 \) can be rotated about a common tilt axis (see Fig. 2.4). \( \theta \) is defined such that the two vectors \( \mathbf{n}_1 \) and \( \mathbf{n}_2 \) share a common tilt direction (\( \mathbf{m}_1 \)). The common tilt direction is defined as the cross product (\( \mathbf{m}_1 = \mathbf{n}_1 \times \mathbf{n}_2 \)) between \( \mathbf{n}_1 \) and \( \mathbf{n}_2 \). A common tilt angle can be defined for any two vectors except when they are parallel, in the parallel case solutions exist but are not unique.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{gb_cry.pdf}
\caption{Schematic showing how the five different macroscopic degrees of freedom of a bicrystal system \( \mathbf{n}_1, \mathbf{n}_2 \) and \( \theta \) are related. The \( \mathbf{m}_1 \) direction is common to both \( \mathbf{n}_1 \) and \( \mathbf{n}_2 \) and is how \( \theta \) is defined.}
\end{figure}

The microscopic degrees of freedom are a translation vector between the two crystals parallel to the GB and a vector which describes where the crystal is truncated for non-monatomic crystals. For example, in the case of MgO (111) the crystal could be truncated either on oxygen or on magnesium. The microscopic degrees of freedom are non-separable from the macroscopic degrees of freedom and cannot easily be determined \textit{a priori}, however they are important to consider when building bicrystals. When the angle \( \theta = 0 \) GBs are known as tilt GBs. There are two main types of tilt GBs: symmetric

\textsuperscript{1}Although Miller indices contain three degrees of freedom they can be completely specified by transforming them to spherical polar coordinates with only two degrees of freedom (the polar angle and the azimuthal angle).
tilt GBs (STGBs) and asymmetric tilt GBs (ATGBs). STGBs are those with the same rotation about the tilt axis. ATGBs are those with different rotations about the tilt axis. Tilt GBs are usually arranged from structures known as structural units (SUs). The structural units are essentially chains of dislocation cores which distribute the strain across the interface. There is not a unique way for the dislocation cores to be defined and each GB can allow many different combinations of dislocation cores to be present (explained in more detail in Sec. 4.2.2). Whereas when $\theta \neq 0$ GBs are known as twist GBs. Twist GBs often do not have dislocation structures which resemble a recognisable pattern [65–68]. GBs will often reconstruct to a system of dislocations which have the lowest energy. Although in real devices thermal effects can allow for the co-existence of different dislocations and SUs.

### 2.1.2 Computational modelling of grain boundaries

Symmetric tilt GBs are two-dimensional extended defects that form at the interface between two grains which are rotated in opposite directions about a common tilt axis. The misorientation of symmetric tilt grain boundaries can be defined by computing the dot product between the smallest vector perpendicular to the tilt axis $(\phi = \cos^{-1} \left( \frac{n_1 \cdot a_1}{|n_1||a_1|} \right))$ where $a_1$ is the smallest vector perpendicular to the tilt axis. The two grains can then be defined relative to each other in the following way $n_1 = R(2\phi)n_2$ where $R$ is a rotation matrix and $\phi$ is the misorientation (the tilt angle). Thus a shorthand can be employed to simplify the specification of the interface. The crystallographic orientation of the GB can be fully defined by specifying the crystallographic plane parallel to the GB $n_1 = (hkl)$, the tilt axis direction $m_1 = [mno]$, $\theta = 0$ and is usually denoted in the form $(hkl)[mno]$. Here, the atomic structure of such GBs in three-dimensionally periodic supercells are shown in Fig. 2.5a. To make the supercell periodic in the direction parallel to the GB plane two identical GBs are introduced. It is ensured that the separation between the GBs is sufficiently large that mutual elastic interactions are small and can be safely neglected in prediction of GB properties (GB separations of 30 Å are more than sufficient).
Figure 2.5: A typical bicrystal supercell in an fcc material. The yellow and blue atoms indicate atoms in different planes perpendicular to the tilt direction \([mno]\). a) Initially two mirror symmetric grains are placed in the simulation cell. The yellow arrows indicate the directions in which the right grain is to be translated. b) An example of a configuration obtained after one crystal is translated with respect to the other.

While the crystallographic orientation of the grains in the supercell are fully defined by the GB type \(- (hkl)[mno] -\) it is not known \textit{a priori} how the grains should be positioned with respect to each other. In particular, it is known that grains can exhibit rigid body translations where one grain is translated with respect to the other in the plane parallel to the GB (see Fig. 2.5b). To find the most stable GB structure total energy calculations on supercells of the type shown in Fig. 2.5 are performed. Depending on the elemental composition of the supercell DFT or classical simulation code can be used to optimise the cell and/or atomic positions and calculate the total energy of the system.

To identify the most stable GB structure for a given orientation many initial structures corresponding to different relative translations of one grain with respect to the
other are systematically generated. This approach is called the $\gamma$ surface approach and has been employed by authors such as Mike Finnis [69]. Translations are performed in steps over a range of half of the supercell length in the periodic directions [$mno$] and [$hkl]\times[mno]$ (the vector orthogonal to $hkl$ and [$mno$]) and between a similar range in the GB normal direction ($hkl$). Following crystal translation, if any two atoms are closer than 0.1a (where a is the lattice constant) one is deleted to obtain a more realistic starting configuration for geometry optimisation. The optimum grid size was found to be 1.0 Å parallel to the GB plane and 0.5 Å in the GB normal direction. Such a grid size offers computational speed and possess sufficient resolution to find stable structures. This algorithm generates many initial structures corresponding to different grain terminations, relative grain translations and atomic configurations near the interface. The initial structures generated using the procedure outlined above are fully optimised with respect to relaxation of all ions and the length of the supercell perpendicular to the GB [70–72]. The method of optimisation varies between the simulation packages. The different optimisation methods are explained in Sec. 3.1. In the case of heterogeneous interfaces a similar procedure to find the lowest energy interfaces is performed with the difference that translations are not performed in the direction parallel to the interface to maintain interface stoichiometry.

If two lattices of different orientation are overlapped there will be certain points in lattice 1 which coincide exactly with some lattice points of lattice 2. This overlapping structure is called a coincidence site lattice (CSL) and is a superstructure of lattices 1 and 2 (see Fig. 2.6). Using the number of lattice points in the CSL and the number in the unit cell of the generating lattice a $\Sigma$ value can be defined. $\Sigma$ is the unit cell volume of the CSL in units of the unit cell volume of the elementary cells of the crystals. If even the $\Sigma$ value can be divided by a factor of two to reduce it and maintain the same periodicity thus always should be odd. Using the CSL method it is easy to visualise and construct the smallest possible repeating GB supercell for the generating lattices [73].
Figure 2.6: Schematic showing how the coincidence site lattice is created from two lattices of differing orientation. The superpositions of the two lattices creates a superstructure. The coincidence site lattice is defined within the confines of the blue circles.

Alternative to the supercell approach and the CSL approach it is possible to specify two crystallographic regions e.g. in the Minimum Energy Technique Applied to Dislocations Interfaces and Surfaces Energies (METADISE) code which are chosen to be optimised \cite{74}. During minimisation the atoms within region 1 are relaxed, while the positions of the atoms in region 2 are held fixed\footnote{Though its centre of mass may move.} (see Fig. 2.7). The METADISE ap-
The approach reduces the number of degrees of freedom in the system for faster optimisation. The energy of the system can be written down as $U_{latt} = U_1 + U_2$, where $U_1$ is the energy of region 1 and $U_2$ the energy of region 2. In METADISE grain boundaries, defects and surfaces are two dimensionally periodic.

![Figure 2.7: Schematic showing how the METADISE (bicrystal) approach splits up an interface for optimisation.](image)
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2.1.3 Grain boundary properties

The formation energy is a useful quantity which characterises the relative stability of a defect. The formation energy can be expressed in the following way,

\[ E_f = E_{\text{tot}} - \sum_i N_i \mu_i, \]  

(2.1)

where \( E_{\text{tot}} \) is the total energy of the supercell, \( \mu_i \) is the chemical potential for atom \( i \) and \( N_i \) is the number of atoms in the supercell. For a bulk crystal the chemical potential \( \mu_i \) reduces to the cohesive energy \( E_{\text{coh}} \). In the case of a GB the formation energy is calculated by comparing a supercell with a GB in it to a supercell with exactly the same number of atoms but with no GB. The area of the interface normal is different for each GB orientation thus the numerator is divided by the area to allow for comparison between different GBs. The formation energy per unit area for GBs is calculated in the following way,

\[ \gamma = \frac{E_{\text{tot}} - \sum_i N_i \mu_i}{2A}, \]  

(2.2)

where \( A \) is the area of the GB normal direction the factor of two arises since in the supercell approach bicrystals contain two GBs.

While the formation energy is a key property in understanding the stability of GBs it is extremely difficult to probe experimentally. However another property called the excess volume can more easily be compared to experiment. The excess volume was first discussed by Bishop through a private communication to Aaron and Bolling in 1972 [75]. GBs are almost always associated with an excess volume relative to the corresponding bulk crystal. The excess volume is the degree of expansion of a material due to the presence of a GB. Contrary to the name the excess volume is a change in length as is it defined per unit area. The excess volume can be defined as,

\[ \delta V = \left( \frac{\partial V}{\partial A} \right)_{T,p,n_i}, \]  

(2.3)

where the partial derivative is evaluated at constant temperature \( T \), pressure \( p \) and number of atoms \( n_i \). It is calculated computationally in the following way,

\[ \delta V = \frac{V_{\text{tot}} - N \Omega_{\text{bulk}}}{2A}, \]  

(2.4)

where \( V_{\text{tot}} \) is the volume of the supercell, \( \Omega_{\text{bulk}} \) is the atomic volume per atom in the bulk crystal, \( N \) is the number of atoms in the supercell and \( A \) is the surface area of the interface plane.
2.1.4 Stereographic projections

It is difficult to visualise the variation of properties with respect to variation of the Miller indices which define GB orientations. A useful approach is to project the Miller indices onto a unit sphere representing a conversion between Cartesian and spherical coordinates. There are many ways to perform the Cartesian spherical mapping including a conformal mapping known as stereographic projection or an equal-area map called the Lambert-equal area projection (LP). These differ as the conformal map conserves the angles between different vectors while the equal area map conserves all areas swept out by the vectors. In this thesis the LP and the stereographic projection are used and are equally informative. Transformations between Miller indices and conformal stereographic coordinates can be computed using the following formulae,

\[ X = \frac{k}{\sqrt{h^2 + k^2 + l^2}}, \]  
\[ Y = \frac{l}{\sqrt{h^2 + k^2 + l^2}}, \]

where \( X \) and \( Y \) are the two conformal stereographic coordinates, \( h, k \) and \( l \) are the usual Miller indices, the reader is directed to ref. [76] p. 39-45 and [77] for further information. Once in conformal spherical coordinates a transformation can be performed to get the coordinates in the Lambert azimuthal equal area projection \( X' \) and \( Y' \). This is achieved by first transforming into Cartesian coordinates \((x, y, z)\) then into equal area coordinates in the following way,

\[ x = \frac{2X}{\sqrt{1 + X^2 + Y^2}}, \]  
\[ y = \frac{2Y}{\sqrt{1 + X^2 + Y^2}}, \]  
\[ z = \frac{-1 + X^2 + Y^2}{\sqrt{1 + X^2 + Y^2}}, \]

\[ X' = \sqrt{\frac{2}{1 - z}}x, \]  
\[ Y' = \sqrt{\frac{2}{1 - z}}y. \]
This can be done in one step but is shown in full for the reader. Fig. 2.8 shows a schematic drawing which explains how the conversation process between 3D Miller indices and 2D stereographic coordinates is performed.

Figure 2.8: Schematic showing how the Miller indices can be mapped on a 2D surface $S$ using the Lambert azimuthal equal area projection. The letters a-d refer to Miller indices on to the unit sphere.

With the LP or stereographic mapping it is possible to show how GB properties such as the excess volume or GB formation energy change with orientation in a 2D figure. The z-axis is usually coloured to denote excess volume or GB formation energy (see Sec. 4.2.3).

2.2 Previous work on grain boundaries in metals

2.2.1 Theoretical

One of the first theoretical models of GBs in the literature is the model of Read and Shockley in 1950 [78]. One of the insights given by Read and Shockley was to relate the theory and understanding of dislocations to GBs. It is a continuum model where the variation of the GB formation energy ($\gamma$) is approximately linear in the low angle limit.
(i.e. GBs which have a small inclination between the grains). The Read-Shockley model is applicable to both metals and metal-oxides. The Read-Shockley equation is given as,

\[ \gamma = \frac{Gb}{4\pi(1-\nu)} \theta \left( 1 + \ln \left( \frac{b}{2\pi r_0} \right) - \ln \theta \right) , \]  

(2.12)

where \( G \) is the shear modulus, \( b \) is the Burgers vector, \( \nu \) is Poisson’s ratio and \( r_0 \) is the radius of the dislocation core. Read and Shockley’s paper has had enormous impact and has been cited over 1600 times.

Another landmark paper is DG Brandon’s paper in 1966 [79]. Read and Shockley’s model did not work well for high angle GBs because the chains of dislocations begin to interact with each other to lower their energy. In Brandon’s work he developed a discrete model of GBs based on the dislocation model of Read and Shockley and the CSLs of Kronig and Wilson [78]. The model applies both to metals and metal-oxides and was a step forward in the understanding of high angle GBs. The model moves away from the traditional ideas that GBs are rigid objects and allows for some deviation of the CSLs allowing for strain in the crystal structure. Brandon also explored the locations of some of the common CSLs in the stereographic projection including twin GBs in the fcc and bcc structures. Brandon’s paper has also had very significant impact in the definition and characterisation of GBs being cited over 1600 times.

Computational modelling of the atomic structure of GBs was catalysed by the confluence of two things: the development of approximate methods which enabled atomistic modelling to be feasible and the dramatic increase in computational power in the late 1990s which enabled large enough simulation cells to be simulated. One particular method which was developed by Daw and Baskes in Sandia National Laboratories and similarly Finnis and Sinclair in the University of Oxford is called the EAM [29,30]. The EAM method is a classical method used to describe the interactions in metals. The EAM is described in more detail in the methods section (Sec. 3.1.1.2).

Using classical simulations a range of properties can be determined including: the formation energy of surfaces, bond strain, elastic constants and moduli, and cohesive energies. In interatomic (classical) based methods it is possible to find stable structures using a range of optimisation methods such as simulated annealing, minimisation and genetic algorithms. Simulated annealing and genetic algorithms have been used widely.
to predict the structures of many metallic systems including Cu-Au nanoalloy clusters, Al nanoparticles, Ni, Ag and Au nanoclusters, Li, K, Al and P [80–83].

One of the first researchers to look at the properties of Gbs in metals computationally using the EAM was D. Wolf in 1989 and 1990 [44,84]. In his many papers he confirmed the Read and Shockley relationship at low inclination angles. Wolf also found that there are quite interesting trends in the GB formation energy at high angles. He found the existence of cusps where the GB formation was lower than GBs which have angles which are nearby (see Figs. 4.8 & 4.7). Wolf’s work laid the foundation for characterising GBs computationally. Many other researchers have used the EAM to compute the formation energy of GBs including within nickel [85] and copper [86] which validated much of Wolf’s work.

In DFT many more properties can be predicted such as the density of states, band structure and magnetisation. It was not until 1997 when the first DFT calculations of GBs in aluminium were performed by Ogata et al. [87]. They showed that there was a good agreement of the GB formation energies with other methods and experiment but showed that the EAM did not perform well. This is quite interesting because there have been studies subsequent to this which show that there is a good agreement in terms of the energetic ordering [88].

A range of modelling techniques based on both classical potentials and first principles calculations have been developed to predict the structure of GBs on the basis of their formation energy [84–86,89–93]. In many cases very good agreement between computational predictions and experiment is obtained for both structure and associated properties (e.g. mechanical, electronic or chemical) [84,85,92,94,96]. A rather general finding is that GBs are often favourable locations for the segregation of point defects and impurities which in part has been associated with the additional free space which can more easily accommodate lattice defects [38,75,95,97,100]. For example, the segregation of He to GBs in metals and the resulting embrittlement has received significant attention owing to its relevance to the design of materials for fusion reactors [26,101,106].

2.2.2 Experimental

The structure and properties of GBs in metals have been the focus of many previous experimental investigations [11,63,79,107,109]. Transmission electron microscopy (TEM) is an invaluable technique to probe the atomic structure. TEM uses a beam of electrons
which pass through a whole sample of material (transmission). The electrons are detected after they have been scattered by atoms in the sample. To improve the resolution of TEM the electron beam can be focused then scanned over the sample known as STEM. In STEM electron lenses are used to focus the electron beam into a cross section much smaller than then the size of the sample. Transmission of the highly focussed electrons gives a much higher resolution of the sample [15][110]. For example, studies of materials after mechanical work and annealing processes have revealed their polycrystalline texture [111][112]. Detailed images of the structure of individual tilt GBs have also been acquired for copper and nickel [113][114]. The TEM experiments on copper and nickel confirm that there is a relationship between the GB orientation and the structures of associated dislocation cores. It is possible to probe the density of states of a sample using EELS [115]. Using a scanning electron microscope (SEM) it is possible to perform a technique known as electron back scatter diffraction (EBSD). EBSD uses backscattered electrons in an SEM to detect the distribution of grain sizes and orientations within a sample. Many studies have used EBSD to determine the granular distribution of copper, nickel and steel [116][118]. Magnetic structure can also be detected experimentally using TEM and energy loss magnetic chiral dichroism [119][121]. Segregation of elements to GBs and their modified diffusion is also an issue that has received considerable attention [24][25][122]. For example, segregation of H and Bi to GBs in palladium and copper has been probed [38][123] using TEM and activity measurements. The diffusion of impurities along GBs in metals have also been studied using the tracer diffusion method [124][125].

The additional ‘free space’ created by the excess volume is thought to be one of the main factors responsible for the preferential segregation of point defects and impurities towards GBs, which affects key materials properties, such as mechanical strength and electrical resistivity [38][41]. It also helps explain the phenomena of enhanced impurity diffusion along GBs that has been observed in a diverse range of materials [124][126][127]. While excess volume is recognised as a key materials parameter probing it in real materials remains extremely challenging. A small number of studies have characterised excess volume for specific GBs using high-resolution electron microscopy [128][129]. More recently ensemble average excess volumes have been determined for bulk polycrystalline samples of copper and nickel using high-precision difference dilatometry [42][43]. The experimental studies found that the average excess volume associated with GBs in Cu
(0.46 Å) is significantly larger than that in Ni (0.32 Å) – a difference of over 40%. Given that Cu and Ni possess the same fcc crystal structure and fairly similar lattice constants (3.62 Å and 3.52 Å respectively, a difference of less than 3%). The large difference between the excess volumes of Cu and Ni is currently lacking an atomistic explanation.

The drive to miniaturise optical lenses is creating significant interest with the advent of metalenses. Optical microscopy has been used to image plasmon surface modes of metals, which can manipulate light waves on the nanoscale [130][131].

2.3 Previous work on grain boundaries in metal-oxides

2.3.1 Theoretical

In metal-oxides the presence of the ions in the crystal structure means that the long range Columb interaction must be considered. Some of the first theoretical studies on metal-oxides led to the development of interatomic potential such as the Buckingham potentials (see Sec. 3.1.1.1). Richard Catlow et. al. developed Buckingham potentials for a range of different materials such as oxides and fluorides [132][134]. The potential-based models have been extremely successful at predicting the structures and properties of a range of metal-oxides. Catlow and co-workers’ work is extremely important as it opened up the field of modelling metal-oxides and has been cited over 1400 times. Subsequent to developing interatomic potentials others such as Julian Gale have written systematic reviews of the empirical potential fitting process and parameterised metal-oxides such as MgO [135]. Julian is also one of the developers for the GULP code which offers many interesting features when compared to other molecular dynamics code, such as the ability to automatically compute the elastic constants [136].

With a description of the atomic interactions for metal-oxides the properties of metal oxides can be investigated. Watson et. al. developed a code called METADISE which can systematically create defect structures such as surfaces and GBs. The METADISE code uses the bicrystal approach as shown in Fig. 2.7 to find optimised surfaces and interface geometries. The METADISE code is extremely popular being cited over 350 times and used widely to study surfaces, GBs and dislocations within MgO [74]. More recently a new code called \textit{ab-initio} random structure searching (AIRSS) has been developed by Christopher Pickard and Richard Needs [137]. The AIRSS code works in a similar way to METADISE with the exception that optimised geometries can be found by pseudo
randomly generating the geometries. The AIRSS code has been cited over 184 times and has been used to predict the structure of ZrO/Zr interfaces. The AIRSS code has also been used to predict the structure of grain boundaries within graphene and SrTiO$_3$.

D. Wolf performed some of the first calculations of GBs in metal oxides such as CaO, MnO and NiO. Wolf's work used some of the interatomic potentials developed by Catlow et. al. to show that for certain twist orientations the GB formation energy lied significantly above the energy of the free surface. This is interesting because it suggests that GBs would like to de-adhere to form free surfaces. It was suggested by Wolf that additional techniques need to be employed to compute the geometry of twist GBs other than the CSL. Calculations on twist GBs have also been performed by Dorothy Duffy and co-workers using lattice relaxation models in NiO. Duffy's work showed the existence of GB cusps in the (111) orientation with very ordered structures at the GBs. The GBs in Duffy's work were also extremely high in formation energy suggesting that the GBs would rather form free surfaces. Twist GBs in MgO have been the subject of intense investigation including the Σ25 GB by Dean Sayle. In Dean Sayle's work, Dean and co-workers showed that MgO twist GBs are largely unstable but can become stable if the density of MgO units is reduced at the interface. This insight allowed researchers to find more stable geometrical configurations in general twist GBs. Further studies of the energetic stability of MgO twist GBs have been calculated using an empirical potential and DFT by Harding et. al. Harding showed the differences between the density of states of the relaxed and unrelaxed GBs using DFT (see Sec. 3.1.2.2). Harding found that there are additional states which occur near the valence band in the relaxed boundary slightly reducing the band gap. Further work has been undertaken by Harding et. al. on the rock salt structured oxides of MgO and NiO. His work reveals the stark contrast between the discontinuous nature of the energy of GBs and continuous nature of surface energies in a tilt series. The effect of temperature on MgO GBs has also been investigated by Harris et. al. Harris' showed that MgO GBs dilate when they are heated and can structurally transform to accommodate for the additional strain at the interface. The application of pressure to GBs reduces the average bond length at interfaces. DFT calculations have been performed on MgO at high pressures to compare the structure and electronic properties

*With constraints such as ensuring atoms do not get too close etc.*
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with experiment\textsuperscript{146,147}. The influence of heat and pressure on GBs in MgO has also been performed to gain an insight into MgO at the centre of planets\textsuperscript{148}. The properties of vacancies near GBs in MgO has also been studied\textsuperscript{149}. In the study classical Buckingham interatomic potentials have been used to study the presence of point defects near GBs in MgO. The results show that the segregation of oxygen is preferred at the centre of the GBs\textsuperscript{150}.

In contrast to static calculations Dean Sayle and co-workers developed a technique called amorphisation and recrystallisation. The amorphisation and recrystallisation technique forces a film on a substrate to become amorphous, then after a period of dynamical simulation the cluster recrystallises. The recrystalised structure contains GBs, dislocations, steps, vacancies and other defects. This technique can predict growth, nucleation and structural properties of metal-oxides and has been applied to a range of metal-oxide/metal-oxide systems in various combinations including MgO, CaO, SrTiO\textsubscript{3} and BaO\textsuperscript{151–154}. Genetic algorithms have been used to predict the structures of a range of metal oxides and of interfaces in SrTiO\textsubscript{3}\textsuperscript{155,156}. It is a general observation that interatomic potentials sometimes do not perform well in situations which they have not been parameterised. To combat the under fitting issue interatomic potential models have been extended by parameterising interatomic potentials based on first principles calculations\textsuperscript{157}. The idea of fitting interatomic potentials using first principles calculations has had significant impact on scientific discovery being cited over 1200 times. Mike Finnis and co-workers have used the \textit{ab-initio} parametrised interatomic potential for Al\textsubscript{2}O\textsubscript{3} which has been found to be comparable in predictive properties to DFT but with less computational cost\textsuperscript{158}. Interfaces of Ag/MgO have been investigated by comparing results between interatomic potentials and first principles calculations\textsuperscript{159}. First principles calculations have been performed to compare how the use of different exchange correlation functionals affects the predicted material properties between NiO, MgO and CoO\textsuperscript{160}. Properties of the \textit{Σ7} GB in Al\textsubscript{2}O\textsubscript{3} have been calculated using DFT by Mike Finnis and co-workers, in their work they show the effect of different GBs on the density of states and compare GB formation energies between different levels of theory\textsuperscript{161}. It is a general observation that the presence of GBs in insulators reduces the band gap. Further calculations have been performed on surfaces and GBs in a range of materials including TiO\textsubscript{2}, MgO and HfO\textsubscript{2}\textsuperscript{16,162–164}.
2.3.2 Experimental

There have been a multitude of methods used to characterise metal-oxide films including STM, TEM, electron energy loss spectroscopy, x-ray diffraction and atomic force microscopy. An STM uses a conducting tip which is brought very near to the surface of a sample of material. A bias voltage is then applied to the tip such that electrons can tunnel through the vacuum gap between the sample and tip. The resulting tunnelling current can be measured against the applied voltage (bias) to create an image of the sample. STM has been widely used to image dislocations in MgO grown on Mo \[62,165,166\]. STM studies have also been performed on other oxides such as TiO$_2$ and WO$_3$ \[167–169\]. While STM can be used to investigate surfaces it does not give an atomically resolved level of detail. By contrast TEM studies have been performed to atomically resolve the structure of MgO twist GBs \[170–172\]. The studies find examples of preferred CSL orientations. Experimental evidence of certain CSL orientations is important as a starting point for first principles calculations. STEM studies have also been performed on MTJs (in cross-section) to visualise the Fe/MgO stack structure \[53–55, 173, 174\]. The TEM images do show some evidence of dislocations and the possibility of GBs. It has also been possible to observe the roughness of Fe/MgO/Fe interfaces using TEM \[175\]. High resolution STEM has managed to atomically resolve different dislocations in MgO which have been compared to theoretical predictions \[16\]. Electron energy loss spectroscopy (EELS) is a technique which can determine the types of atoms which are present in a sample. EELS experiments can be performed by passing electrons with energies between 100 - 300 keV through a sample and measuring the amount of energy which is lost after the electrons have passed through \[176\]. Due to the electromagnetic lenses which are used this beam can be focussed on to small diameter between 1 nm and 0.1 nm. This gives atomically resolved information on the chemical composition of a sample. Alternatively EELS experiments can be performed with low energy electrons which reflect from the surface of a sample. Using low energy electrons is a higher precision technique and known as high resolution EELS. The use of EELS, TEM and computational models is an extremely powerful trinity for studying thin film materials. In 1998 Steve Pennycook et. al. demonstrated this trinity by showing that calcium was segregating to GBs in MgO which caused a structural transformation of the structural units of the GBs \[177\].
The presence of Ca was confirmed by EELS and its stability was investigated using first principles calculations. More recent studies involving the MgO (310)[001] GB have shown that other materials such as titanium are present near the GBs \[16\]. Additional studies have shown the behaviour of boron before and after annealing of a magnetic tunnel junction. The results show that boron is likely to be in the charge state of 3+ if it were to enter the MgO after annealing \[17\]. X-ray diffraction and photo spectroscopy techniques have been used to study the growth of MgO on Fe. A couple of studies have showed that a layer of FeO can form in-between the Fe and MgO structure \[178, 179\]. Using x-ray diffraction it is possible to show how strain equilibrates in interfaces of NiO on MgO \[180\].
Chapter 3

Methods

Predicting the macroscopic properties of matter has been made possible using atomistic simulations. Atomistic simulations model a system of interest by characterising it using numerous variables. The variables in the system are adjusted alone or in combination and the effect of the changes on the system is calculated. Computational modelling has accelerated the rate of progress in science and industry as scientists and engineers can conduct hundreds of simulated experiments using computers to reduce the search space of possibilities for experimentalists or to model systems which cannot easily be experimentally measured. The best use of computational modelling is in conjunction with other methods to maximise the utility. It is impossible to simulate the exact behaviour of nature since both the unified fundamental equations governing nature and enough computing power to process all possible combinations and permutations are required. In any case such a calculation would violate the computational density of this Universe [181]. As computational models can only recreate a small section of a system a deliberate choice of the degrees of freedom should be selected. Careful approximations and symmetry should be employed to simplify problems. Computational modelling is one of the fastest growing areas of science with many universities and international companies housing modelling departments. Computational modelling has successfully been applied to many other areas of science such as weather forecasting, economics, sociology and is growing [182–184].

In this thesis computational techniques have been employed to model simplified polycrystalline systems. As traditional pen and paper theoretical techniques cannot easily explore the vast phase space of possibilities required to understand polycrystalline materials and designing suitable experiments to probe phenomena of interest can be extremely
challenging. Understanding polycrystalline materials is one of current challenges in material science.

In this chapter the methods and techniques used to model polycrystalline materials throughout this thesis are explained in detail.

The chapter is arranged into two sections. The first of which explains the principles behind total energy calculations including the EAM and DFT which are used throughout this thesis (Sec. 3.1). The final section details all of the code which are used for simulation and analysis (Sec. 3.2).

3.1 Total energy calculations

The concept of total (internal) energy is paramount in computational modelling. The total energy depends explicitly on all of the electrons and nuclei in a given system. The total energy of most systems cannot be determined exactly thus approximations must be used to simplify the physics \[136\]. The approximations which are used in this thesis are the EAM and DFT which allow the total energy of a system to be computed. With an approximate description of a system’s energy the forces can be calculated which in turn can be used to move the atoms and relax the structure (as \(F = -\nabla E\)). Simplistically the collection of atoms are moved such that the total energy of the system reduces. The lowest energy state of a given system is known as a global minima but as the complexity of a system increases the number of degrees of freedom increases which reduces the likelihood that global minima can be found. In most cases local minima are found from optimisation methods. It is a requirement that many initial configurations are specified to increase the probability that the most stable configuration is found. There are many different types of optimisation algorithm including descent algorithms, quasi-Newtonian, genetic algorithms and simulated annealing. In this thesis only quasi-Newtonian methods and descent algorithms are used. The conjugate gradients (CG) algorithm is a descent algorithm which is heavily used in classical and electronic structure code used in this thesis. It is defined below,

\[
s_{n+1} = s_{n+1} + \gamma_n s_n, \tag{3.1}
\]
where $s_n$ is the search direction at a step $n$, $g_n$ is the gradient at each step and the parameter $\gamma_n$ is defined as,

$$\gamma_n = \frac{g_{n+1} \cdot g_{n+1}}{g_n \cdot g_n}.$$  

(3.2)

If a line minimisation is applied to each search direction the definition of the CGs algorithm generates a series of search directions which are orthogonal to the gradient $s_n \cdot g_n = 0$ for different steps. The search direction is also conjugate to previous search directions such that previous search directions are not repeated. The CG algorithm moves a system’s energy downhill to find a stable configuration. Although the Hessian matrix $H$ is not explicitly calculated it is how the conjugacy condition is determined $s_n \cdot H \cdot s_n = 0$.

In quasi-Newtonian (or Hessian) methods an approximation to the Hessian or its inverse is computed. With the correct Hessian it is possible to get the minima of the system as the Hessian represents the types of turning points in a system. It can be demonstrated that if a function is expanded into a quadratic form shown below,

$$E(R + \delta R) = E(R) + \delta R \cdot \nabla E(R) + \frac{1}{2} \delta R \cdot H \cdot \delta R,$$

(3.3)

where $E$ is a quadratic function of the energy landscape and $\delta R$ is a small change in position. Then the derivative of Eqn. 3.3 is taken,

$$\nabla E(R + \delta R) = 0 = \nabla E(R) + H \cdot \delta R,$$

(3.4)

the $\delta R$ can be determined as $\delta R = -H^{-1} \cdot \nabla E(R)$. Both the CGs and the quasi-Newtonian methods are very robust efficient and reliable [185]. The Hessian can become quite large so schemes such as the low memory BFGS algorithm have been developed to reduce its size [186].

### 3.1.1 Interatomic potentials

Classical modelling assumes that the electrons are integrated out and atoms and ions are treated as point particles. The total energy then becomes a series of interactions between different orders of the total number of atoms [136]. The many-body energy can be written down as an infinite series shown below,

$$U = \sum_{i=1}^{N} U_i + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} U_{ij} + \frac{1}{6} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} U_{ijk} + \ldots,$$

(3.5)

$^1$The Hessian is a matrix of second order derivatives. In this thesis it is of energy is w.r.t. position.
where the first term in the series is the self-energy of an atom, the second is a pairwise interaction and the third term is a three body term etc. As the number of bodies involved increases the contribution to the total energy diminishes such that it becomes possible to truncate the series without loosing significant accuracy. The trick is to truncate the series in order to still describe a system of interest well whilst decreasing computational complexity. Usually functional forms which are parameterised to experiment are used to represent the N-body terms. There are many of these functional forms to choose from and often it is the case that different functional forms describe different classes of materials. One of the first interatomic potentials created is known as the Lennard-Jones potential which approximates the interaction between atoms as a series of 2-body (pairwise) interactions. The Lennard-Jones model has been shown to work well for gases such as Argon \[187,189\]. The functional form for the Lennard-Jones model is shown below,

\[
V_{LJ}(r_{ij}) = 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^6 \right],
\]

where \(\epsilon\) and \(\sigma\) are parameters which describe the strength and range of the bonding. The general form of this potential is of an attractive \(r^{-6}\) part and a repulsive \(r^{-12}\) part. The repulsive part is based on the Pauli exclusion principle which states that it is impossible for the wavefunctions of two fermions in the same spin state to overlap. The attractive part is more fundamentally based on the Van de Waals force based on the electrostatic dipole-dipole interaction. Although this potential has serious shortcomings when modelling anything other than inert gases \[190\] this simple method was the starting point for the whole field of materials modelling. Some parameters for the following materials (Ar, Kr, CH\(_4\), O\(_2\), H\(_2\), C\(_2\)H\(_4\)) have been determined by Matyushov \[191\]. Further parameters can be found in Ashcroft-Mermin \[64\].

### 3.1.1.1 Buckingham potentials

In this thesis many simulations of ionic materials are performed so an appropriate interatomic potential which describes this bonding type is required. In ionic materials electrons are transferred between atoms, this occurs because this is the most favourable way in which electron shells can be filled. For example in NaCl (or regular salt) sodium is electropositive meaning that it wants to loose electrons, becoming smaller and ionised.
While chlorine is electronegative meaning that it is more favourable to gain electrons and fill its partially filled electron shell becoming larger and an ion. In these materials the bonding is predominately electrostatic in nature. Electrostatic bonding means that short range and long range descriptions of the bonding need to be considered. It has been shown that an adjusted Buckingham-Coulomb functional form can be used to model the interactions in metal-oxides \cite{134,192}. The Buckingham functional form is shown below,

\[
V_{ij}(r_{ij}) = A_{ij} \exp\left(-\frac{r_{ij}}{\rho_{ij}}\right) - \frac{C_{ij}}{r_{ij}^6} + \frac{q_i q_j}{4\pi \epsilon r_{ij}},
\]

where \(A, \rho\) and \(C\) are parameters of the model, \(q_i\) and \(q_j\) are the charges of the ions involved, and \(\epsilon\) is the permittivity. The variables \(A, \rho\) and \(C\) are parameterised from experimental values such as the cohesive energy and the lattice constant. The increased number of parameters of the Buckingham potential allows for a larger degree of control on how the potential behaves. There is however a drawback by increasing the number of parameters as it becomes possible to over fit the problem, fitting idiosyncrasies. Buckingham potentials have been shown to be effective in bulk, surfaces and GBs. However they are limited in the sense that the charge on each atom is fixed and so is impossible for atoms in these simulation to become polarised or change their charge state. It is possible to extend this model using the shell model potential which allows the ionic charges to polarise during a simulation \cite{193}. These potentials have been very successful in modelling a range of metal oxides including MgO which is studied in this thesis \cite{194,196}.

3.1.1.2 The embedded atom method

The EAM is a classical method used to model the interaction between atoms. It expands on the pairwise type potentials such as the Lennard-Jones and Buckingham potentials described previously by adding many-body terms. The many-body terms consider the sum over many atoms in a locality rather than between pairs. It is beneficial over the use of simple pair potentials for many reasons including describing more accurately the relationship between the coordination and the bond energy of metals which is not linear. The EAM also allows the Cauchy condition to be violated which for most metals is positive. At worst the EAM is only twice as computationally expensive as simple pair \footnote{The Cauchy condition relates two elastic moduli \(c_{12} = c_{44}\), where \(c_{44}\) is the shear modulus and \(c_{12}\) is the transverse expansion.}.
potentials \[29, 63\]. The total energy of a system of atoms within the EAM is described in the following way,

\[
E_{\text{tot}} = \frac{1}{2} \sum_{i,j} V(r_{ij}) + \sum_i F_i(\rho_i),
\]

\[3.8\]

\[
\rho_i = \sum_j \Phi(r_{ij}),
\]

\[3.9\]

where \(V(r_{ij})\) is a pair potential term which depends on the separation between atoms \(i\) and \(j\) and \(F_i\) is the embedding energy function for atom \(i\). The latter term accounts for the many-body aspects of the atomic binding and is expressed in terms of a sum over atom centred functions \(\Phi(r_{ij})\) which phenomenologically represents the shape of the electron density around a particular atom. Although the EAM was originally designed for use on sp-bonded metals it has been applied to many materials including transition metals. The EAM potentials are usually parameterised by fitting either to experimental data and/or first principles calculations. The EAM offers a good balance between physical accuracy and computational feasibility allowing supercells containing millions of atoms to be simulated in a reasonable time. Extensive research undertaken on transition metals has demonstrated that EAM potentials give an accurate description of many bulk, surface, GB and defect properties \[31–34\]. It is often the case that many of the potentials do not perform well for situations which are far from the bulk. It is essential that a rigorous testing regime is undertaken to ensure that the correct interatomic behaviour is expected. Such tests include reproducing the cohesive energy, the bulk modulus and the lattice constant. Once these have been found more complex tests must be performed, these are tests such as forcing a different geometric structure upon a material. This should have the effect of giving a higher cohesive energy and hence a less stable structure. Although in theory the EAM potential does not contain the details to know which structural phases should be the most energetically favourable \(a\ priori\) \[63\] EAM potentials are parameterised with the most stable experimental structural phases.

3.1.2 Quantum mechanical modelling

The time independent Schrödinger equation (TISE) for the nuclei and the electrons is one of the most precise and accurate descriptions of the microscopic Universe. The TISE
is shown below,

\[ \hat{H} \Psi = E \Psi, \quad (3.10) \]

\[ \hat{H} = -\frac{1}{2} \sum_n \nabla r_n^2 - \frac{1}{2} \sum_n \nabla R_{I_n}^2 - \sum_{n,m} \frac{Z_{I_n}}{|r_n - R_{I_m}|} + \frac{1}{2} \sum_{n \neq m} \frac{1}{|r_n - r_m|} + \frac{1}{2} \sum_{n \neq m} \frac{Z_{I_n} Z_{I_m}}{|R_{I_n} - R_{I_m}|}, \quad (3.11) \]

where \( \hat{H} \) is the Hamiltonian (the total energy operator) of the system, \( \Psi \) is the many-body wavefunction and \( E \) is the total energy. In the terms of the Hamiltonian \( M_{I_n} \) is the nuclear mass for nucleon \( I_n \) and \( Z_{I_n} \) is the atomic number for atom \( I_n \). \( \Psi \) depends on the positions of all electrons and nuclei. Quantum mechanical many-body systems are extremely complex and cannot be solved exactly so approximation schemes are required to solve them. As the nuclei are large and slow moving they can be treated classically meaning the quantum mechanical coupling between the nuclei and electrons can be neglected. This approximation is known as the Born-Oppenheimer approximation. In other words the Born-Oppenheimer approximation assumes that the motion of atomic nuclei and electrons in a molecule can be separated (\( \Psi = \Psi_{\text{nuclear}} \times \Psi_{\text{electronic}} \)). The independent electron approximation can also be employed which treats the dynamics of an individual electron separately to the motion of the other electrons. The independent electron approximation is a truly profound approximation as it means that the many-body Schrödinger equation can be reduced to a system of single electron Schrödinger equations.

### 3.1.2.1 Hartree and Hartree-Fock theories

In order to solve the single electron Schrödinger equation it is a requirement that the relationship between the single electron wavefunctions or atomic orbitals and the total wavefunction needs to be defined. Hartree theory assumes that it is possible to write the many-body wavefunction for \( N \) electrons as a product of single electron wavefunctions shown below,

\[ \Psi = \psi_1 \psi_2 \psi_3 \ldots \psi_n, \quad (3.12) \]

where \( \Psi \) is the many-body wavefunction and \( \psi_i \) are the single electron wavefunctions. The many-body Schrödinger equation reduces to a system of single electron Schrödinger equations shown below,
\[ \epsilon_i \psi_i = \left( -\frac{1}{2} \nabla^2 + V_i \right) \psi_i, \quad (3.13) \]

where \( \epsilon_i \) is the single electron eigenenergy and \( V_i \) is the electrostatic potential felt by electron \( i \) due to all of the other electrons. In Hartree theory each electron feels a mean field or effective potential from all the other electrons. The effective potential \( V_i (r) \) felt by each electron shown below,

\[ V_i (r) = \sum_j \int \frac{n_j (r')}{|r - r'|} dr', \quad (3.14) \]

where \( n_j = \psi_j^* \psi_j \) (the electron density for electron \( j \)). The single electron Schrödinger equation can be solved using a self-consistent method to find \( \psi \). Solving equations in a self consistent way involves first guessing the initial electron density then calculating the initial potential. From the potential the single electron wavefunction Schrödinger equations can be solved. The potential is then recalculated using the new density from the previous wavefunction. The process is continued until the input and output wavefunctions are equal to within a small tolerance. One of the drawbacks of Hartree theory is that the potential contains an unphysical self-interaction which occurs from the calculation of the Hartree potential \( (V_i) \). The self-interaction error occurs because it is possible for an electron to interact with itself. The self-interaction arises from the electron density \( n \) within the potential for when \( i = j \) an electron is interacting with itself.

Hartree theory falls down because the wavefunction is not anti-symmetric with respect to exchange. If the wavefunctions are not symmetric with respect to exchange properties such as magnetism cannot be explored and Hunds rules are not recovered. The Fock condition making Hartree-Fock (HF) ensures that the wavefunctions are antisymmetric with respect to exchange. The self-interaction error is also fixed through the addition of the Fock part of the theory. The anti-symmetric principle means the wavefunction changes sign under interchanging of any two electrons (see equation below),

\[ \Psi(x_1, x_2, x_3, \ldots, x_n) = -\Psi(x_2, x_1, x_3, \ldots, x_n). \quad (3.15) \]

\(^3\)From the Pauli exclusion principle for fermions.
It is possible to enforce the anti-symmetry explicitly by building Slater determinants shown below,

\[
\Psi(x_1, x_2, x_3, \ldots, x_n) = \frac{1}{\sqrt{N!}} \left| \begin{array}{cccc}
\chi_1(x_1) & \chi_2(x_1) & \chi_3(x_1) & \cdots & \chi_n(x_1) \\
\chi_1(x_2) & \chi_2(x_2) & \chi_3(x_2) & \cdots & \chi_n(x_2) \\
\chi_1(x_3) & \chi_2(x_3) & \chi_3(x_3) & \cdots & \chi_n(x_3) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\chi_1(x_n) & \chi_2(x_n) & \chi_3(x_n) & \cdots & \chi_n(x_n) 
\end{array} \right|,
\]

where \(N\) is the total number of electrons, \(\chi_i(x_i)\) is a spin orbital defined as the spatial orbital \(\psi\) multiplied by the spin wavefunction \(\chi = \psi\alpha\) or \(\chi = \psi\beta\) where \(\alpha\) is an up spin and \(\beta\) is a down spin. Spin can be made intrinsic to Hartree-Fock theory which can be used to compute magnetic properties. From the new definition of the wavefunction by application of the variation principle the new single electron Schrödinger equation can be defined given below,

\[
\epsilon_i \psi_i(r) = \left( -\frac{1}{2} \nabla^2 + V_{\text{ext}}(r) \right) \psi_i(r) + \sum_j \int dr' \frac{\left| \psi_j(r') \right|^2}{|r - r'|} \psi_i(r) - \sum_j \delta_{\sigma_i \sigma_j} \int dr' \frac{\psi_j^*(r') \psi_i(r')}{|r - r'|} \psi_j(r).
\] (3.16)

Eqn. 3.16 resolves the problem of self-interaction as now there is an exchange part in the equation which cancels out the self-interaction error. Hartree-Fock theory is much more accurate than Hartree theory but is computationally time consuming to both determine the Slater determinants for increasingly large systems and compute the complicated integrals in the exchange operator (final term in Eqn. 3.16).

3.1.2.2 Density functional theory

In the 1960's Hohenberg and Kohn showed that the ground state electronic energy is determined exactly by the electron density. In other words there is a one to one correspondence between the electron density of a system and its energy. Rather than studying complex many-body wavefunctions which depend on \(4N\) variables (3 spatial and 1 spin) which increases exponentially in complexity with the number of electrons it

\[^4\text{Or removed for nonmagnetic materials to increase the speed of calculations.}\]
is possible to study electron densities which require only 4 variables (3 spatial and spin). It is possible to write down a Schrödinger-like equation where the energy is a functional (a function of a function) of the electron density \[198\] given below,

\[
E[n(r)] = \langle \Psi_0 | \hat{F} + \hat{V}_{\text{ext}} | \Psi_0 \rangle = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle \geq E_0, \tag{3.17}
\]

where \(\Psi_0\) is the groundstate wavefunction, \(E_0\) is the groundstate energy, \(\hat{V}_{\text{ext}}\) is the external potential due to the nuclear cores, \(n(r)\) is the electron density, \(\hat{F} = \hat{U} + \hat{V}_{\text{ee}}\) where \(U\) is the kinetic energy operator and \(\hat{V}_{\text{ee}}\) is the coulomb interaction between the electrons.

The Hohenberg-Kohn theories are truly remarkable results in modern material science however although very interesting they are not particularly useful as the universal functional \(\hat{F}\) is difficult to determine. There was not a significant wait until Kohn and Sham in 1965 determined a method to estimate \(F\) \[199\]. Rather than considering a system of interacting electrons where \(\hat{T} \text{ and } \hat{V}_{\text{ee}}\) are non-linear entities. A system of non-interacting electrons with an adjusted fictitious potential which fixes our electron density such that it is the same as the system with the interacting electrons is considered. The single electron Schrödinger equations can then be solved to find the electron density. In the Kohn-Sham formulation both the kinetic energy operator and the electron-electron interaction become very simple. In a similar vein to Hartree-Fock theory the single electron Schrödinger equation with a modified potential \(V_{KS}\) can be written down, shown below,

\[
\epsilon_i \psi_i = \left(-\frac{1}{2} \nabla^2 + V_{KS}\right) \psi_i, \tag{3.18}
\]

\[
V_{KS}(r) = \int d r' \frac{n(r')}{|r - r'|} + V_{xc}(r) + V_{\text{ext}}(r), \tag{3.19}
\]

where the first term in \(V_{KS}\) is the cumbolic interaction from all the other electrons, \(V_{xc}\) is the exchange correlation potential and \(V_{\text{ext}}\) is the external potential from the nuclear cores. From this the single electron wavefunction can be estimated using by generating an ansatz of the electronic density defined below,

\[
n(r) = \sum_i^N |\psi_i(r)|^2. \tag{3.20}
\]
Usually the ansatz is based on the atomic orbitals of the atom in question. The solution can then be converged using the self-consistent approach by computing the Kohn-Sham potential. Then the modified functional Schrödinger equation can be used to calculate the ground state energy for the electrons shown below,

\[ E[n(r)] = E_{KE} + \int n(r)V_{ext}(r)dr + E_{Hartree}[n(r)] + E_{xc}[n(r)]. \]  

(3.21)

It is fairly straightforward to arrive at Eqn. 3.21 by multiplying Eqn. 3.18 by \( \psi^* \). It is also required to calculate the contributions from the nuclei-nuclei interactions. Note that the difficulties of this theory come from the exchange-correlation energy (XC). This is because the exact form of the XC functional is not known. There are a few good approximations which can be used such as the local density approximation (LDA) shown below,

\[ E_{xc}^{\text{LDA}}[n] = -\frac{3}{4} \left( \frac{3}{\pi} \right)^{1/3} \int n(r)^{4/3} dr. \]  

(3.22)

The LDA is an integral over all space, with each point contributing to the exchange-correlation energy as if it was a homogenous electron gas of that density. The LDA has been analytically derived in the high and low density limits. Quantum Monte Carlo methods have been used for intermediate densities. For molecular systems the LDA underestimates the exchange energy by around \( \sim 10\% \) which can result in smaller theoretically predicted lattice constants than experimental values. It is possible to add spin to the LDA by considering the densities of the spin up (\( \alpha \)) and spin down (\( \beta \)) electrons individually. The local spin density approximation (LSD) is given as,

\[ E_{xc}^{\text{LSD}}[n] = -2^{1/3} \frac{3}{4} \left( \frac{3}{\pi} \right)^{1/3} \int \left( n(r)_\alpha^{4/3} + n(r)_\beta^{4/3} \right) dr. \]  

(3.23)

There is also the generalised gradient approximation (GGA). The GGA adds the first order derivative of the density to the approximation of the exchange correlation functional. There are many different GGA functionals which can be parameterised using experimental data from rare gases, the helium atom or can derived from theoretical results. In this thesis the parameterization of Perdew, Burke and Ernzerhof (PBE) has been used to describe the exchange correlation energy \[200\]. GGA exchange correlation functionals can reduce the error in the exchange energy relative to the LDA by up to two orders of magnitude \[197\].
DFT suffers from self-interaction error because the Hartree potential used to compute part of a system’s energy contains an integral over the product of a charge density and a wavefunction where electron density is indexed over all electrons in the system. In theory the self-interaction error should cancel with the exchange correlation functional if it were exact. But as the XC functional is an approximation a small contribution to the self-interaction error remains. In the 1990s it was proposed that because in Hartree-Fock theory there is no self-interaction error due to the Fock exchange operator a fraction of Hartree-Fock exchange could be added into DFT to improve the XC functionals. These new functionals are known colloquially as hybrids. The hybrid exchange-correlation functional for the LSD is shown below,

\[
E_{xc}^{\text{hyb}} = E_{xc}^{\text{LSD}} + a_0 (E_x^{\text{exact}} - E_x^{\text{LSD}}),
\tag{3.24}
\]

where the subscript \( xc \) refers to the exchange correlation and the subscript \( x \) refers to the exchange only. The amount of exchange \( a_0 \) added is usually determined by fitting to experiments but in many cases is between 20-30\%. Because of these changes hybrids estimate many physical properties much better than the LDA(GGA) such as lattice constants and band gaps. However there are a few drawbacks to hybrids as many have argued that HF and DFT are two very different theories which are being combined to get the right answer experimentally making the method less \textit{ab-initio}. Furthermore since the Fock exchange operator needs to be computed the calculations are very expensive. The Heyd Scuseria Ernzerhof (HSE) exchange-correlation functional is a computationally cheaper alternative to other hybrid exchange correlational functions. It uses an error function screened Coulomb potential to calculate the exchange portion of the energy to improve computational efficiency, especially for metallic systems. It is defined in the following way,

\[
E_{xc}^{\text{HSE}} = a_0 E_x^{\text{HF,SR}}(\omega) + (1-a_0) E_x^{\text{PBE,SR}}(\omega) + E_x^{\text{PBE,LR}}(\omega) + E_c^{\text{PBE}},
\tag{3.25}
\]

where \( a \) is the mixing parameter and \( \omega \) is an adjustable parameter controlling the range of the interaction. Standard values of \( a_0 = \frac{1}{4} \) and \( \omega = 0.2 \) (usually referred to as HSE06) have been shown to give good results for most systems. \( E_x^{\text{HF,SR}}(\omega) \) is the short range Hartree-Fock exact exchange functional, \( E_x^{\text{PBE,SR}}(\omega) \) and \( E_x^{\text{PBE,LR}}(\omega) \) are the short and long range components of the PBE exchange functional, and \( E_c^{\text{PBE}}(\omega) \) is the PBE correlation functional \[201,202\].
Plane wave basis

To perform calculations in both DFT and HF a representation of the wavefunction must be selected. A representation can be chosen by picking a basis set. In atomistic modelling no basis set is complete (i.e. does not represent the wavefunction perfectly). In this thesis plane waves are used as they have a good systematic convergences, good computational scaling, simple operations, easy calculations of forces and are bias free. Bloch’s theorem states that the wavefunction of an electron within a perfectly periodic potential may be written as,

$$\psi_{j,k}(r) = u_{j}(r)e^{ik \cdot r}, \quad (3.26)$$

where $u_{j}(r)$ is a function that possesses the periodicity of the potential, i.e. $u(r+\mathbf{l}) = u(r)$, where $\mathbf{l}$ is a lattice vector of the unit cell. In Eqn. [3.26] $i = \sqrt{-1}$ and $\mathbf{k}$ is a wavevector. Since $u_{j}(r)$ is a periodic function, we may expand it in terms of a Fourier series,

$$u_{j}(r) = \sum_{G} c_{j,G} e^{iG \cdot r} \quad (3.27)$$

where the $\mathbf{G}$ are reciprocal lattice vectors defined through $\mathbf{G} \cdot \mathbf{R} = 2\pi m$, where $m$ is an integer, $\mathbf{R}$ is a real space lattice vector and the $c_{j,G}$ are plane wave expansion coefficients. The electron wavefunctions may therefore be written as a linear combination of plane waves:

$$\psi_{j,k}(r) = \sum_{G} c_{j,G} e^{i(k+G) \cdot r}. \quad (3.28)$$

It is possible to define a cut-off energy for the $\mathbf{G}$ vectors to truncate the number of plane waves required shown below,

$$\frac{1}{2} G^2 \geq E_{\text{cut}}, \quad (3.29)$$

where $E_{\text{cut}}$ is the cut-off energy. In all calculations a convergence process should be undertaken whereby the cut-off energy is increased and the total energy is calculated for a given system. Appropriate cut-off energies are chosen when the total energy becomes approximately constant w.r.t. cut-off [203].

$k$-points

Given that each electron occupies a state of definite $k$, the infinite number of electrons within the solid gives rise to an infinite number of $k$-points. However, one does not need to consider all of these $k$-points as the electron wavefunctions will be almost identical for
values of $k$ that are sufficiently close. It is therefore sufficient to consider the electronic states at a finite number of $k$-points to determine the electron density of the solid. It is possible to define a mesh of $k$-points equidistant in each reciprocal direction. Such a method is called Monkhorst-Pack (MP) mesh and requires only the number of $k$-points in each direction. It is important to centre the MP grid at the gamma point for certain calculations in e.g., for example in MgO (as this is a direct gap insulator so the smallest band gap is found at the gamma point). Convergence of the total energy with respect to the number of $k$-points must be performed to ensure that the wavefunctions describe the physics of a given system correctly [203].

Psuedopotentials

The majority of the physical properties of solids depend on the valence electrons. It is possible to partition the electrons between core and valence states because the core electrons are almost environment independent. The pseudopotential approximation in DFT can be introduced by replacing the core electrons and ionic potential with a pseudopotential that acts on a set of pseudo wavefunctions. The pseudopotential is constructed such that that the pseudo wavefunction has no radial nodes within the core region and that the pseudo wavefunctions and potential agree with the true wave function and potential outside some cut-off radius $r_{\text{cut}}$. Further, the pseudopotential must preserve the atomic properties of the element, including phase shifts on scattering across the core; as these phase shifts will in general be dependent upon the angular momentum state. In general a pseudopotential must be non-local, i.e. it must have projectors for the different angular momentum states. The most general form for a pseudopotential is,

$$
\Psi = \Psi_{\text{pseudo}} \times \Psi_{\text{valence}}, \quad (3.30)
$$

where $\Psi_{\text{pseudo}}$ is the pseudopotential part of the wavefunction and $\Psi_{\text{valence}}$ are the valance electrons. The use of a pseudopotential greatly simplifies the computational complexity of many systems and has been shown to be very accurate when compared to all electron calculations [204].

---

5 Without a pseudopotential.
Density of states

The density of states (DOS) describes the total number of occupied and unoccupied states at each energy level. In DFT it is possible to count the number of states which exist in a particular system in a particular energy range. It is useful as it allows us to classify a material into metal, semi-metal, semi-conductor or insulator by inspecting the band gap. In a DFT calculation the density of states can be extracted by inspecting the eigenvalues of the wavefunction,

\[ n(\epsilon_i) = \frac{(N(\epsilon_i) - N(\epsilon_{i-1}))}{\Delta \epsilon}, \quad (3.31) \]

\[ N(\epsilon_i) = \int_{-\infty}^{\epsilon_i} n(\epsilon)d\epsilon, \quad (3.32) \]

where \( \epsilon \) is a given energy level, \( n(\epsilon) \) is the local density of states, \( N(\epsilon) \) is the integrated density of states and \( \Delta \epsilon \) is the distance between two discrete grid points.

Bader analysis

As the electron density in a DFT calculation represents an amalgamation of individual electronic orbitals the atomic charges are not observables. Knowledge of the electronic charges in a system is extremely important to understand phenomena such as charge transfer. It is not obvious how electronic density should be partitioned to calculate the electronic charges on the atoms. Many different schemes have been proposed such as: Mulliken population analysis, density matrix based normal population analysis, Bader analysis and Hirshfeld analysis. In this thesis Bader analysis has been used to partition the electron density to predict the atomic charges. Bader analysis works by separating systems into atom centred charge distributions by a zero-flux surface defined as,

\[ \nabla \rho(r_s) \cdot n(r_s) = 0, \quad (3.33) \]

where \( \rho \) is the charge density, \( r_s \) is a point on the surface \( S \) and \( n(r_s) \) is the unit vector normal to the surface at \( r_s \). [205].
3.2 Code used in this thesis

CASTEP

CASTEP (CAmbridge Serial Total Energy Package) is a first principles code used to calculate the properties of materials. It implements DFT and can model a wide range of material properties including total energies, structure, electronic and magnetic properties. CASTEP uses a plane wave basis set to expand the Kohn-Sham wavefunction \[206\].

VASP

The Vienna Ab initio Simulation Package, also known as VASP, is a package for performing first principles calculations using the projector augmented wave method with a plane wave basis set \[207\]. It implements DFT, but also contains many post-DFT corrections such as hybrid functionals and many-body perturbation theory (GW).

LAMMPS

The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code \[208\] is a classical molecular dynamics code that can model a range of systems using classical interatomic potential methods and different boundary conditions. In this thesis the code was mainly used to model metals using the EAM formalism. LAMMPS requires that interatomic potentials are supplied in a tabulated format so a simple code written in C++ which tabulates each potential from its parameters was developed. Many pre-existing tabulated potentials can be found on the National Institute for Standards and Technology (NIST) website \[209\].

VESTA

Visualisation for Electronic STructure Analysis (VESTA) is a powerful tool used to visualise crystals and molecules \[210\]. VESTA has the ability to visualise most file formats including both CASTEP (.cell) and VASP (POSCAR). However for LAMMPS a new code was written to convert from the .lammpstrj file to a VESTA appropriate input. VESTA has the ability to show iso-surfaces, draw bonds and offers a significant amount of customisation.
VMD

Visual Molecular Dynamics (VMD) is a useful tool to visualise and analyse crystallographic systems. It may be used to view more general molecules, such as LAMMPS trajectory formats and display the structure. VMD provides a wide variety of methods for rendering and colouring a molecule: simple points and lines, CPK spheres and cylinders, liquorice bonds, backbone tubes and ribbons, cartoon drawings, and others. VMD can be used to animate and analyse the trajectory of a molecular dynamics (MD) simulation. In particular, VMD can act as a graphical front end for an external MD program by displaying and animating a molecule undergoing simulation on a remote computer [211].

GULP

General Utility Lattice Program (GULP) is a useful code which allows classical simulations of atoms. It has many useful features such as the ability to automatically calculate the elastic constants [136]. A variety of force fields can be used within GULP spanning the shell model for ionic materials, molecular mechanics for organic systems and the embedded atom model for metals.

Bader analysis

It is possible using techniques developed by Richard Bader to divide the electronic density from clusters of atoms such as those in GBs into individual atom centred charge densities. Bader’s method defines an atom based on the total electronic charge density and uses a zero flux surface to divide the atoms. A zero flux surface is a 2-D surface on which the charge density is a minimum perpendicular to the surface. Dr Henkelman’s group in Texas have developed a program to perform Bader analysis from the output files of VASP calculations. This offers a convenient way to analyse the results from VASP to show the charges present on atoms in ionic structures [212].
Chapter 4

Excess volume due to grain boundaries in metals

4.1 Introduction

GBs in metals play an extremely important role in determining their properties and functionality. As discussed in Sec. 2.1.3 the excess volume at GBs influences phenomena such as segregation, diffusion and embrittlement in metals. However until recent experiments by Steyskal and Oberdorfer it has been challenging to probe the excess volume in real materials directly [42, 43]. In these investigations a difference of 0.14 Å between the average excess volumes of Cu and Ni has been detected. The difference in the lattice constants is insufficient to explain the differences in the excess volume and an atomistic explanation of this observation is currently missing [88]. Understanding the factors which influence the excess volume could have many important benefits not least for materials design relevant to many technological applications such as fusion reactors.

In this chapter a detailed theoretical investigation into GB excess volume in the polycrystalline metals Fe, Cu and Ni is presented. These materials are chosen to allow comparison with previous theoretical and experimental studies, and due to their numerous applications in areas such as spintronics, fusion, fission, power generation and catalysis [213–216]. The focus is on symmetrical tilt GBs over a wide range GB orientations to draw out trends across the three materials. By employing an automated computational approach based on an EAM description of interatomic interactions [85, 217] the stable structures of over 400 distinct symmetrical tilt GBs for Fe, Cu and Ni are determined. The validity of the approach is demonstrated by comparison to first principles calcula-
tions of GB properties using DFT. The results recover a systematic difference in excess volume of between 0.1 and 0.2 Å between Cu and Ni which is in very good agreement with experimental data. By analysing the strain at the atomic level it is demonstrated that the excess volume difference is localised in a region of 5 - 10 Å around the GB plane. A semi-quantitative explanation for the origin of the difference in terms of the differing bulk moduli of Cu and Ni (138 GPa and 186 GPa respectively) is provided. While Cu and Ni are fcc, Fe is bcc and therefore GBs have different geometric structures. The localisation of GB cusps\footnote{Crystallographic orientations which are particularly high or low in formation energy relative to nearby orientational configurations.} in Fe is also different to Cu and Ni. The range of excess volumes in Fe is comparable to Ni.

The rest of this chapter is structured in the following way. In Secs. 4.2.1 & 4.2.2 the approach is validated by looking at several examples of GBs in Fe, Cu and Ni. From Sec. 4.2.3 the results are presented. In Sec. 4.3 the results are discussed and in Sec. 4.4 the chapter is concluded.

4.2 Results

4.2.1 Interatomic potential validation

Numerous EAM potentials have been developed for Fe, Cu and Ni. A systematic investigation of corresponding predicted properties to determine the most appropriate to employ in this study has been performed. The ability of different potentials to describe bulk properties such as the lattice constant, the cohesive energy, the bulk moduli as well formation energies of low-index surfaces has been assessed. All calculations have a convergence tolerance of $1 \times 10^{-6}$ eV for total energies and $<0.001$ Å for cell volumes (see Sec. 3.1.1.2). The precision of the cell volumes is important for calculations which involve adjusting the size of the cell.

The cohesive energy of a monoatomic solid in a classical simulation is calculated by computing the total energy of a bulk periodic supercell which has been optimised with respect to the cell volume and the atomic positions of all of the atoms then divided by the total number of atoms,

$$E_{\text{coh}}^{\text{Classical}} = \frac{E_{\text{total}}}{N_{\text{atoms}}}.$$ (4.1)
The bulk modulus is calculated by fitting the volume dependence of total energy to the Birch-Murnaghan equation of state \cite{218} shown below,

$$E(V) = E_0 + \frac{9V_0B_0}{16} \left\{ \left[ \left( \frac{V_0}{V} \right)^{\frac{3}{2}} \right]^3 - 1 \right\} B' + \left[ \left( \frac{V_0}{V} \right)^{\frac{3}{2}} \right]^3 \left[ 6 - 4 \left( \frac{V_0}{V} \right)^{\frac{3}{2}} \right] \right\}, \quad (4.2)$$

where $E_0$ is the cohesive energy, $B_0$ is the bulk modulus, $V_0$ is the equilibrium volume of the primitive cell and $B'$ is the first pressure derivative of the bulk modulus. The first pressure derivative of the bulk modulus is a quantity which describes the anharmonicity of the energy volume curve, important for phenomena such as shockwaves. Higher orders of the bulk moduli become more important in areas where the pressure is changing rapidly such as the centre of planets and stars but also in GBs as it can alter the interfacial geometry.

First principles calculations within the formalism of DFT are also employed to calculate the properties of Fe, Cu and Ni (discussed in detail in Sec. 3.1.2.2) \cite{198,199}. Calculations have been performed using CASTEP \cite{219}. Ultrasoft pseudopotentials model the inner electrons and 3d and 4s valence electrons are treated explicitly. The GGA with the parameterisation of PBE has been used to describe the exchange correlation energy \cite{200}. To determine the bulk properties of the metals the wavefunctions are expanded in a plane-wave basis with energies up to 500 eV and a Monkhorst-Pack k-point grid of $12 \times 12 \times 12$ for primitive cells and structures are optimised using the limited-memory Broyden Fletcher Goldfarb Shanno (LBFGS) algorithm \cite{220}.

In a DFT calculation the energy of the infinitely separated system is not zero like in the classical simulation. To compute the cohesive energy in DFT the difference in energy between a bulk system and one of isolated atoms which are effectively infinitely separated should be taken. In practice this means that supercells containing only a single atom surrounded by at least 10 Å of vacuum in each direction are constructed. The cohesive energy ($E_{\text{coh}}^{\text{DFT}}$) is calculated as,

$$E_{\text{coh}}^{\text{DFT}} = \frac{E_{\text{Bulk}}}{N_{\text{atoms,Bulk}}} E_{\text{Isolated}}, \quad (4.3)$$

where $N_{\text{atoms}}$ is the total number of atoms in either the bulk or isolated systems, $E_{\text{Bulk}}$ is the total energy of the bulk and $E_{\text{Isolated}}$ is the total energy of the isolated system. The bulk energy as a function of interatomic separation are compared between the EAM and DFT in Fig. 4.1.
Surfaces are modelled using a similar approach to the one described for GBs in Sec. 2.1 however only one grain (more commonly referred to as a slab in surface calculations) is included and PBC are employed in all directions. The surface energy is defined in the same way as the GB formation energy using Eq. 2.2. Surface energies have been fully converged with respect to slab thickness. Surface energies are calculated with a \( k \)-point grid of \( 1 \times 9 \times 9 \), \( 1 \times 8 \times 8 \) and \( 1 \times 6 \times 4 \) for \( (100) \), \( (110) \) and \( (111) \) surfaces respectively with a cut-off energy of 500 eV. To compute surface energies in a DFT plane wave code a slab with a large vacuum gap should be constructed and compared with a system with no gap. The DFT predicted bulk and surface properties are included in Table 4.1 and comparison with the EAM potential and experimental values demonstrates good agreement across the board.

For GB structures the plane-wave basis cut-off is set to 350 eV and MP \( k \)-point grids of \( 1 \times 3 \times 3 \) are employed (with only one \( k \)-point along the non-periodic GB normal direction). The EAM optimised supercells have in-plane dimensions corresponding to the EAM optimised bulk lattice constants. These supercells must be scaled to reflect the optimised DFT lattice constant which in general may differ slightly. GB formation energies have been calculated by comparing the total energy difference between a supercell containing a GB and a bulk supercell of the same size. This minimises the error associated with differing \( k \)-point sampling and basis sets.
Table 4.1: Summary of properties calculated using various embedded atom method potentials (S-C Sutton and Chen, Ack Ackland, C-R Cleri Rosato, F-S Finnis Sinclair, Mend Mendelev) for Fe, Cu and Ni. $E_{\text{coh}}$ (eV) is the cohesive energy, $a$ (Å) is the lattice constant, $B_0$ (GPa) is the bulk modulus, $\gamma_{hkl}$ (Jm$^{-2}$) is the surface energy relating to surface ($hkl$), $\Delta a_{\text{fcc/bcc}}$ is the ratio of the lattice constants of the bcc and fcc phases and, $\Delta E_{\text{fcc-bcc}}$ is the difference between the cohesive energies of the bcc and fcc phases.

<table>
<thead>
<tr>
<th></th>
<th>Cu</th>
<th>Expt.</th>
<th>DFT</th>
<th>S-C</th>
<th>Ack.</th>
<th>C-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{coh}}$</td>
<td>-3.54</td>
<td>-3.70</td>
<td>-3.49</td>
<td>-3.52</td>
<td>-3.54</td>
<td></td>
</tr>
<tr>
<td>$\Delta E_{\text{fcc-bcc}}$</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{\text{fcc}}$</td>
<td>3.62</td>
<td>3.63</td>
<td>3.62</td>
<td>3.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta a_{\text{fcc/bcc}}$</td>
<td>1.26</td>
<td>1.25</td>
<td>1.26</td>
<td>1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_0$</td>
<td>138</td>
<td>139</td>
<td>135</td>
<td>144</td>
<td>142</td>
<td></td>
</tr>
<tr>
<td>$\gamma_{001}$</td>
<td>1.33</td>
<td>1.22</td>
<td>1.14</td>
<td>1.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{011}$</td>
<td>1.48</td>
<td>1.29</td>
<td>1.23</td>
<td>1.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{111}$</td>
<td>1.25</td>
<td>1.14</td>
<td>0.95</td>
<td>1.27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Expt.</th>
<th>DFT</th>
<th>F-S</th>
<th>Ack.</th>
<th>Mend.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{coh}}$</td>
<td>-4.28</td>
<td>-5.30</td>
<td>-4.28</td>
<td>-4.31</td>
<td>-4.12</td>
<td></td>
</tr>
<tr>
<td>$\Delta E_{\text{fcc-bcc}}$</td>
<td>-0.15</td>
<td>-0.11</td>
<td>-0.05</td>
<td>-0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{\text{bcc}}$</td>
<td>2.87</td>
<td>2.85</td>
<td>2.87</td>
<td>2.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta a_{\text{fcc/bcc}}$</td>
<td>1.22</td>
<td>1.27</td>
<td>1.30</td>
<td>1.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_0$</td>
<td>168</td>
<td>177</td>
<td>100</td>
<td>179</td>
<td>169</td>
<td></td>
</tr>
<tr>
<td>$\gamma_{001}$</td>
<td>2.62</td>
<td>1.69</td>
<td>1.80</td>
<td>1.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{011}$</td>
<td>2.59</td>
<td>1.51</td>
<td>1.58</td>
<td>1.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{111}$</td>
<td>2.91</td>
<td>1.92</td>
<td>1.99</td>
<td>1.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Ni</th>
<th>Expt.</th>
<th>DFT</th>
<th>S-C</th>
<th>Mend.</th>
<th>C-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{coh}}$</td>
<td>-4.44</td>
<td>-4.92</td>
<td>-4.43</td>
<td>-4.39</td>
<td>-4.43</td>
<td></td>
</tr>
<tr>
<td>$\Delta E_{\text{fcc-bcc}}$</td>
<td>0.05</td>
<td>0.02</td>
<td>0.09</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{\text{fcc}}$</td>
<td>3.52</td>
<td>3.52</td>
<td>3.52</td>
<td>3.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta a_{\text{fcc/bcc}}$</td>
<td>1.25</td>
<td>1.25</td>
<td>1.27</td>
<td>1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_0$</td>
<td>186</td>
<td>200</td>
<td>192</td>
<td>174</td>
<td>186</td>
<td></td>
</tr>
<tr>
<td>$\gamma_{001}$</td>
<td>2.30</td>
<td>1.64</td>
<td>1.41</td>
<td>2.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{011}$</td>
<td>2.35</td>
<td>1.73</td>
<td>1.59</td>
<td>2.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{111}$</td>
<td>1.97</td>
<td>1.53</td>
<td>1.28</td>
<td>2.60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 Standard reference for experimental physical quantities; lattice constants, cohesive energies and bulk moduli [221].
2 Listing of experimental lattice constants [222].
3 Listing of experimental cohesive energies [223].
4 Experimental measurements of elastic properties of Fe, Cu and Ni [224–226].
5 It is noted here that a correction made to the FS potential for iron in 1986 [227] which improves the agreement of the bulk modulus with experiment.
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Table 4.1 summarises properties calculated using a range of potentials for Fe, Cu and Ni. These include the Finnis and Sinclair (FS) [30], Ackland [34] and Mendelev [228] potentials for iron; and the Johnson [229], Sutton and Chen [33], Cleri and Rosato [32], Ackland [31] and Mendelev [228] for copper and nickel. It is found that the Ackland potential describes the properties of iron and copper more accurately than the others. This potential is fitted to the lattice parameter $a$, three important elastic constants $C_{11}$, $C_{12}$, $C_{44}$, the cohesive energy $E_{coh}$ and the unrelaxed vacancy formation energy. The Ackland potential has a cut-off value $r_c = 4.43$ Å for copper and $r_c = 3.73$ Å for iron. Results for this potential can be found in Table 4.1. For nickel it is found that the Mendelev potential describes the properties more accurately. This is initially parameterised in the same way as the Ackland potential, however the weighting of the solid properties is reduced in order to allow the system to describe the liquid phase. The Mendelev potential has a cut-off value $r_c = 6.0$ Å for nickel.

To further demonstrate how DFT and the EAM differ the EAM and DFT energy-volume curves near equilibrium for each metal in the bcc and fcc structures are shown in Fig 4.1. This is undertaken by performing single point calculations on scaled values of the lattice constant of each material in both bulk structures. A range of $\pm 20\%$ strain of the lattice constant is shown. This range of strain is of the order found in GBs. It is observed that for Cu there is an extremely good agreement between DFT and EAM in the absolute position and the gradient of the potential, for Fe there is a systematic shift of around 0.8 eV suggesting that DFT over predicts the cohesive energy and for Ni there is a small shift of 0.4 eV suggesting a very good agreement between DFT and EAM. In Ni there is a large divergence as the material becomes compressed by 15% however it has been shown that bonds in GBs are unlikely to be compressed to this degree. Since it is the gradient which determines how easily a material can be compressed and expanded it is expected that materials with larger gradients to be more resistive to strain. The distribution of bond lengths present in GBs should be wider in Cu when compared to Fe and Ni. It is expected that the distribution of bond lengths should be similar in Fe and Ni.

4.2.2 Determination of grain boundary structure and properties

In this section the approach for determining the stable structures of arbitrary symmetrical tilt GBs is illustrated by describing a number of examples in detail. First a
Figure 4.1: Energy-volume curves near equilibrium for the bcc and fcc structures Fe, Cu and Ni using the embedded atom method and density functional theory. For Fe and Cu the Ackland potentials is used and for Ni the Mendelev potential is used.
Ni(210)[001] GB is considered. A systematic screening approach (explained in detail in Sec. 2.1.2) identifies three inequivalent low formation energy structures as shown in Fig. 4.2. The structures are labelled a-c ordered according to their formation energy. The most stable GB structure Ni(210)[001]-a ($\gamma = 1.38 \text{ Jm}^{-2}$) has no rigid body translation between the two crystals and is fully symmetric about the interfacial plane. The GB can be viewed as a periodic arrangement of triangular structural units as indicated in the figure. The next most stable structure Ni(210)[001]-b ($\gamma = 1.43 \text{ Jm}^{-2}$) is formed from diamond shaped structural units. Finally GB structure Ni(210)[001]-c ($\gamma = 1.70 \text{ Jm}^{-2}$) has one grain which has a rigid body translation of $a/2[\bar{1}20]$ with respect to the other and is not mirror symmetric. The GB can be viewed as a periodic arrangement of two irregular quadrilaterals.

DFT calculations on these structures predict the same ordering in energy as using the EAM approach. The GB formation energies calculated at the EAM and DFT levels are very consistent (differing by less than 0.2 Jm$^{-2}$). The corresponding excess volumes calculated at the DFT and EAM levels are in good agreement (differing by less than 0.12 Å). The predicted stable structure is also consistent with previous EAM based studies [230]. To further verify the approach stable structures for the (111)[101], (121)[101] and (210)[001] symmetrical tilt GBs in Fe, Cu and Ni have been determined in a similar
way. It is noted that the (111)[101] GB in the fcc materials copper and nickel should correspond to twin boundaries with a very low formation energy, this is confirmed by the systematic screening approach. The twin GB is a structural feature of many materials and actually corresponds to a stacking fault. Table 4.2 summarises the calculated formation energies and excess volumes for three GBs at both the EAM and DFT levels of theory. The DFT and EAM determined GB formation energies are very similar and predict the same relative stability of the three GB types for each material. The calculated excess volumes again differ more significantly (with the DFT values being in general lower however again the relative ordering is consistent). The only exception is the Cu(210)[001] GB for which the DFT and EAM approaches predict different structures as the most stable. Fig. 4.3 shows the two alternative structures of the Cu(210)[001] GB. Structure Cu(210)[001]-a ($\gamma = 0.96 \text{ Jm}^{-2}$) is mirror symmetric and consists of a periodic arrangement of diamond structural units. Structure Cu(210)[001]-b ($\gamma = 1.07 \text{ Jm}^{-2}$) is also mirror symmetric and consists of a periodic arrangement of triangular structural units. The latter structure is the only one to have been reported previously on the basis of EAM calculations [231–233]. The energetic ordering of these two possible interfaces is swapped at the DFT level (Table 4.2) however the difference in energy remains very small (0.06 Jm$^{-2}$) at the DFT level and 0.11 Jm$^{-2}$ at the EAM level. This suggests that thermodynamically both structures may coexist.

The results presented in this section demonstrate that the systematic screening approach of creating GBs (see Sec. 2.1.2) can determine the stable structures of arbitrary tilt GBs and the calculated formation energies and excess volumes at the EAM level are broadly consistent with first principles based calculations. The results in Table II are also consistent with other studies on GBs in the literature [26, 84, 85, 92, 233–236]. This demonstrates the reliability of the EAM approach.

4.2.3 Excess volume in Fe, Cu and Ni

The process of determining stable GB structures is scaled up to consider a series of GBs of the general type $(hkl)[mno]$ in Fe, Cu and Ni. Supercells defined by the integers $h, k, l, m, n$ and $o$ ranging from 1 to 20 are considered. The search space is also reduced to supercells with less than 15,000 atoms (400 distinct orientations for each material).
Figure 4.3: Embedded atom method optimised structures of the copper (210)[001] grain boundary. The yellow and blue atoms indicate atoms in different planes perpendicular to the tilt direction [001], with the structural units highlighted. The two most stable GB structures are shown (a-b).

Only orthogonal GBs are considered so it must ensured that the dot product of \((hkl)\) and \([mno]\) is zero. Due to symmetry of cubic crystals there are no integer reflections e.g. \((210) = (120)\) as these are structurally identical GBs. The grains also need to be large enough that the GBs do not interfere with each other. It is found that a granular thickness of 30 Å is sufficient to ensure GBs do not interfere with each other. A task farming algorithm is implemented within LAMMPS to compute the excess volume and GB formation energy for each system [208].

In Fig. 4.4 the GB formation energy and the excess volume across all of these orientations for Fe, Cu and Ni is shown. Broadly speaking there is a linear correlation between GB formation energy and excess volume which becomes pronounced in the low formation energy limit, in agreement with previous theoretical calculations [237]. However it is observed that there is a stark difference between the range of excess volumes in Cu and Ni, with Cu being on average 40% larger. By contrast Fe occupies a similar
Table 4.2: Comparison of embedded atom method and density functional theory predictions of excess volume $\delta V$ (Å) and GB formation energy $\gamma$ (Jm$^{-2}$) for a number of tilt GBs in Fe, Cu and Ni.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_{DFT}$</th>
<th>$\gamma_{EAM}$</th>
<th>$\delta V_{DFT}$</th>
<th>$\delta V_{EAM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(111)[101]</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>(121)[101]</td>
<td>0.57</td>
<td>0.77</td>
<td>0.17</td>
<td>0.29</td>
</tr>
<tr>
<td>(210)[001]-a</td>
<td>0.92</td>
<td>0.96</td>
<td>0.24</td>
<td>0.36</td>
</tr>
<tr>
<td>(210)[001]-b</td>
<td>0.86</td>
<td>1.07</td>
<td>0.34</td>
<td>0.36</td>
</tr>
<tr>
<td>Fe</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(111)[101]</td>
<td>1.38</td>
<td>1.50</td>
<td>0.23</td>
<td>0.29</td>
</tr>
<tr>
<td>(121)[101]</td>
<td>0.31</td>
<td>0.29</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>(210)[001]</td>
<td>1.31</td>
<td>1.22</td>
<td>0.42</td>
<td>0.40</td>
</tr>
<tr>
<td>Ni</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(111)[101]</td>
<td>0.04</td>
<td>0.10</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>(121)[101]</td>
<td>0.84</td>
<td>1.02</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>(210)[001]</td>
<td>1.23</td>
<td>1.38</td>
<td>0.35</td>
<td>0.36</td>
</tr>
</tbody>
</table>

distribution of points to Ni.
Figure 4.4: Correlation between grain boundary formation energy (Jm$^{-2}$) and excess volume (Å) for 400 unique stable grain boundaries in Fe, Cu and Ni. Cu has systematically higher excess volumes than Ni, Fe is comparable to Ni.

The variation of excess volume with respect to GB orientation can be illustrated by mapping each GB orientation onto a unit sphere [76, 84]. Once in spherical coordinates a projection on to a circle using a Lambert azimuthal equal area projection (LP) can be performed [77]. The methodology for the construction of this projection is given in the Sec. 2.1.4. Fig. 4.5 shows the result for Cu and Ni, recognising that due to symmetry it is only necessary to show an irreducible sector of the circle. It is noted that the set of 400 GB orientations considered span the perimeter and most of the area inside this irreducible sector. Fig. 4.5 also helps further highlight that the excess volume is systematically larger in Cu than Ni.
Figure 4.5: Lambert azimuthal projection showing the variation of excess volume with grain boundary orientation for Cu and Ni. $X'$ and $Y'$ are coordinates in this projection which represent a mapping from the Miller index definition $(hkl)$[mno] (see Sec. 2.1.4). High symmetry orientations are labelled on the figure as follows: A((100)[001]), B((210)[001]), C((101)[010]), D((212)[101]), E((111)[101]) and F((131)[101]).
In Fig. 4.6 the stereographic projection for Fe is shown. When compared to the projections in Cu and Ni (Fig. 4.5) there is a clear difference between Fe and Cu and Ni in where low excess volumes are located. For Fe (Fig. 4.6) there is a minima of excess volume located between the points C and F but for Cu and Ni the minima lies between points E and F (Fig. 4.5). The difference in the excess volume projections in Cu and Ni, and Fe is a purely structural effect and is exactly the difference between the bcc and fcc lattices.

Figure 4.6: Stereographic projection showing the variation of excess volume with grain boundary orientation for Fe. $X'$ and $Y'$ are coordinates in this projection which represent a mapping from the Miller index definition \((hkl)[mno]\) (see Sec. 2.1.4). High symmetry orientations are labelled on the figure as follows: A((100)[001]), B((210)[001]), C((101)[010]), D((121)[101]), E((323)[101]) and F((132)[101]).

Paths between particular high symmetry orientations (labelled A to F in Fig. 4.5 & Fig. 4.6) define a series of GBs with fixed tilt axis \([mno]\) (known as a tilt series). For example, the [100] tilt series is defined by the path AC. The degree of rotation of the
two grains can be expressed by the tilt angle,

\[
\alpha = \cos^{-1}\left( \frac{|oh - mk|}{\sqrt{(m^2 + o^2)(h^2 + k^2 + l^2)}} \right),
\]

(4.4)

where \(h, k, l, m, o\) are the indices characterising the GB orientation \((hkl)[mno]\). The variation of excess volume with tilt angle for four high-symmetry tilt series: [100] (path AC), [101] (path CEA), [111] (path CF) and [201] (path ADFB) is shown in Fig. 4.7 & Fig. 4.8. Each tilt series exhibits a characteristic dependence on tilt angle with local minima appearing at particular GB orientations of high symmetry. For example, near 36° in the [001] tilt series (Σ5 (310)[001]) or near 70° in the [101] tilt series (Σ3 (111)[101]). This mirrors the cusp behaviour that is well known in the variation of GB formation energy with tilt angle [84, 85]. Importantly, while the trend in each series is similar for both Cu and Ni there is a systematic difference of up to 0.2 Å, consistent with experimental results for polycrystalline materials containing more general GBs [42, 43]. Only for a small number of low index GB orientations is the difference absent – for example Σ5 (210)[001] in the [001] tilt series – which is attributed to its much higher symmetry which constrains atomic relaxation near the interface.
Figure 4.7: Variation of excess volume with tilt angle for the four high-symmetry tilt series: [100], [101], [111] and [201]. While the trend in each series is similar for both Cu and Ni there is a systematic difference of up to 0.2 Å.

It is found that the Fe [100] tilt series of the excess volumes are much higher when compared to Cu and Ni with the highest value being 0.45 Å (see Fig. 4.7 & Fig. 4.8). For the [101] and [201] tilt series Fe is more comparable to Ni. For the [111] tilt series Fe is much lower in excess volume than both Cu and Ni. The reason for differences between Fe and Ni is that the nearest neighbour distances are comparable (Fe$_{NN} = 2.482$ Å and Ni$_{NN} = 2.489$ Å). The similarity between the nearest neighbour distances in Fe and
Ni partly explains why the excess volumes of Fe and Ni are comparable. The major difference between the two metals is the location of the GB cusps. For example in Fe there is a low cusp in the [101] tilt series at (111)[101] 107° however in Ni this occurs at (121)[101] 70°.

Figure 4.8: Variation of excess volume with tilt angle for the four high-symmetry tilt series: [100], [101], [111] and [201] for Fe.
4.2.4 Origin of excess volume differences in Cu and Ni

The results presented in Sec. 4.2.3 clearly demonstrate that there is a systematic difference between the excess volumes of Cu and Ni tilt GBs, larger than would be expected based on their rather similar lattice constants (differing by less than 3%). However, the above analysis above does not allow us to assess whether this difference is associated with the local atomic structure at the interface or with the longer range strain field associated with GBs. Providing insight into this question requires a detailed analysis of the atomic structure of GBs in both materials. For this purpose a number of GBs from the [001] and [101] tilt series are selected for more detailed analysis. In particular, the Σ5 (310)[001], Σ17 (410)[001], Σ13 (510)[001], Σ13 (320)[001], Σ11 (131)[101] and Σ27 (151)[101] GBs as indicated by the arrows in Fig. 4.7. Fig. 4.9 shows the local atomic structures of each of these GBs for both Cu and Ni. In each case the structural units which define the interface structure extend to the second atomic layer from the plane of mirror symmetry. The perpendicular distance from the mirror plane to the second atomic layer, $d_{Cu/Ni}^2$, is calculated to quantify the half-width of the structural unit (shown for each GB in Fig. 4.9).
Figure 4.9: Atomic structure of selected grain boundaries in the [100] and [101] tilt series. The half-width of each structural unit (defined as the perpendicular distance from the mirror plane to the second atomic layer) is shown for each grain boundary in Cu and Ni.

The half-widths of the structural units in (310)[001], (410)[001], (510)[001], (131)[101]
and (151)[101] GBs are all larger in Cu than Ni (0.020 Å, 0.070 Å, 0.072 Å, 0.095 Å and 0.12 Å respectively) which is consistent with the observed excess volume differences. These differences are sufficient to account for a significant proportion of the total difference in excess volume observed. However, it is found that in (320)[001] the difference is -0.065 Å, meaning that the long range strain field plays a larger role in the determination of the total excess volume. The differences in structural units for an additional six GBs have been analysed. The half-widths of the structural units in the (610)[001], (710)[001], (810)[001], (910)[001] and (341)[111] GBs show that the dislocation structures accounts for a significant proportion of the difference in excess volume (in Fig. 4.10). It is found that in (430)[001] the half width of the structural unit is larger in Ni than Cu. However, as found for the GB analysis presented in this chapter in all cases differences in longer range strain associated with GBs are needed to explain the differences in excess volume.
Figure 4.10: Atomic structure of selected grain boundaries in the [100], [101] and [111] tilt series. The half-width of each structural unit (defined as the perpendicular distance from the mirror plane to the second atomic layer) is shown for each grain boundary in Cu and Ni.
A direct comparison of the widths of structural units in Cu and Ni GBs is only possible in cases where the most stable GB structure in each material is equivalent. Of the twelve GBs analysed the half-width of the structural unit is larger in Cu than Ni for ten GBs. However, in all cases longer range strain (i.e. beyond the second atomic layer away from the GB plane) is needed to explain differences in excess volume between Cu and Ni.

To analyse the longer range differences in atomic structure between Cu and Ni GBs of the same orientation the following dimensionless quantity can be defined,

\[
\Delta^i = \left( \frac{d_{\text{Cu}}^i}{a_{\text{Cu}}} - \frac{d_{\text{Ni}}^i}{a_{\text{Ni}}} \right),
\]

where \(d_{\text{Cu/Ni}}^i\) is the perpendicular distance from the mirror plane to a particular atomic layer \(i\) in the supercell (similar to the definition above but for a general atomic layer), and \(a_{\text{Cu}}\) and \(a_{\text{Ni}}\) are the lattice constants of Cu and Ni. Far from the GB atomic planes are equally spaced and do not contribute to the excess volume, i.e. \(d_{\text{Cu}} \to \delta V_{\text{Cu}} + ka_{\text{Cu}}\) and \(d_{\text{Ni}} \to \delta V_{\text{Ni}} + ka_{\text{Ni}}\), where \(\delta V_{\text{Cu/Ni}}\) is the excess volume and \(k\) is a constant. Far from the GB \(\Delta\) converges to a constant (\(\Delta = \delta V_{\text{Cu}}/a_{\text{Cu}} - \delta V_{\text{Ni}}/a_{\text{Ni}}\)). Therefore the variation of \(\Delta\) provides a convenient way to quantify the spatial extent of the region around the GB that contributes to the excess volume difference.

In Fig. 4.11 the dependence of \(\Delta\) is shown for each of the GBs identified above. It is noted that in each case the second point corresponds to the distance to the second plane shown in Fig. 4.9. Considering the (310)[001] GB one finds that for the second layer \(\Delta\) is negative, consistent with the small difference in the structural unit half-width noted above. However, \(\Delta\) exhibits oscillations from layer to layer converging to a positive value by the eleventh atomic plane (corresponding to a distance of about 6 Å). Similar oscillations are seen in the other GBs considered with convergence to a positive \(\Delta\) typically being achieved within around 5 to 15 Å of the GB plane. However, in cases with a longer range of convergence the variation of \(\Delta\) exhibits small amplitude oscillations characteristic of a strain field and the majority of the excess volume is already established within a smaller range of about 5 Å.

Footnote: This constant is the same in both Ni and Cu and represents the number of bulk-like atomic planes.
Figure 4.11: Variation of the dimensionless parameter $\Delta$ (Eq. 4.5) with distance from the GB mirror plane for grain boundaries from the [100] and [101] tilt series. The convergence of $\Delta$ to a positive value within 5 to 15 Å of the mirror plane defines the region associated with the excess volume.

The above analysis indicates that the differences in GB excess volume between Cu and Ni are associated with differences in the local atomic structure near the GB, mainly
within a range of ±5 Å of the GB plane but with smaller strain contributions extending up to 15 Å in some cases. This difference cannot be explained by the difference in the lattice constants of Cu and Ni and ultimately must be due to differences in the interatomic interactions.

4.2.5 Analysis of bond strain

Further analysis of the atomic structures obtained in this study indicates that in the regions near GBs bonds can be strained significantly compared to the bulk. In extreme cases bonds can be compressed by up to 10% and extended by up to 15%. However, the majority of bonds lie in a range of ±2% strain. To understand how bond strains differ in Cu and Ni GBs all of the first nearest neighbour distances within 10 Å of the interface have been calculated for the (310)[001], (410)[001], (510)[001], (320)[001], (131)[101] and (151)[101] GBs. Due to symmetry only one side of the grain is considered. The strain \( \sigma \) for each bond is calculated using the following formulae,

\[
\sigma_{\text{Cu}} = \frac{l_{\text{Cu}} - \sqrt{2}a_{\text{Cu}}}{\sqrt{2}a_{\text{Cu}}},
\]

(4.6)

\[
\sigma_{\text{Ni}} = \frac{l_{\text{Ni}} - \sqrt{2}a_{\text{Ni}}}{\sqrt{2}a_{\text{Ni}}},
\]

(4.7)

where \( l_{\text{Cu}} \) and \( l_{\text{Ni}} \) are the lengths of each bond in Cu and Ni respectively, \( \sigma_{\text{Cu}} \) and \( \sigma_{\text{Ni}} \) are the strains in Cu and Ni respectively and the factor of \( \sqrt{2}a_{\text{Cu,Ni}} \) arises from calculating the nearest neighbour distance in an fcc metal from the lattice constant.

The difference of the strains \( \eta \) is defined below,

\[
\eta = \sigma_{\text{Cu}} - \sigma_{\text{Ni}}.
\]

(4.8)

This difference is calculated for each bond and plotted in a histogram with a bin width of 0.25% for the whole population of bonds within 10 Å of the interface and a reduced sample in which only strains greater than 1% are allowed \(|\sigma| > 1\%\). For values greater than zero \( \eta \) characterises a bond which is strained more in Cu than in Ni, for values less than zero \( \eta \) describes a bond which is strained more in Ni than Cu. The reduced range is taken to reduce the skew of the distribution towards zero since for bulk like bonds there is no preferential straining. The histograms show that there are far more bonds with
\( \eta > 0 \), which suggests that on average Cu is strained more than Ni. The histograms are shown in Fig. 4.12 & Fig. 4.13. This is consistent with the fact that the bulk modulus of Cu is considerably smaller than that of Ni (138 GPa compared to 186 GPa respectively) a property well represented by the EAM potentials used. Therefore the difference in bulk moduli provides a semi-quantitative interpretation for the observed difference in excess volume between Cu and Ni.
Figure 4.12: Histograms of the strain difference $\eta$ (Eqn. 9) plotted with a bin width of 0.25%. The red dashed line indicates the parity value of the two strains ($\eta = 0$). There is a preference towards additional strain in Cu over Ni in all grain boundaries.
Figure 4.13: Histograms of the strain difference $\eta$ (Eqn. 9) plotted with a bin width of 0.25%. The red dashed line indicates the parity value of the two strains ($\eta = 0$). There is a preference towards additional strain in Cu over Ni in all grain boundaries.
4.2.6 Statistical distribution of excess volume

Our set of 400 distinct GB structures samples a wide range of possible orientations as shown in Fig. 4.4. To generate statistical distributions of excess volume relevant to real polycrystalline materials all inequivalent orientations should be sampled, however this is computationally infeasible as other supercells contain too many atoms. Since the variation in GB formation energy and excess volume is relatively smooth between calculated points a linear interpolation approach is proposed to generate a uniform sampling of GB formation energy and excess volume across the orientations.

Physically the interpolation is a reasonable approximation because most of the GB cusps which are present have been modelled. Discontinuities are usually where an interpolation scheme is likely to fail. Regions slightly away from the cusps can be described by a Read and Shockley formula [78] which is approximately linear.

It can be shown that the variation of GB formation energy and excess volume with orientation are converged by considering a random sample of only 350 GBs in the total data set. The idea here is to pseudo-randomly choose a sample of the excess volumes to compute a fractional distribution with. Then the total number of random points is increased as described above. If the data was random the resulting distributions should be drastically different. For many different runs it should be expected that there should be a significant amount of variance between the distributions for a differing number of points chosen in the dataset. But after running the process 100s of times there is little difference between a distribution with 350 points and one with the whole dataset (see Fig. 4.14).\footnote{Note here only one random sample is chosen for the purposes of conciseness.}
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Further to generating distributions it is possible to show how the percentiles in the distribution change with the addition of points (see Fig. 4.15). It is observed that with a mere 40 points the 1st percentile and 0.1th percentile are largely converged. The trend of convergence is similar if the process were to be re-run with a different sample of points. This gives confidence that the interpolation scheme is valid.
Figure 4.15: Convergence of percentiles in Ni, (a) grain boundary energy 1 Percentile, (b) grain boundary energy 0.1 Percentile, (c) Excess volume 1 Percentile, (d) Excess volume 0.1 Percentile.

Fig. 4.16 shows the interpolated LP for GB formation energy and excess volume for Fe, Cu and Ni. For both fcc metals the GB formation energy LP is characterised by zero energies at the bottom corners of the plot which correspond to (100)[001] and (101)[010] STGBs. These occur because STGBs with these surfaces make a bulk crystal. Low energy structures at the points [111] and [131] are observed, which correspond to the coherent twin GBs. For the excess volume copper and nickel exhibit similar features at the cusps but there is a low excess volume pathway from [131] to [101] in nickel which does not exist in copper. In the case of bcc iron the GB formation energy minima are located at [100] and [101] as in copper and nickel, but only one more deep minima at
Figure 4.16: Lambert azimuthal equal area projections showing the variation of grain boundary formation energy and excess volume with grain boundary orientation obtained using the interpolation scheme. Important orientations are noted in each figure. Grain boundary formation energy and excess volume for Fe, Cu and Ni are shown in (a-c) and (d-f) respectively.

[121] is found with a shallow minima at [323]. With the excess volume it is noticed that there is region of low excess volume from [121] moving down towards [101], there are also some spots towards the centre of the projection representing discontinuities of the excess volume. These discontinues originate from the non-continuous nature of stable GB structures as the orientation of the crystals changes.

The normalised histograms for the full dataset of 400 points are shown in Fig. 4.17.
Figure 4.17: Distributions of grain boundary formation energy for all 400 points in the dataset assuming all orientations are equally likely. Grain boundary formation energy and excess volume for Fe, Cu and Ni are shown in (a-c) and (d-f) respectively.
For Fe, Cu and Ni a similar distribution for the population of GB formation energy is observed, this is characterised by low populations at low energies and large populations at high energies. This shows that given a random orientation it is more likely to get a higher energy GB. There is also a distinct difference between the maximum formation energy of copper in comparison to the other metals. In contrast each material has an excess volume distribution which varies significantly. For copper the distribution is asymmetric with a large peak which dominates, for iron the distribution resembles a normal distribution with minor perturbations and for nickel the distribution is similar to iron but is narrower and shifted towards lower excess volume. The distinct differences between the distributions of excess volume and that of formation energy suggests, that the differing material properties of Fe, Cu and Ni play a key role in the stable geometrical configurations.

The distributions shown in Fig. 4.17 represent a system in which all GB orientations are equally likely, however in general lower energy GBs are thermodynamically more stable hence more boundaries will be clustered in the low energy regions of the LP. The history of the sample will also play an important role in determining types of GBs present. There have been many examples of previous works which have experimentally measured and modelled the population of certain GBs with the GB formation energy [117, 118, 238–241]. The choice of modelling the relationship between population and formation energy follows from previous experimental work which has found a negative correlation between the relative GB formation energy and \( \sigma_i \) (the population) [118, 239–241]. In the model a weighting factor \( \sigma \) is introduced to bias the distributions towards GBs with lower formation energies. The \( f' \) are modified in the following way,

\[
\sigma_i = e^{(\beta \gamma_i)} \tag{4.10}
\]

\[
f'_i = \frac{\sigma_i f_i}{\sum^n_{i} \sigma_i f_i} \tag{4.9}
\]

where the form of \( \sigma_i \) has been postulated to model a situation where low energy GBs and their excess volumes are more probable than those with a higher energy. A simple exponential function has been used for model where \( \gamma_i \) is the formation energy and \( \beta = -2 \). The choice of \( \beta \) is arbitrary but describes the rate at which GBs become less likely. In the fullness of time \( \beta \) may be predicable experimentally.
Figure 4.18: Distributions of grain boundary formation energy reweighted according to grain boundary formation energy. Grain boundary formation energy and excess volume for Fe, Cu and Ni are shown in (a-c) and (d-f) respectively.
Fig. 4.18 shows the re-weighted distributions for Fe, Cu and Ni. In comparison to the unweighted distributions there is a general shift to lower GB energies as expected. When this new adjustment factor is applied to copper the main peaks of formation energy and excess volume become diminished and the lower energy and excess volume regions of the histogram are increased. In iron the secondary peak surpasses the primary peak in the distribution for GB formation energy, for excess volume there is a significant increase in the fraction of GBs with lower excess volumes. In nickel the main peak in the GB formation energy distribution shifts to the left and high energy peaks are smeared out, while in the excess volume distribution the high volume plateau smears out. In Table 4.3 summary statistics for the GB formation energy and excess volume for the unweighted and the weighted data in each material is shown.

For copper experimental excess volume have been measured as $0.46 \pm 0.11$ Å. The copper excess volume lies within the range of excess volumes which has been calculated theoretically $(0 - 0.48)$ Å and within one standard deviation of the average theoretical excess volume of $0.39 \pm 0.07$ Å [43]. The excess volume for two samples of nickel have been measured to be $0.32 \pm 0.04$ Å and $0.35 \pm 0.04$ Å. The experimentally calculated excess volumes for Ni both lie within the range of excess volumes found theoretically $(0 - 0.36)$ Å and is two standard deviations above the average excess volume of $0.21 \pm 0.07$ Å [42]. There is a good agreement between theoretically calculated excess volumes and experimental excess volumes.

Further comparisons may be made to experiments which have measured the fraction of GBs with particular orientations. In particular there are two studies which have calculated the fraction of occurrence of GBs in nickel. The first study by Lim and Raj (1984) [238] measured the occurrence of CSL or $\Sigma$ values in a polycrystalline sample of nickel. They found a significant peak at $\Sigma 3$ which could correspond to either (111)[001] or (121)[001] GBs. Computationally the (111)[001] STGB corresponds to an extremely low formation GB but the (121)[001] is high in comparison. In the second study by Li et. al. [117] they have calculated the fraction of occurrence over a continuous range of stereographic coordinates. It is found experimentally that there is a large number of GBs at (111) but no other significant GB types. There is good agreement between experimental and theoretical results in that the most common GB in Ni are those tilted about the (111) plane. Theoretically the lowest energy GBs are those also tilted about the (111) plane.
Table 4.3: Statistical properties of GB distributions in Fe, Cu and Ni. Subscript 1 represents the unweighted data and 2 represents the weighted data. $\gamma$ (Jm$^{-2}$) and $\delta V$ (\AA) are the GB formation energy and excess volume respectively.

<table>
<thead>
<tr>
<th></th>
<th>Cu mean</th>
<th>most probable</th>
<th>max</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>0.91</td>
<td>1.04</td>
<td>1.10</td>
<td>0.15</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.85</td>
<td>1.04</td>
<td>1.10</td>
<td>0.20</td>
</tr>
<tr>
<td>$\delta V_1$</td>
<td>0.39</td>
<td>0.41</td>
<td>0.48</td>
<td>0.05</td>
</tr>
<tr>
<td>$\delta V_2$</td>
<td>0.37</td>
<td>0.41</td>
<td>0.48</td>
<td>0.07</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>1.27</td>
<td>1.42</td>
<td>1.63</td>
<td>0.19</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>1.16</td>
<td>1.28</td>
<td>1.63</td>
<td>0.29</td>
</tr>
<tr>
<td>$\delta V_1$</td>
<td>0.27</td>
<td>0.29</td>
<td>0.46</td>
<td>0.09</td>
</tr>
<tr>
<td>$\delta V_2$</td>
<td>0.25</td>
<td>0.28</td>
<td>0.46</td>
<td>0.10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Ni</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>1.18</td>
<td>1.36</td>
<td>1.45</td>
<td>0.19</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>1.07</td>
<td>1.18</td>
<td>1.45</td>
<td>0.26</td>
</tr>
<tr>
<td>$\delta V_1$</td>
<td>0.24</td>
<td>0.22</td>
<td>0.36</td>
<td>0.06</td>
</tr>
<tr>
<td>$\delta V_2$</td>
<td>0.21</td>
<td>0.21</td>
<td>0.36</td>
<td>0.07</td>
</tr>
</tbody>
</table>

4.3 Discussion

The primary factors which may affect the validity of the predictions are the accuracy and transferability of the EAM potentials and the suitability of the approach employed to determine the most stable structure for a given GB orientation. Comparisons between DFT and EAM predicted bulk and GB properties suggest EAM potentials provide a reasonable description although improvements could be made to the potentials to more accurately model highly strained bonds (−15% /+10% ) in GBs which may not be well described.

Furthermore to accurately predict stable structures GB supercells must also be large enough such that the two GBs in the supercell do not interact with each other. Here crystals of 30 Å thicknesses are employed, which is sufficient to minimise such effects.\(^5\) It was ensured that the grid of points considered in the rigid body translations is sufficiently large to probe a large number of initial conditions to maximise the chances that the lowest energy structure is found (see Sec. 2.1). However, it should be noted that while it\(^5\) Note that for GB formation energies a thickness of only 20Å is required but to convergence excess volumes a larger grain size of 30Å is required.
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has been demonstrated through several examples that the approach can identify stable GB structures the possibility that more stable structures may exist cannot be excluded. Here, a grid method has been used to find stable structures but other approaches, such as displacement shift complete method (DSC) as described by Sutton and Ballufi [63], are also possible.

While this study is focused on symmetric tilt GBs in principle the approach could be extended to more general types including asymmetric and mixed tilt/twist GBs. However, since the nature and origin of the effect (i.e. the presence of structural units at GBs and associated atomic relaxation and strain) is rather generic it is not expected that the qualitative conclusions should differ significantly.

When a polycrystalline sample is approximated by assuming only symmetrical tilt GBs are present all the detailed nuances of a polycrystalline material such as the other types of GBs which may exist are not considered. The effect of this may be to reduce the predictive nature of the approximation however the model can be extended to include other phenomena.

4.4 Conclusion

In this chapter a high throughput method for predicting stable GB structures from a large number of initial configurations containing many thousands of atoms has been employed. The increased computational power now available has allowed the modelling of over 400 unique tilt GB structures for Fe, Cu and Ni which span a wide range of orientations. Through analysis of these structures it has been shown that there is a systematic difference between the excess volumes of Cu and Ni GBs of up to 0.2 Å which is consistent with experiment but not fully explained by the relatively small lattice constant difference of 3%. It is found that the majority of the difference in excess volume occurs in the first 5 Å of the interface, with longer range strain effects contributing over a larger region. These differences can be understood as a result of the much smaller bulk modulus of Cu compared to Ni which means that bonds in Cu are easier to strain. Although the lattice constant for Fe is much smaller than both the fcc metals the nearest neighbour distance in Fe is very similar to that of Ni hence why the average excess volumes are similar.
These results bring much needed insight into the nature of excess volume in metals and the reasons for the different behaviour in the otherwise similar materials of Fe, Cu and Ni. These ideas may find important application in the computational design of materials, for example by identifying materials properties which may influence excess volume. In particular, it is thought that GBs with higher excess volumes are significantly more prone to defect segregation, diffusion and embrittlement which may prove catastrophic when used in extreme environments such as fusion reactors [38,213]. If one wishes to minimise the excess volume in metals to limit impurity segregation the results presented in this chapter suggest that a material with a small nearest neighbour distance and a large bulk modulus should be selected.

Polycrystalline materials are ubiquitous both in nature and manmade devices and the presence of GBs is known to affect many material properties [39–41]. Although experimentally the average excess volume of polycrystalline samples have been measured by difference dilatometry, probing the excess volumes associated with individual GBs is more difficult [42,43]. The results presented in this chapter provide atomic insight into the nature and origin of excess volume difference and provide an explanation for the different behaviour of Cu and Ni observed experimentally. Further study on the excess volumes of bcc, hcp and other structures and phases of metals needs to be undertaken to understand the nature of GBs in different environments.
Chapter 5

Grain boundaries in magnetic tunnel junctions

5.1 Introduction

GBs which have been investigated in Chapter 4 are extremely important in applications when a principal material is required in bulk for its unique properties and availability such as for railway lines, building frames, nuclear reactors, telephone and transmission wires, and many more. In many applications however a combination of many materials is required to produce a desirable phenomena or effect. Interfaces where one material is directly adhered (chemically or physically) to another to achieve a desired effect or property are intrinsic to many industries including the semi-conductor industry. A specific example is electrically insulating thin metal oxide films which form a key functional element in diverse technologies in spintronics, microelectronics, photovoltaics, optoelectronics, sensing and catalysis [242–247]. While in almost all practical devices metal oxide films are polycrystalline, very little is known about the effect of GBs on their electrical properties. The particular device of interest in this study is a MTJ which finds applications as a magnetic sensor in hard disk read heads and in emerging non-volatile MRAM technologies [46,50,248–250] (see Sec. 1.3 for more information). The active part of the device consists of an insulating MgO film sandwiched between two ferromagnetic FeCoB layers [17,56,251].

There have been many theoretical studies which have been performed in order to understand MTJs. In particular are two theoretical studies by Mathon and Bulter. The studies independently have shown that the TMR effect can be as large as 1000% in
epitaxial Fe/MgO/Fe interfaces \cite{249,252}. The dilemma here is that there is a large disparity between the theoretically predicted values of the TMR and the experimentally observed values. This discrepancy has fuelled much speculation including the possibility that defects such as GBs or oxygen vacancies could be diminishing the insulating properties of the MgO films. A scientific explanation of this discrepancy has been lacking.

In this chapter the properties of a MTJ are explored using theoretical techniques based on experimental measurements performed by collaborators in Japan. STEM has been used to resolve the atomic structure of GBs within an ultrathin MgO film buried inside a multilayer stack. The MgO film is polycrystalline, with a typical grain size between 10 - 15 nm with each grain oriented such that the [001] crystallographic direction is parallel to the film normal. Analysis of the STEM images reveals two commonly occurring structural unit types which correspond to an asymmetric tilt GB (which would not have been predicted in the absence of direct imaging due to its relatively high formation energy) and a more common symmetric tilt GB \cite{253}. On the basis of these results first principles theoretical modelling of the structure and electronic properties of these systems is performed. It is found that GBs introduce additional states inside the MgO band gap. The spatial localisation of the interface states is found inside structural units at the GBs.

This chapter is structured in the following way. In Sec. 5.2.1 a description of how the MTJs were synthesised is given. In Sec. 5.2.2 the computational methods used to model the MTJs are validated. In the rest of Sec. 5.2 the results of the modelling of the MgO symmetric tilt and asymmetric tilt GBs are presented. In Sec. 5.3 the results are discussed and in Sec. 5.4 the main conclusions are presented.

5.2 Results

5.2.1 Synthesising magnetic tunnel junctions and imaging in plan-view

Experimental TEM imaging of the MgO layer within MTJs, sample growth and preparation were performed by Mitsuhiro Saito, Shunsuke Fukami, Hideo Sato, Shoji Ikeda, Hideo Ohno and Yuichi Ikuhara in Japan. They undertook a three stage process to acquire plan view images of MgO thin films. First the MTJ is grown, then all other materials are removed leaving only the MgO film\footnote{It could be that some FeCo remains on the MgO but this has not yet been experimentally verified.} then TEM is employed to obtain the
plan-view images of the MgO film.

To grow the MTJ, layers are deposited onto a thermally oxidised Si substrate by radio frequency magnetron sputtering at room temperature. The stack structure from the substrate side is Ta(5)/ Ru(10)/ Ta(5)/ Fe$_{60}$Co$_{20}$B$_{20}$(5)/ MgO(20)/ Fe$_{60}$Co$_{20}$B$_{20}$(1), where numbers in parentheses are nominal thicknesses in nm. The bottom Ta/Ru/Ta/FeCoB serves as a seed to form the [001] textured structure of MgO, which is removed during the back-thinning process (see below). The top FeCoB layer deposited to protect the MgO layer is thin enough not to affect the observation of MgO structure. After the deposition, the film is annealed at 500$^\circ$C for one hour.

To observe only the GBs of the MgO in the TMR device, a plan-view TEM sample which consists of only MgO needs to be prepared. TEM samples should be less than 10 nm in thickness in order to be transparent to the electron beam. Preparation of the plan-view sample can be achieved using a back-thinning method. First, the substrate of the specimen is ground with sand paper and dimpled mechanically from only the back side (substrate side) to reduce the thickness to around 20 µm. Then the specimen is thinned to around 10 nm using Ar-ion milling with an acceleration voltage of 1.5 - 3.5 kV and an incident beam angle of 4 - 6$^\circ$ from only the back side. Finally, the plan-view specimen which consists of only of MgO is obtained.

The GB microstructures are experimentally characterised in detail using annular bright-field (ABF) STEM. ABF imaging where an annular detector is positioned within the bright field region in an atomic resolution STEM has recently been shown to produce images with both light and heavy elements simultaneously [254, 255]. The ABF-STEM images are taken with the JEOL JEM-ARM200F (Cold FEG) electron microscope with Cs-corrector (CEOS GmbH), which is operated at 200 kV. ABF-STEM imaging was performed with a probe convergence angle of 22 mrad and a detector semiangle within 11 - 22 mrad. The obtained STEM images were low-pass filtered to reduce high frequency noise.

As shown in Fig. 5.1b the film is polycrystalline with irregularly shaped grains with typical diameters in the range 10 to 15 nm. Atomic columns in the [001] crystallographic direction are observed in every grain indicating that the film is almost perfectly [001] textured. There is a difference in contrast between the grains which suggests that small differences between the [001] growth orientation are present. Mitsuhiko Saito and Yuichi Ikuhara in Japan have also performed electron diffraction experiments (see Fig. 5.2). In
the electron diffraction pattern the experiments show rings meaning that the samples are polycrystalline (if dots were observed this would mean the samples was monocrystalline).

![Diagram of magnetic tunnel junction](image)

Figure 5.1: Annular bright field transmission electron microscopy images of MgO polycrystalline samples a) Schematic showing the magnetic tunnel junction investigated in this study with cross-sectional and plan-view imaging directions indicated. b) Annular bright field-scanning transmission electron microscopy images showing the nanometre scale granular structure of the MgO films. c-d) Examples of commonly occurring structural units at grain boundaries corresponding to segments of a Σ5(210)[001] symmetric tilt grain boundary (c) and a (100)/(110)[001] asymmetric tilt grain boundary (d). The white dashed boxes indicate the periodic supercells which are used to model these grain boundary defects.
GBs in these cases consist of a connected chain of GB structural units (SUs). 35 images like that shown in Fig. 5.1 have been analysed to identify the most frequently occurring GB SUs in the MgO film. A number of commonly occurring SUs have been identified which are shown in Fig. 5.3. The most frequently occurring SU has a triangular shape with mirror symmetry along the plane of the GB. Chains of SUs of this type are analogous to segments of $\Sigma 5(210)[001]$ symmetric tilt GBs. There is also a considerable number of SUs which involve two back-to-back (or top-to-top) triangular shapes without mirror symmetry about the GB plane. Chains of SUs of this type are analogous to segments of $(100)/(110)[001]$ asymmetric tilt GBs (i.e. the grain on the left is rotated 45° with respect to the grain on the right). The observation of GBs of this type is quite unexpected due to the high energy associated with asymmetric tilt GBs. Some of the TEM images used in this analysis are shown in Figs. 5.4 - 5.6 with identified SUs indicated.
Figure 5.3: Two commonly occurring structural units in the MgO films. a) a-type structural unit which has a triangular shape with mirror symmetry along the plane of the grain boundary. b) b-type structural unit which involves two back-to-back (or top-to-top) triangular shapes without mirror symmetry about the grain boundary plane.
Figure 5.4: Scanning transmission electron microscopy images of the MgO film with identified structural units highlighted.
Figure 5.5: Scanning transmission electron microscopy images of the MgO film with identified structural units highlighted.
5.2.2 Computational modelling

To construct GB models based on the structural units found in TEM images knowledge gained in Chapter 4 on metal GBs can be used. In Chapter 4 it was found that in an fcc material the (210)[001] GB (Fig. 4.3) corresponds to repetitions of Christmas tree like structural units. These Christmas tree like structural units are similar geometrically to the structural units which are observed in the TEM images (see Fig. 5.3a). Thus it is the (210)[001] GB in MgO which needs to constructed to model this feature. With the
knowledge of the macroscopic degrees of freedom candidate structures can be generated using techniques described in the methods section (see Sec. 4.2.2). A classical Buckingham potential (see Sec. 3.1.1.1) along with a long range coulomb interaction is used to describe the interactions between the Mg and O ions and generate initial optimised candidate structures. The most stable candidate structure generated from the classical optimisation are then used as inputs for DFT calculations. The lattice cell lengths need to be rescaled between the Buckingham optimised and DFT structure to minimise forces and strain for DFT calculations.

Three-dimensionally periodic supercells are constructed to model the $\Sigma5(210)[001]$ symmetric tilt GB and the $(100)/(110)[001]$ asymmetric tilt GB. These models do not seek to replicate the complex structures shown in Fig. 5.1b but to describe the individual SUs in Figs. 5.1c & 5.1d. In the former case it is straightforward to construct such a supercell using methods previously described in the background section (Sec. 2.1.2). In the latter case the non-commensurate nature of the $(100)$ and $(110)$ orientations makes constructing a supercell more challenging. The $(100)/(110)[001]$ ATGB is modelled by constructing an interface between 7 unit cells of MgO$(100)$ and 5 unit cells of MgO$(110)$ resulting in only $\pm0.5\%$ strain in each grain.
For the Σ5(210)[001] GB our computational search identifies two stable structures with similar energy which differ only by a rigid translation of one grain with respect to the other (shown in Fig. 5.7). Our attention is focussed on the model which matches the experimental images Figs. 5.1b - 5.1d. This is in fact a slightly less favourable structure according to DFT (by 0.4 Jm\(^{-2}\)) however the non-equilibrium nature of the growth or impurity segregation (as discussed in previous work on MgO [16,177]) could influence the GB structure which is formed in reality. The formation energy of the Σ5(210)[001] GB is calculated to be 1.7 Jm\(^{-2}\). The formation energy of the (100)/(110)[001] asymmetric tilt GB is much higher as expected (2.2 Jm\(^{-2}\)).
Figure 5.8: Supercells used to model commonly occurring grain boundary structures present in MgO films. a) $\Sigma 5(210)[001]$ symmetric tilt grain boundary and b) $(100)/(110)[001]$ asymmetric tilt grain boundary. Red and green atoms represent O and Mg respectively. Shaded areas highlight which atoms are used to produce the projected density of states shown in Fig. 5.10.

It is expected that the lowest energy configurations found using the systematic screening approach should correspond structurally to the GBs which are observed in the TEM
Table 5.1: Summary of theoretically predicted and experimentally properties of MgO. $E_{\text{min}}^{\text{fcc}}$ (eV) is the cohesive energy in the fcc phase, $a_{\text{fcc}}$ (Å) is the lattice constant in the fcc phase, $B_0$ is the bulk modulus in GPa.

<table>
<thead>
<tr>
<th></th>
<th>MgO</th>
<th>Lewis-Catlow</th>
<th>DFT (PBE)</th>
<th>DFT (HSE06)</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{\text{fcc}}$</td>
<td>4.21</td>
<td>4.26</td>
<td>4.22</td>
<td>4.21</td>
<td>256</td>
</tr>
<tr>
<td>$E_{\text{min}}^{\text{fcc}}$</td>
<td>-10.27</td>
<td>-10.90</td>
<td>-9.89</td>
<td>-9.89</td>
<td>257</td>
</tr>
<tr>
<td>$B_0$</td>
<td>225</td>
<td>150</td>
<td>164</td>
<td>164</td>
<td>258</td>
</tr>
</tbody>
</table>

images. Although many Buckingham potentials have been developed for MgO they do not significantly differ thus parameters of Lewis and Catlow are employed [196]. The usual tests are performed to ensure that this potential recovers the basic properties of MgO such as comparison between theoretical and experiment lattice constants and the bulk modulus. It is found that there is a good agreement between interatomic potentials, DFT and experiment (see Table. 5.1).

First principles calculations have been performed using the Vienna ab-initio simulation package (VASP) [259]. The projector augmented-wave method [260] at a cut-off energy of 350 eV using the GGA functional of Perdew, and a $k$-point mesh centred at the Γ point of $1 \times 6 \times 3$ for the STGB and $1 \times 6 \times 1$ for the ATGB. All atoms in the supercells were fully optimised with respect to interatomic force tolerance of 0.01 eV Å$^{-1}$. After this optimisation the electronic configuration of each system was then re-converged using the wavefunctions generated from the previous calculations with the hybrid functionals (HSE06). Hybrid functionals give a better agreement with experimental values for the electronic properties. As MgO is a paramagnetic material non-spin polarised calculations can be performed to increase throughput.

5.2.3 Electronic properties

With atomic models of the GB structures determined using density functional theory it is possible to predict the associated electronic properties. For each GB supercell the electronic density of states (DOS) using both the semi-local exchange correlation functional (PBE) and an exchange correlation functional including non-local exact exchange (HSE06) is computed. However, the latter gives a much more accurate prediction of the band gap of bulk MgO 7.2 eV (4 eV PBE) compared to the experimental value of 7.8
eV and so is used for the results presented here. The DOS is projected onto bulk
and interface regions of the supercell (see shaded areas in Fig. 5.8) in order to isolate
the electronic states associated with the GB defects. In Fig. 5.9 the density of states
for the ATGB and STGB are shown at the PBE level. Fig. 5.10 shows the DOS for
the Σ5(210)[001] symmetric tilt GB using the HSE06 functional. The highest occupied
electronic states in the supercell are associated with the GB (about 0.05 eV higher than
the bulk valance band maximum). However, the most prominent feature is a wide band
of states in a 2 eV (1 eV PBE) window below the bulk conduction band minimum. This
effectively reduces the band gap at the GB to 5 eV (3 eV PBE), a reduction of 30% (25%
PBE). For the (100)/(110)[001] asymmetric tilt GB the effects are even more striking.
In this case the bulk regions of each grain are projected separately since due to the small
unphyscial strain in the supercell the DOS in the two bulk regions may in principle be
different. However, as can be seen the difference is very small confirming that this strain
has a negligible effect on predicted electronic properties. In the (100)/(110)[001] GB it
is found that the highest occupied electronic states in the supercell are associated with
the GB (about 0.2 eV higher than the bulk valance band maximum). However, again
the most prominent feature is a wide band of states this time spanning a 3 eV (2 eV
PBE) window below the bulk conduction band minimum. This reduces the band gap
at the GB to 4 eV (2 eV PBE), a reduction of 45% (50% PBE). It is observed that the
defect states associated with the GB closely resemble that of the HSE06 functional other
than smaller band gap.
Figure 5.9: Density of states of the a) $\Sigma 5(210)[001]$ symmetric tilt grain boundary and b) $(100)/(110)[001]$ asymmetric tilt grain boundary calculated using the Perdew Burke Ernzerhof functional. The density of states is projected onto bulk and interface regions. $E_{\text{VBM}}$ is the energy of the bulk valence band maximum. The “×5” indicates the factor the density of states of the unoccupied states have been increased by to aid visualisation.
Figure 5.10: Density of states of the a) Σ5(210)[001] symmetric tilt grain boundary and b) (100)/(110)[001] asymmetric tilt grain boundary calculated using the Heyd Scuseria Ernzerhof functional. The density of states is projected onto bulk and interface regions (defined in Fig. 5.8). $E_{\text{VBM}}$ is the energy of the bulk valence band maximum. Roman numerals indicate regions of interfacial electronic states. The “×5” indicates the factor the density of states of the unoccupied states have been increased by to aid visualisation.

To provide further insight into the nature of the electronic states associated with GBs the total charge density (norm of the eigenfunctions) associated with electronic states in particular energy windows is determined. The total charge density of a selected range
of energies and \( k \)-points \( \rho(\mathbf{r}) \) is defined as follows,

\[
\rho(\mathbf{r})|_{E_{\text{max}}}^{E_{\text{min}}} = \sum_{E_{\text{min}} < E_i,\Phi < E_{\text{max}}} \sum_{k} |\phi_{i,k}(\mathbf{r})|^2
\]  

(5.1)

where \( N \) is the total number of electrons, \( M \) is the total number of \( k \)-points, \( \phi_{i,k} \) is the eigenfunction for electron \( i \) at each \( k \)-point and are defined such that the eigenfunctions correspond to energies between the limits of \( E_{\text{max}} \) and \( E_{\text{min}} \). Four regions of interest within the gap of bulk MgO have been identified by shaded areas and Roman numerals in Fig. 5.10. In Fig. 5.11 the charge density isosurfaces associated with electronic states in these regions is shown. Regions I and III are associated with occupied states that are above the bulk valence band maximum in the \( \Sigma5(210)[001] \) and \( (100)/(110)[001] \) GBs respectively. For region I the charge density is associated primarily with five-coordinated oxygen ions near the GB while for region III it is associated with almost all interfacial oxygen ions. The states in regions II and IV fall below the bulk conduction band minimum. In both GBs they are localised inside the triangular structural units at the GB but are extended in the [001] direction (i.e. along the film normal). For the \( (100)/(110)[001] \) GB it is notable that the deepest interfacial electronic states are localised preferentially in the largest structural units.
Figure 5.11: Total charge density (norm of the eigenfunctions) associated with electronic states in particular energy windows for the Σ5(210)[001] symmetric tilt grain boundary and (100)/(110)[001] asymmetric tilt grain boundary in MgO. The energy windows I–IV are highlighted in Fig. 5.10. The red and green atoms represent O and Mg respectively and the charge density is represented by the blue isosurfaces.

The above results show that electronic states associated with GBs in the MgO layer of MTJs locally reduce the band gap by up to 3 eV. This reduced gap will increase the amount of tunnelling current that is shunted through GBs rather than through the
bulk-like regions. Bulk MgO is associated with a very large magnetoresistance due to a
symmetry filtering effect with values as high as 3400% predicted theoretically [55, 249].
However, due to reduced symmetry the local magnetoresistance at GBs is expected to
be much lower [51, 262]. As a result of a proportion of the spin current flowing through
GBs one may expect the effective TMR of a granular MgO barrier to be reduced relative
to a single crystal barrier. It has been shown the variation of the TMR is dependent of
the grain size [18].

5.3 Discussion

The structural and electronic properties of two representative GBs which exhibit struc-
tural units which are by far the most common as determined by a detailed analysis of
ABF-STEM images have been characterised. Given the [001] texture of the films the
presence of the symmetric Σ5(210)[001] tilt GB is consistent with its relatively low for-
mation energy and high site coincidence. The asymmetric (100)/(110)[001] tilt GB on
the other hand was unexpected and is comparatively much less stable. This can be ratio-
nalised since the observed MgO microstructure is likely a result of highly non-equilibrium
growth and post processing processes. The MgO films studied here are grown on amor-
phous FeCoB substrates which are then annealed, removing the boron and crystallising
the FeCoB electrodes [17]. Interfaces between grains in the MgO film follow complex
paths (Fig. 5.1) with small sections of planar GBs which are very difficult to model using
first principles methods. However, since the structural units that compose these more
complex GBs are similar to that in the planar GBs there is reasonable confidence that
our computational model is representative. Calculations for the electronic properties
of the GBs have been performed using the hybrid HSE06 functional. This approach pre-
dicts the band gap of bulk MgO within 0.6 eV of the experimental value, much better
than standard local or semi-local functionals (typically underestimated by about 3 eV).
Therefore, it should be a reliable approach for characterising the nature of the interface
states. For both types of GB a relatively shallow splitting of interface states near the
valence band maximum and a much deeper splitting of interface states below the con-
duction band minimum is found. This asymmetry is consistent with previous results
for GBs in similar oxide materials such as HfO$_2$ [164, 263]. The use of PBE or HSE06
XC functionals does not change the qualitative result (i.e. that GBs locally reduce the
band gap). Here, focus has been on the electronic properties of pristine GBs however in reality it is likely that they may act as sites for the preferential segregation of intrinsic defects and impurities \[177\]. In general such defect segregation would increase the number of electronic states in the gap further deteriorating the insulating properties. EELS analysis on similar MTJ samples from previous work indicates that there is a not a significant concentration of impurities such as Fe, Co and B but the possibility cannot be completely excluded \[16, 17\]. The role of defect and impurity segregation and diffusion is an issue of interest for further study but is beyond the scope of the present work.

5.4 Conclusions

Careful preparation of MTJs allows samples of the MgO layer to be isolated. ABF-STEM imaging has been used in order to atomically resolve the granular structure of the MgO layer. The films are found to be highly textured in the [001] direction. Based on an analysis of these images commonly occurring GB structural units have been identified which have been used to construct models for first principles calculations. In this way characterisation of the electronic properties of buried GB defects inside a MTJ show that GBs locally reduce the MgO band gap by up to 3 eV. More generally this study shows that combining first principles modelling and state of the art electron microscopy can provide real insight into the structural properties of thin films. Such an approach could be expanded to films of other types to understand how the atomic structure changes with different material compositions.
Chapter 6

Structural stability of polycrystalline Fe/MgO interfaces in magnetic tunnel junctions

6.1 Introduction

In Chapter 5 the insulating properties of the MgO layer within MTJs was investigated. It was found that GBs can significantly reduce the insulating properties of the MgO. But the structure of the ferromagnetic layers is also important. It has been shown by experimental and theoretical studies that the best performing MTJs contain FeCoB as the active ferromanget [55,56,264]. During the growth process FeCoB is amorphous when deposited and the MgO is polycrystalline [17,265]. The samples are usually annealed to crystallise the FeCoB but the complex nature of the crystallisation process is not well understood and the interfacial orientation between FeCoB and MgO is not explicitly known [18,52,54]. It has been shown using EELS measurements that the boron escapes from the FeCoB into a Ta layer during the annealing process leaving FeCo [17]. The FeCo which remains could exist in a significantly different orientational configuration relative to the MgO (see Fig. 6.1).

In general interfacial orientations could undermine the properties of any heterogeneous interface. Furthermore GBs could alter the properties of interfaces. To demonstrate the impact of different orientational configurations and GBs on heterogeneous interface Fe is considered as the electrode and MgO as the insulating barrier layer.

The simplest interface which can be constructed between Fe and MgO is an epitaxial interface where the atomic columns are in registry (see Fig. 6.6). Many previous
theoretical calculations have computed the properties of the Fe/MgO epitaxial interface but a stability analysis of different interfacial configurations of Fe and MgO is currently missing [17, 266–268].

In this chapter the orientational relationship between Fe and MgO interfaces in four distinct scenarios is explored (see Fig. 6.1). The four types are: Type A contains no GBs in either Fe or MgO, type B contains GBs in the Fe but none in MgO, type C contains GBs in the MgO but none in Fe and type D contains GBs in both Fe and MgO. The supercell approach is used to define twelve Fe/MgO interface systems spanning the four scenarios. First principles calculations are performed to compute the formation energy of each of the interfaces which are compared and ranked. Bader analysis is performed to understand whether there is any charge transfer between the two materials (see Sec. 3.2). It is concluded that certain interface configurations are intrinsically unstable and are extremely unlikely to occur while others are very stable and are likely to occur. From the results gathered in this chapter a qualitative understanding of the relationship between the grain sizes of the Fe substrate and MgO film in MTJs can be deduced.
This chapter is structured in the following way. In Sec. 6.2 a mathematical notation and its shorthand used to specify the four types of interfaces is introduced along with details of the computational methods and validation used. In Sec. 6.3 the results of the stability analysis of different orientations and GB structures of Fe/MgO interfaces is given. In Sec. 6.4 the results are discussed and in Sec. 6.5 the main conclusions are presented.

6.2 Methods

Interfaces of the type B-D described in the introduction (see Fig. 6.1) which are investigated in this chapter have not yet been studied by other researchers thus no notation has been established to classify them. New notation has been defined to characterise the new interfaces. For the type A interface there is already a classification notation
established but is compatible with the new notation. The type A interface is depicted in Fig. 6.2 and is comprised of two films without GBs.

Figure 6.2: Schematic showing how type A interfaces are defined mathematically.

In Fig. 6.2 the growth directions of the crystals I and II are specified by \([h_1k_1l_1]\) and \([h_2k_2l_2]\) respectively. The other directions in the crystals \([m_1n_1o_1]\) and \([m_2n_2o_2]\) are important to quantity how much twist may be present in the films. It is possible to express the type A interface in the new notation, defined below,

\[
\text{Fe}(h_1k_1l_1)[m_1n_1o_1] \parallel \text{MgO}(h_2k_2l_2)[m_2n_2o_2],
\]

where the first term before the parenthesis () describes the element(s) involved in the interface (and their stoichiometry e.g. Fe or Fe\(_{40}\)Co\(_{60}\)). The numbers in round brackets () refer to the Miller indices of the interfacial plane for crystals I and II. The numbers in the square brackets [] refer to the Miller indices of a direction perpendicular to the interface plane and || states the vectors \([m_1n_1o_1]\) and \([m_2n_2o_2]\) are aligned parallel. Note that it is possible to completely specify a crystal using only two lattice vectors as the third can be found using the cross product.

In the case of type B interfaces (shown in Fig. 6.3) an additional term needs to be added in the Fe film to include a GB. The additional term specifies a tilt GB about the
interface normal in the Fe layer.

![Figure 6.3: Schematic showing how type B interfaces are defined mathematically.](image)

The film can be specified mathematically by adding the following term 
\[ \text{Fe}(h_1k_1l_1)[m_1n_1o_1]/[m_3n_3o_3] \] which describes another granular orientation \([m_3n_3o_3]\) shown in complete form,

\[ \text{Fe}(h_1k_1l_1)[m_1n_1o_1]/[m_3n_3o_3] \parallel \text{MgO}(h_2k_2l_2)[m_2n_2o_2]. \]  

In using such a description crystal III is composed of two lattice vectors \([h_3k_3l_3]\) and \([m_3n_3o_3]\). A similar procedure for type C interfaces can be employed but with the additional GB term in the MgO rather than the Fe. Describing type D interfaces (see Fig 6.4) requires adding a further term to describe a GB in the MgO, given below,

![Figure 6.4: Schematic showing how type D interfaces are defined mathematically.](image)
\[
\text{Fe}(h_1k_1l_1)[m_1n_1o_1] / [m_3n_3o_3] \parallel \text{MgO}(h_2k_2l_2)[m_2n_2o_2] / [m_4n_4o_4]. \quad (6.3)
\]

In a similar way to the type C interfaces crystal IV is composed of the orthogonal vectors \((h_4k_4l_4)[m_4n_4o_4]\). Using this notation allows the complete specification of either a simple interface with no GBs (Eqn. 6.1) or specification of GBs in either or both materials comprising the interface (Eqns. 6.2 & 6.3).

First principles calculations have been performed using VASP \[^{259}\] to compute the total energies of the systems explored in this chapter. The projector augmented-wave method \[^{260}\] with a cut-off energy of 350 eV using the GGA functional and a MP \(k\)-point mesh of \(6 \times 6 \times 6\) for the type A systems and \(1 \times 1 \times 1\) for all the other systems. The \(k\)-points were centred at the \(\Gamma\) point. All atoms in the supercells were fully optimized with respect to interatomic forces to a tolerance of 0.1 eV Å\(^{-1}\). Spin polarised calculations are performed as Fe is a magnetic material\[^{1}\]. It is important to initially specify the expected approximate magnetic moment as there are different magnetic states of Fe. The total number of atoms which can be feasibly modelled is of the order 1000. See the methods chapter (Sec. 3.1.2.2) for more detail on DFT.

Interface supercells of Fe and MgO are constructed from either bulk slabs or the optimised GBs from other calculations in previous chapters. In all supercells created the strain was equally distributed in the directions perpendicular to the lattice vectors between both of the cells. When supercells which have been optimised with EAM potentials the lattice constants are rescaled with respect to the DFT bulk optimised lattice constants. Initially the calculations were performed with a vacuum gap but it is extremely difficult to optimise the surfaces of GBs. In many cases the surface becomes very disordered and does not reach an energy minimum. To resolve the lack of convergence the vacuum gap was removed and interfaces were constructed with two bulk cells. Such an approach is an approximation as the resulting formation energy will also be dependent on the degree of strain which the Fe/MgO constituent crystals. This is an approximation but it is not thought to be significant as the amount of strain induced in each crystal is likely to be less than 5%. The degree of relaxation should be relatively small in the case of the stable interfaces. Unstable interfaces will be extremely repulsive and possess a higher formation energy as a result. The formation energy \((E_f)\) of

\[^{1}\)In DFT the spin degree of freedom can be ignored to simplify computation. Turning off the spin degree of freedom should only be done with non-magnetic materials.
each interface was then computed by calculating the total energy difference between the supercell containing the GBs and the two separated systems. In the case of interfaces between different materials the general equation for the formation energy is a modified version of the Young-Dupre equation [269] shown below,

\[
E_f = \frac{E_A + E_B - E_{AB}}{2A},
\]

(6.4)

where \(E_A\) is the energy of the system \(A\), \(E_B\) is the energy of the system \(B\), \(E_{AB}\) is the energy of the combined system and \(A\) is the surface area of the interface. The interface formation energies are used to rank the energetic stability of the four types of interfaces.

When performing calculations of this kind it must be ensured that there are enough layers in each crystal to minimize finite size effects and describe the system accurately. A testing procedure was devised to understand the variation of finite size effects. It is expected that interface formation energy should converge with enough layers of Fe and MgO. For simplicity the epitaxial interface was used for this purpose (see Fig. 6.6). Supercells are constructed with different numbers of Fe and MgO layers and optimized to find the total energies. In the bulk configuration it is not possible to add single layers of Fe as these correspond to stacking faults as the Fe would not be periodic, so bi-layers are added. The results of the testing procedure are shown in Fig. 6.5. It is found that a single or double Fe bi-layer does not give a well converged interface formation energy regardless of how many MgO mono-layers are added. For all other systems the interface formation energy is well converged with respect to MgO and Fe layers. It can be concluded that since there is only a small deviation between the interface formation energies with different layers when the number of Fe bi-layers (\(>2\)). Giving confidence that 3 bi-layers of Fe and 4 layers of MgO are sufficient to accurately describe our system.
Figure 6.5: Formation energy for the Fe(001)[100] || MgO(001)[110] interface with varying thicknesses of MgO and Fe.

Although this procedure of increasing the thickness has only been performed with one interface type it is expected that the perturbation to the interface (i.e. from transfer of charge or reduction in local symmetry) should not significantly alter the number of layers required to achieve a converged interface formation energy for different orientational configurations.

6.3 Results

Type A interfaces

A total of three different type A interfaces were considered including: Fe(001)[100] || MgO(001)[110], Fe(001)[100] || MgO(001)[100] and Fe(001)[310] || MgO(001)[100]. The most stable interface is found to be the epi-
taxial interface Fe(001)[100] || MgO(001)[110] containing bcc Fe with fcc MgO rotated by $45^\circ$ about the [001] axis (see Fig. 6.6a). The Fe(001)[100] || MgO(001)[110] epitaxial interface possesses a low total strain in the lattice vectors perpendicular to the interface direction ($< 3\%$). The interfaces were not optimised in the direction parallel to the interface normal as explained in the previous section. The closest bond formed between Fe and MgO is between the Fe and O atoms and the system has a formation energy of $2.0 \text{ Jm}^{-2}$. An alternative configuration can be found by shifting the MgO relative to the Fe such that Mg is directly bonded to Fe. When the Fe is bonded directly to the Mg atom the formation energy is $5.0 \text{ Jm}^{-2}$ (see Fig. 6.6b). The formation energy for the alternative configuration is extremely high. It is unlikely that MgO is bound to Fe in the alternative configuration. In the alternative interface the Fe and MgO crystals become compressed in the interface normal direction by around $\sim 5\%$. The compression is also reflected in the nearest neighbour bond length between Fe-Mg (2.49 Å) compared with the Fe-O bond length in the more stable configuration (2.07 Å). Such compression is an artefact of the way in which the supercells were optimised but is small. Considering that this is the worst case scenario other simulation cells are likely to be less affected.
Using Bader analysis (see Sec. 3.1.2.2) it is possible to determine the degree of charge transfer between Fe and MgO. In the most stable interface (Fig. 6.6a) it is found that the O atom polarises the nearest Fe atom to a charge of $+0.08e$ with the O atom being relatively unchanged with respect to the other oxygen atoms in the MgO structure ($-1.72e$). In the case of the less stable interface (Fig. 6.6b) the Bader analysis shows that the Fe polarises negatively to $-0.03e$. Such small polarisations of the surface of Fe in the presence of MgO represents a small degree of charge transfer.

To further characterise the Fe/MgO interfaces the atom projected centred electrostatic potential can be calculated using the equation below,

$$U = \int V(r)\rho(r)d^3r, \quad (6.5)$$

where $V(r)$ is the electrostatic potential of the whole system at a position $r$ and $\rho(r)$ is a spherical test charge. The test charge radii depends on the element and are Fe (1.01
Å) Mg (0.83 Å) and O (0.87 Å). The average electrostatic potential for the epitaxial interface Fe(001)[100] || MgO(001)[110] is shown in Fig. 6.7. There is no significant deviation between the bulk-like regions in the centre of the crystal and the interface indicating along with the Bader analysis little or no charge transfer between Fe and MgO.

![Average electrostatic potential of the epitaxial Fe(001)[100] || MgO(001)[110] interface without a vacuum gap. The x-axis represents the coordinates of the supercell (in the interface normal direction) in Å.](image)

Figure 6.7: Average electrostatic potential of the epitaxial Fe(001)[100] || MgO(001)[110] interface without a vacuum gap. The x-axis represents the coordinates of the supercell (in the interface normal direction) in Å.

The other type A configurations possess formation energies which are extremely high and are likely to be unfavourable (see Tab. 6.1).

**Type B interfaces**

The second class of interface considered (type B) are those where the MgO films composing the interface are perfect i.e. contain no GBs or other defects but there are GBs in the
Fe substrate. In the type B class of interface there are three systems which are explored. These are: Fe(001)[100]/[110] || MgO(001)[110] this is an interface with an ATGB in the Fe and bulk-like in the [110] direction in MgO, Fe(001)[100]/[110] || MgO(001)[100] which contains an ATGB in the Fe but is bulk-like in the [100] direction in the MgO and Fe(001)[310]/[310] || MgO(001)[100] which contains a (310) STGB in the Fe and the MgO is bulk-like in the [001] direction. Of the first two type B systems with the ATGB in the Fe Fe(001)[100]/[110] || MgO(001)[110] and Fe(001)[100]/[110] || MgO(001)[100]) it is found that the ATGB in the Fe becomes incredibly disordered and the GB is not visible. The disorder is created during the optimisation of the atomic positions. An example of the disordered structure for Fe(001)[100]/[110] || MgO(001)[110] is shown in Fig. 6.8. It can be safely inferred that this kind of interface is unlikely to exist in nature as the number of layers of both the MgO and Fe in the real system will restrict the possibility of the GB transforming in this way. The formation energy is found to be 2.1 Jm$^{-2}$ which is low enough to be stable but it is very unlikely that a reconstruction of the GB in the Fe would occur in this way. The Fe(001)[100]/[110] || MgO(001)[100] interface undergoes a similar transformation to the Fe(001)[100]/[110] || MgO(001)[110]. The other type B interface Fe(001)[310]/[310] || MgO(001)[100] with the (310) STGB in the Fe and no GB in the MgO is extremely unstable with a formation energy of 3.2 Jm$^{-2}$. The Fe(001)[310]/[310] || MgO(001)[100] interface however does not undergo any reconstruction.
Type C interfaces

Next type C interfaces (those with GBs in the MgO but no GBs in Fe) were explored. Here four interfaces have been considered: Fe(001)[100] || MgO(001)[110]/[100], Fe(001)[110] || MgO(001)[110][100], Fe(001)[100] || MgO(001)[210]/[210] and Fe(001)[110] || MgO(001)[210]/[210]. The type C class of interfaces visually distort much less than type B but the formation energies are on average much higher with only two interfaces possessing a formation energy of less than 3.0 Jm$^{-2}$. The fully relaxed structures for the two stable structures Fe(001)[100] || MgO(001)[110]/[100] and Fe(001)[110] || MgO(001)[210]/[210] are shown in Figs. 6.9 & 6.10.
For the first of the stable structures Fe\{(001)\}(100) \parallel \text{MgO}(001)[110]/[100] the formation energy is found to be 2.5 Jm\textsuperscript{-2}. It is observed that the right side of the system is perfectly commensurate (corresponding to the Fe\{(001)\}(100) \parallel \text{MgO}(001)[110] interface) but the left side contains small structural perturbations in the Fe near the interface. There is an interesting Moiré pattern of repeating points every five neighbours (between points A->B in Fig. 6.9). Finally a system containing the substrate in the (110) orientation is considered. The fact that interfaces of the type Fe\{(001)\}(100) \parallel \text{MgO}(001)[110]/[100] are stable theoretically is explored further in Sec. 6.3.1.

The second stable structure of the type C interfaces is Fe\{(001)\}[110] \parallel \text{MgO}(001)[210]/[210]. Fe\{(001)\}[110] \parallel \text{MgO}(001)[210]/[210] contains a (210) STGB in MgO and no GB in the Fe (001)[110] substrate (see Fig. 6.10). The formation energy for Fe\{(001)\}[110] \parallel \text{MgO}(001)[210]/[210] is found to be 2.5 Jm\textsuperscript{-2} which again suggests that interfaces of this kind could be found experimentally. Interestingly Fe\{(001)\}[110] \parallel \text{MgO}(001)[210]/[210] does not show any significant perturbations of either the MgO or the Fe.
Figure 6.10: Optimised geometry of the Fe(001)[110] || MgO(001)[210]/[210] interface. Fe is shown in light blue with Mg in green and O in red. a) Fe only b) MgO only c) Top view d) Side view.

Type D interfaces

The final class of systems considered are those containing the same GB in both MgO and Fe (type D). Here there are only two systems which can be constructed due to the restrictions of the total numbers of atoms, these are: Fe(001)[100]/[110] || MgO(001)[110]/[100] and Fe(001)[310]/[310] || MgO(001)[210]/[210] are shown in Figs. 6.11 and 6.12 respectively.
For the first interface Fe(001)[100]/[110] || MgO(001)[110]/[100] the formation energy is found to be 1.6 Jm$^{-2}$ which is extremely energetically favourable. Analysis of the local structure in (shown in Fig. 6.11) shows that there are some structural perturbations of the MgO where some of the atoms become deflected out of the plane however the atomic columns when viewed from above are distinctly defined. An analysis of the Bader charges indicates that the Fe atoms only become weakly charged in the presence of MgO. For the other stable type D interface Fe(001)[310]/[\bar{3}10] || MgO(001)[210]/[\bar{2}10] the atomic columns are in registry between Fe and MgO and the formation energy for this system is given as 1.8 Jm$^{-2}$ (see in Fig. 6.12). The reason for the reduced formation energy when compared to Fe(001)[100] || MgO(001)[110] (which should be the most stable) is likely due to a structural relaxation in both of the GBs which reduces the formation of the GBs in Fe and MgO for both Fe(001)[100]/[110] || MgO(001)[110]/[100] and Fe(001)[310]/[\bar{3}10] || MgO(001)[210]/[\bar{2}10].
Summary

The results for all of the interface systems are summarised in Table 6.1. The most stable configurations are when the GBs in the MgO and Fe are in registry with each other e.g. Fe(001)[100]∥MgO(001)[110], Fe(001)[100]/[110]∥MgO(001)[110]/[100] and Fe(001)[310]/[310]∥MgO(001)[210]/[210]. Such systems are stable because they possess the highest number of close Fe-O bonds. This is because the Fe-O interaction is attractive while Fe-Mg interaction is repulsive thus supercells with a lower average Fe-O bond length are those where there is a better lattice matching between the Fe and MgO. The Fe-Mg interaction creates additional strain in the interfacial normal direction resulting in compression. The average bond length is estimated by taking the average of the Fe-O bonds under 2.82 Å in length and dividing by the total number. A 2.82 Å cut-off was chosen as it lies between the distance between the first nearest neighbour (2.07 Å) and the second nearest neighbour (3.57 Å) in the Fe/MgO epitaxial interface. It is found that there is approximately a linear correlation between the average Fe-O bond length and the interface formation energy (see Fig. 6.13). Further to the average bond length it is possible to compare the Fe-O bond density with the interface formation energy (see Fig. 6.14). It is found that there is a broad negative correlation between close Fe-O bond density and the interface formation energy. Note that since there may be additional strain present in the interfaces due to the fact that the interfaces were not relaxed in the interface normal direction the choice of the cut-off for the Fe-O bonds is
Figure 6.13: Interface formation energy (Jm$^{-2}$) plotted against average bond length of interface Fe-O bonds under 2.82 Å for all Fe/MgO interfaces.
Figure 6.14: Interface formation energy ($Jm^{-2}$) plotted against bond density for Fe-O bonds under 2.5 Å for all Fe/MgO interfaces.

In two of the type B interfaces Fe(001)[100]/[110] || MgO(001)[110] and Fe(001)[100]/[110] || MgO(001)[100]) with an ATGB in the Fe the interfaces undergo a strong structural relaxation in the Fe such that it becomes more bulk-like with many dislocations appearing. Interfaces which have undergone such a strong relaxation to become stable are unlikely to be physical as if the number of monolayers in both Fe and MgO were to increase it would become harder for this type of structural relaxation to occur. The structural relaxation in effect occurs due to the ratio between the bond energy of the Fe-O bond (4.22 eV) and the Fe-Fe bond (1.22 eV) [270]. The system gains energy if an Fe-Fe bond is broken and an Fe-O bond is formed. Many of the other systems with formation energies which are greater and equal to 3.0 $Jm^{-2}$ are extremely unlikely to occur. Thus it can be concluded that it is more difficult for the Fe to influence the structure of the MgO than the other way around. In the case where there is a GB
Table 6.1: Table showing $E_f$ the formation energy (Jm$^{-2}$) for all interfaces and the average Fe-O bond length $\mu$ (Counted from the number of Fe-O bonds under 2.8 Å) (Å).

<table>
<thead>
<tr>
<th>System</th>
<th>$E_f$</th>
<th>Type</th>
<th>$\mu$ Fe-O Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe(001)[100]</td>
<td></td>
<td>MgO(001)[110]</td>
<td>2.0</td>
</tr>
<tr>
<td>Fe(001)[100]</td>
<td></td>
<td>MgO(001)[100]</td>
<td>3.7</td>
</tr>
<tr>
<td>Fe(001)[310]</td>
<td></td>
<td>MgO(001)[110]</td>
<td>3.7</td>
</tr>
<tr>
<td>Fe(001)[100]/[110]</td>
<td></td>
<td>MgO(001)[110]</td>
<td>3.2</td>
</tr>
<tr>
<td>Fe(001)[100]/[110]</td>
<td></td>
<td>MgO(001)[100]</td>
<td>2.1</td>
</tr>
<tr>
<td>Fe(001)[310]/[310]</td>
<td></td>
<td>MgO(001)[100]</td>
<td>1.9</td>
</tr>
<tr>
<td>Fe(001)[100]</td>
<td></td>
<td>MgO(001)[110]/[100]</td>
<td>2.5</td>
</tr>
<tr>
<td>Fe(001)[110]</td>
<td></td>
<td>MgO(001)[110]/[100]</td>
<td>3</td>
</tr>
<tr>
<td>Fe(001)[110]</td>
<td></td>
<td>MgO(001)[210]/[210]</td>
<td>3.1</td>
</tr>
<tr>
<td>Fe(001)[110]</td>
<td></td>
<td>MgO(001)[210]/[210]</td>
<td>2.5</td>
</tr>
<tr>
<td>Fe(001)[100]/[110]</td>
<td></td>
<td>MgO(001)[110]/[100]</td>
<td>1.6</td>
</tr>
<tr>
<td>Fe(001)[310]/[310]</td>
<td></td>
<td>MgO(001)[210]/[210]</td>
<td>1.8</td>
</tr>
</tbody>
</table>

in the substrate and a bulk film it will be energetically unfavourable for a GB to form within the film. But for type B interfaces Fe is very likely to undergo some structural reconstruction to accommodate the MgO.

6.3.1 Comparison to experiment

Type B and Type C interfaces are those where part or all of the Fe/MgO interface does not lattice match. It was found that interfaces Fe(001)[100] || MgO(001)[110]/[100] and Fe(001)[110] || MgO(001)[210]/[210] were stable and thus in theory could appear in MTJs. It is possible using TEM image simulations to understand what this may look like if they were to appear in the TEM images, in other words what the TEM images would look like if the atomic columns were not in registry. To explore this further TEM image simulations were performed by our collaborator Mitsuhiro Saito on the Fe(001)[100] || MgO(001)[110]/[100] interface. The TEM image simulations are shown in Fig. 6.15. From analysing the all of the TEM images of the MgO film (shown in Figs. 5.4 - 5.6) no images which look similar to the pattern in Fig. 6.15 have been observed. This gives us confidence that type B and C interfaces are unlikely to be present in MTJs. To give conclusive proof that type B and C interfaces are unphysical EELS experiments need to be performed to check the chemical composition of the MgO films.
6.4 Discussion

Computational power restricts the total number of initial conditions and the total number of atoms which can feasibly investigated when modelling large superstructures. This means that interface structures which have been considered only contain 4 layers of MgO and 6 layers of Fe (in some cases 6 layers of MgO and 6 layers of Fe). As GBs can become unstable at the surfaces multilayer systems are considered. Multilayer systems contain two interfaces between Fe and MgO with no vacuum gap. Upon initial inspection it may not have been prudent to construct certain supercells with a larger number of atoms in MgO for the STGBs but looking at the convergence of the formation energy with thickness there is only a difference of around 0.1 Jm$^{-2}$ which should not significantly affect the conclusions drawn from the results.

There is a lattice mismatch of approximately 6% between the bulk optimised lattices of Fe and MgO in DFT. In this study the supercells have had the strain of MgO and Fe combined resulting in an effective strain of around 3% in each materials. In Fe the strain is tensile while in MgO the strain is compressive. From analysis of TEM images there are many epitaxial interfaces present which are in good agreement with computational models used in this chapter [17]. In real devices such a strain can result in the appearance of dislocations which have been observed experimentally [53 54]. It is possible to estimate the dislocation density from the strain which is approximately 1 per 7nm. Supercells...
which are 7nm (70 Å) would be prohibitively large for DFT calculations. It may be possible to complement the DFT results by using classical interatomic potentials to model supercells on the nanometre scale. Dislocations in Fe and MgO could be studied in isolation and simple Lennard-Jones potential could be parameterised to describe the interaction between Fe and MgO. Such potential models would give some insight into how dislocations are manifested in these systems.

In all the systems explored in this chapter the strain is equally balanced between the Fe and the MgO however in real systems as MgO possesses both a large bond strength and bulk modulus most of the strain is likely to be on the Fe. Without performing computationally expensive full cell relaxations on these large systems it is difficult to determine the effect of differing degrees of strain on these systems.

The best performing MTJs (in terms of the TMR) use FeCoB as the electrode material. Modelling boron is generally not required due to its relative instability in bulk FeCo and Fe. In any case, studies have shown that boron segregates into the Ta which is not an active part of the device. Boron diffusion is not well understood but will be explored computationally in work following this thesis. Considering FeCo as the electrode material is possible but would significantly increase the computational complexity as the configurational degrees of freedom may be important. Different concentrations of Fe and Co may change the behaviour of the materials and would need to be studied. However many studies have shown that the use of different electrode materials such as Fe, Co and FeCo does not significantly change the behaviour of MTJs. Thus using Fe alone is a good approximation when modelling MTJs.

It was not possible to optimise the interfaces in the direction normal to the interfaces due to the computational complexity. Thus all the interface systems include an additional interface strain energy which is present from the repulsive forces from the interface. Unphysical interfaces are likely to possess an interface strain which will give rise to higher interface strain energies than more stable interfaces. It could be that the contribution in energy from the strain is extenuated in certain circumstances. At worst the interface strain was found to be 5% in either crystal. As the strains in the other directions due to the lattice matching differences between Fe and MgO are comparable this is unlikely to add significant artefacts to the results.
6.5 Conclusions

TEM images of FeCoB/MgO/FeCoB MTJs have revealed the polycrystallinity of the MgO layer \[18\]. However the orientational relationship between the FeCoB and MgO is not fully understood and cannot be easily observed experimentally. In this chapter first principles calculations were performed to gain insight into the orientation relationship between the Fe substrate and MgO film.

It is found that MgO is more likely to retain its structure in the presence of Fe with the possibility of Fe undergoing quite strong structural relaxations in order to accommodate MgO. The lack of structural relaxation of the MgO is likely due to the strong bonds between Mg-O (3.71 eV) relative to the weak bonds of Fe-Fe (1.22 eV). Epitaxial interfaces between Fe and MgO posses the lowest formation energies; such interfaces include type A and type D as defined in the methods (see Sec. \[6.1\]). While type C interfaces may exist, type B interfaces are extremely unfavourable. It can be inferred from experiments performed by our collaborators in Japan that type B and type C interfaces are unlikely to occur in devices as they would cause a dispersion of the electron beam at the focus point resulting in blurred image. Instead well ordered atomic columns are observed suggesting an epitaxial relationship. Further experiments such as EELS could confirm or deny the possibility of type B and C interfaces via the detection of Fe in the MgO plan-view samples which were investigated in chapter 5. If Fe is present the clear atomic columns suggest that other orientational relationships between the Fe and MgO do not occur experimentally.

The average Fe-O bond length seems to be the main factor behind a strong adhesion (low formation energy) between Fe and MgO. The bond density of close Fe-O bonds appears to be negatively correlated with interface formation energy. From the results and analysis in this chapter it is predicted that after the annealing process when creating MTJs the FeCoB will have a grain size roughly greater or equal to that of the MgO as deposited (>10 - 15nm). This may mean that the GBs in the MgO as deposited will largely control the TMR in devices.

Further investigation of the properties of point defects in such systems such as oxygen vacancies and boron interstitials will make for an interesting additional study. Point defects can cause additional gap states which may further weaken the insulating properties of MgO. Segregation of Ta or B to the GBs of MgO or FeCo could be proven to
be significant in MTJs.
Chapter 7

Conclusions

In this thesis computational techniques have been employed to model polycrystalline materials. GB models have been constructed for a wide range of different systems including metals, metal-oxides and a combination of the two. Experimental techniques performed by collaborators and other researchers have been used as a benchmark to validate models, form predictions and describe experiments. It has been explicitly argued and evidenced that the combination of experiment, pen and paper theory, and computer modelling is a powerful trinity in materials physics. Although the focus has mainly been on MTJs many of the techniques can be applied to other systems and devices.

The excess volume associated with GBs has been discussed in detail. It was found that there are often large discrepancies between the excess volumes of different materials even though their lattice constants are very similar. The origin of the excess volume differences lies in the different bulk moduli of the materials in question and how the structural relaxations are localised around the interfaces.

The work on excess volume in metals has already had some effect on the field as already five non-self citations have been gathered from the first piece of published work 88. One of the interesting follow up studies has highlighted the idea of negative excess volume 271. A negative excess volume may mean that a material can more strongly reject segregation and embrittlement which would be an extremely useful material for use in nuclear reactors. A negative excess volume for a STGB was found in this PhD when investigating the material tungsten (bcc crystal structure). The idea of negative excess volume requires significantly more work to understand. Direct experimental observations of the excess volume in tungsten would prove or disprove the hypothesis of negative excess volume studied in the paper.
Another study has used standard results re-iterated in this work including the equations which determine the formation energy and excess volume of GBs [272]. In another paper the authors produced a sample crystal of nickel which contains different types of GBs in different directions. This so called anisotropic crystal has different mechanical properties depending on the orientation [273]. Our paper also has been cited as a source showing that there is a relationship between segregation and excess volume [274]. Our work did not do this explicitly but is implicit to the idea of excess volume and is highly intuitive. Finally a subject review on the methodologies described on the construction of GBs has been undertaken by Vitek et. al. [275]. In Vitek's work they expand on the structural unit model for GBs by adding GBs which are in metastable configurations to predict the energies of [001] and [111] tilt GBs in tungsten without performing many atomistic simulations. Further to direct scientific communication an ambitious art project around the theme of imperfection has been initiated. The idea here is to exhibit the ideas of polycrystallinity to the general public via the use of similar approaches to Atomix (see Fig. 1.3). I am currently building an extremely large version of Atomix and other installations in this regard.

The electronic properties of the metal-oxide MgO has been investigated by looking at plan-view TEM images of MgO thin films which have had the adjacent materials filed away. The plan view images are the first of their kind for imaging the MgO layer within MTJs. It was found that it is possible for GBs which would normally be ignored on the grounds of energetic instability to be present in MTJs. These ATGBs have been found to possess a significantly reduced band gap at the interface. A reduced band gap may have the effect of reducing the tunnelling magneto-resistance in these devices by creating short circuit tunnelling paths through the material. Passivating these GBs may seek to improve the resistance properties of the films. No papers have yet cited my second paper since it was only recently published (04.04.17) [18].

Knowledge from the first two results chapters (4 & 5) have been brought together to study the relationship between the metal Fe and MgO in an interface stack structure. It is found that only certain configurations of interfaces are energetically stable with many others containing too much strain or an extremely high formation energy. It is also found that it is possible for Fe to undergo significant structural reconstructions to accommodate the oxide film. It can be predicted that during the crystallisation process of the FeCoB it is likely that any GBs which form in the FeCo will be in registry with
GBs which already exist in the MgO film as deposited. It is further predicted that
the grain size of the Fe in this structure is likely to be comparable to the MgO (10-15
nm). The calculations performed in chapter 6 are the first of their kind involving GBs
within the Fe and MgO layers. The new mathematical notation which has been defined
in chapter 6 could come in useful when characterising stack structures. It allows for an
extremely easy method for describing a complex stack structure and the associated GBs.

There are many possible avenues for future work following results gathered in this
thesis. One idea is to further study the magnetic properties of Fe/MgO interfaces.
Calculations will be performed to understand the dynamics of the spins in the complex
interfaces studied in chapter 6. Another idea is to study the effect of point defects within
MgO thin films studied in chapter 5. The third idea is to perform transport calculations
on some of the Fe/MgO systems explored in chapter 6. Such calculations would allow
the computation of the magnetoresistance for these systems. If computationally feasible
the results would give real-space images of where the current flows via the bond currents
and/or eigenchannel scattering states. The forth idea is to systematically study the
excess volume for more metals to attempt to show the trends of the periodic table, this
could be further expanded to binary compounds. Calculations performed during this
PhD have begun to show the effect of point defects in MgO. It was predicted that the
passivating MgO GBs with group 7 elements such as Cl could restore the insulating
properties of the MgO in a similar way that B and Hf are used to strengthen GBs in
metals. A final idea is to attempt to understand the relationship between the excess
volume and the degree of segregation which can occur in materials. Although implicitly
the degree of segregation has been calculated for many materials the relationship between
excess volume has not been explicitly studied.

While the field of polycrystalline materials is quite well developed there are still
many more experiments and calculations which are required to understand both poly-
crystallinity in general and MTJs. Specifically probing buried devices for the presence
of GBs, point defects and structural phase transitions remains extremely difficult. Com-
putational techniques are still undergoing development and many systems still can only
be reliably explored at the quantum level (this of course limits the number of atoms that
can be studied). In addition the vast phase space of thermodynamic effects, dislocations
and many more still lack a complete understanding. The development of new meth-
ods to describe the interatomic interactions which are more accurate and faster than
current methods, time dependent DFT to study transport properties for large systems and exaflops computing are areas which are likely to catalyse scientific and industrial progress.

New discoveries are being made everyday as researchers push computational and experimental techniques further. One does predict and hope the formation of a singularity of knowledge in material science with the advent of quantum computation.
Abbreviations

**ATGB** Asymmetric tilt grain boundary.

**CG** Conjugate gradients.

**COMB** Charge optimised many body.

**DFT** Density functional theory.

**EAM** Embedded atom method.

**EELS** Electron energy loss spectroscopy.

**GB** Grain boundary.

**GGA** Generalized gradient approximation.

**HF** Hartree-Fock.

**HSE** Heyd, Scuseria and Ernzerhof.

**LDA** Local density approximation.

**LSD** Local spin density approximation.

**MP** Monkhorst-Pack.

**MRAM** Magnetic random access memory.

**MTJ** Magnetic tunnel junction.

**PBC** Periodic boundary conditions.
**PBE**  Perdew, Burke and Ernzerhof.

**SEM**  Scanning electron microscopy.

**STEM**  Scanning transmission electron microscopy.

**STGB**  Symmetric tilt grain boundary.

**STM**  Scanning tunnelling electron microscopy.

**SU**  Structural unit.

**TEM**  Transmission electron microscopy.

**TMR**  Tunnelling magneto resistance.
Symbols

\(a\): Lattice constant

\((hkl)\): Miller indices describing a plane

\([mno]\): Miller indices describing a direction

\(\delta V\): Excess volume

\(E_f\): Formation energy

\(B_0\): Bulk modulus

\(B'\): First pressure derivative of the bulk modulus

\(E_{\text{coh}}\): Cohesive energy

\(\gamma_{hkl}\): Surface energy of surface \((hkl)\)

\(\hat{\mathcal{H}}\): Hamiltonian

\(n(r)\): Electronic density

\(F\): Universal functional

\(E_{\text{xc}}\): Exchange correlation functional

\(\sigma\): Strain

\(N\Sigma\): \(\Sigma\) value (CSL)

\(\eta\): Difference in strains

\(\Omega\): Atomic volume (different for bcc and fcc)
$A$: Area

$e$: Charge of an electron

$q$: Charge

$R$: Resistance

$G$: Conductance

$E_{\text{tot}}$: Total energy

$X$: $X$ stereographic coordinate

$Y$: $Y$ stereographic coordinate

$X'$: $X'$ Lambert azimuthal projection coordinate

$Y'$: $Y'$ Lambert azimuthal projection coordinate
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