Exploring Model Driven Engineering from Behavioural Models

Muideen Adesola AJAGBE

MSc by Research

UNIVERSITY OF YORK
Computer Science
April, 2017
Abstract

Model Driven Engineering (MDE) is an approach in software engineering that promotes the use of models as first class artefacts. It enables improved productivity and consistency through the reuse of models to generate other necessary artefacts such as working code and textual documents. In MDE, modelling tools and model management operations are deployed to explore a system under development. Through model management operations (e.g. model transformation, validation and comparison), many systems can be automated. For example, model-to-model transformation (M2M) are used to develop other model artefacts from the source models.

EAE system is used as our case study and code is normally hand-crafted for its simulation. However, this hand-crafted code might contain bugs as modellers are prone to error. The need to avoid this error gives rise to using MDE practices on the system and it provides an avenue to generating OO code. This code is meant to be fitness-for-purpose thereby leading to support for EAE simulation. As MDE is applied to this system, the transformation of EAE model mostly represented in behaviour diagrams to structure model is conceived.

This thesis explores EAE’s models by transforming its behaviour diagrams to structural diagram where OO code can be generated. Our techniques deploy two approaches towards the EAE’s domain model. The structural diagram produces by these different approaches leads to OO code generation which will be used as a guide to EAE’s simulation. This process is supported by the results of transformation rule used in the thesis thereby reducing loss of information during the transformation process.
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Chapter 1

Introduction

This report concerns the application of model driven engineering (MDE) techniques and tools to support creation of simulator code. The work is part of an initiative to provide software engineering support for the modeling and development approach used in immune systems simulation by the York Computational Immunology Lab (YCIL)\(^1\).

Model-Driven Engineering (MDE) is a software development approach that seeks to use models as first-class engineering artefacts in the software development lifecycle. It has been stated that MDE improves systems productivity, maintainability and reusability by using models to manipulate systems [4]. MDE techniques and tools such as EMF and Epsilon are used to enable large model manipulations such as validation and transformation.

More so, if detailed UML models exist and are valid with respect to the domain, software engineering support can be used to generate code that is valid with respect to the models. This support is a step towards developing model simulations.

Read’s thesis [8] is a typical example of the sort of simulation design that we are interested in. Rather than working from a class model, it uses UML behaviour models in design. This report uses the design models and text information from [8] to propose approaches using MDE to support simulation development.

1.1 Overview of Model and Model Driven Engineering

Model is an abstraction used in understanding or representing a concept. In MDE, models are represented in well-defined modeling languages. The definition of the modeling language is specified by a MDE metamodel. A good MDE model is said to conform to its metamodel. A metamodel is itself a model, and is usually defined in a metamodelling language such as MOF or Ecore.

\(^1\)York Computation Immunology Group: https://www.york.ac.uk/computationalimmunology/publications/
By defining and instantiating metamodels, software engineers are able to develop well-defined domain specific languages (DSL), whilst model management tools that operate on well-defined languages provide support for construction, manipulation and validation of models.

MDE-supported development typically uses a structure diagram (a UML class diagram or similar) as a basis for generating Object Oriented (OO) code. However, MDE has not generally been used to support systems modelled primarily through their behaviour - a major aspect of our work.

1.2 Research simulations: YCIL immune systems studies

In this project, work from existing case studies created by the YCIL group are explored. The YCIL approach uses behavioural models such as activity diagrams and state diagrams to create a domain model which biologists can understand and validate. These diagrams are typically created using UML with slight variations. The models are currently used as a guide to implementation, but the code is not directly derived from the models.

The work in this report is based on the study of a murine autoimmune disease called experimental autoimmune encephalomyelitis (EAE) [8]. Our work is focused on the EAE domain and how the domain models can be simulated and modelled in order to study the emergent behaviours observed in them. More so, [8] uses behavioural diagrams such as activity and state diagram to represent biological components of EAE.

Read [8] develops his simulation using the CoSMoS\(^2\) approach, where the domain, domain model, platform model, simulation platform and result model are developed to give a system that is fit for the specified simulation purpose [12]. The benefits of using a CoSMoS-like approach on case studies such as this one include:

- The capturing and merging of data from different sources which can be used to developing a system-level synopsis of the system behaviour.
- Simulation provides a platform for the formulation and evaluation of hypotheses concerning the complex systems’ operation.

1.3 Motivation and Research Hypothesis

The YCIL case studies [8, 13, 14] use a common set of behavioural modelling approaches (based on UML activity diagram and state diagrams) but then handcraft code for simulation. The act of hand-crafting code is error prone, since it is difficult to provide validation that the models have been correctly interpreted in the code.

\(^2\)York Centre for Complex Systems Analysis:https://www.york.ac.uk/yccsa/research/cosmos/
MDE approaches may provide a way to rigorously transform models to code which
is more fit-for-purpose.

This project investigates the hypothesis that metamodelling and model trans-
formation can be used to provide an automatable approach to creating simulation
code from the behavioural models used by YCIL projects.

To investigate this hypothesis, the report presents two approaches to automa-
tion. The first (naive) approach builds on published work that shows how a class
model can be derived from an activity diagram alone. The second approach, which is
more relevant to the large, complex systems addressed by YCIL, uses all the domain
models to create a class model suitable for OO code generation.

Finally, the work presents a detailed review of behavioural transformation of
UML behaviour diagrams to structure diagrams. The effective current-state-of-the-
art tools and techniques used in MDE are discussed, showing their benefits and
limitations.

1.4 Thesis Structure

Chapter 2 discusses the detailed overview of Model Driven Engineering, including the
concepts and terminologies of MDE. Models, metamodels and modelling language
are discussed in relation to our work. Also, different model management operations
are reviewed. MDE tools are discussed with emphasis on EMF, Papyrus and Epsilon
as the primary tools used in this work. The challenges and benefits of MDE are also
briefly reviewed.

Chapter 3 presents Read’s EAE domain analysis by providing an overview of
EAE immunology disease as a complex systems with the sections presenting the low
level, top level of the systems model. In this chapter, EAE diagrams from Read’s
thesis [8] are discussed. Also, the domain model of EAE is presented as the system-
level overview, system and modelling perspective and system-level dynamics where
diagram representing each level are discussed.

Chapter 4 presents an analysis and hypothesis of our research. The research
background, hypothesis and scope is discussed in this chapter. Also, the research
methodology in form of analysis, design and implementation is reviewed. A brief
overview of the research modelling approach is also motivated.

Chapter 5 details the naive (first) modelling approach. The input model (activ-
ity diagram) used and the transformation strategy applied towards a structure class
diagram are discussed. The automation of the modelling process and the tool used
are discussed. The code generated is presented. Also, an evaluation and critique of
this approach is given.

Chapter 6 discusses the second approach. It presents the input model (state
machine diagram with other information) and its transformation strategies. Also,
the output model and a target output model are reviewed. The MDE practices ex-
plored using EMF are presented. Also, model management operations are discussed.
under EOL, EVL and ETL. Finally, the evaluation and critique of this approach is discussed.

Chapter 7 concludes by summarizing the approach and the exploration of MDE through EAE model diagram in this thesis. It provides direction for further work to support simulation with the generated object-oriented structure model.
Chapter 2

Background: Model Driven Engineering

This chapter introduces concepts of Model Driven Engineering (MDE). A detailed context of MDE is needed in order to understand model validation and transformation. A model is an abstraction of a system; models are the necessary artefacts needed to understand the detail of a system under study.

The use of MDE practices for modelling Read’s [8] EAE system is justified by Greenfield [15]: “The software industry remains reliant on the craftsmanship of skilled individuals engaged in labour intensive manual tasks. However, growing pressure to reduce cost and time to market and to improve software quality may catalyse a transition to more automated methods. We look at how the software industry may be industrialized, and we describe technologies that might be used to support this vision. We suggest that the current software development paradigm, based on object orientation, may have reached the point of exhaustion, and we propose a model for its successor” [15].

In MDE, a principled process to software engineering where models are used throughout the engineering process is advocated. The concept and terminology of MDE are discussed to buttress this point. In this chapter, we review the MDE guidelines and the MDA standard to guide through effective modelling approach. Model management is also discussed as a step to exploring MDE. Also MDE tools available to support the development of our work are discussed. In conclusion, MDE benefits and its challenges are presented so as to fully utilize MDE to our advantage in this thesis.

2.1 MDE Concepts and Terminologies

MDE is used for the construction and manipulation of artefacts such as code and documentation [16]. It involves the use of different artefacts like model, metamodels and model management operations. MDE deploys model management operations on models, metamodels and other artefacts so as to manipulate models effectively.
This section details the activities involved in MDE.

2.1.1 Models and Metamodels

MDE as a contemporary approach to software development allows model to be used as a first-class artefacts during development processes. “Model provides the representation of simplified system in a well-defined language” [17]. According to [18], these models are “the descriptions of phenomena of interest” which can be expressed in general-purpose or specific languages. Also, a “model allows concepts to be shown, wherein, an abstraction of irrelevant details from reality is made possible” [19]. Thus, a model is an abstract representation of a system in a domain and it is created by software engineers so as to capture important details of such system.

There are many definitions used in expressing the meaning of model; it is essentially the abstract representation of artefacts from the real-world [20]. The real world view that a model represents may be called the model’s domain or the system of interest. The exploration of this domain may use automatable model tools for analysis, validation, transformation and other intended purposes.

In MDE, description of interests can be easily manipulated by powerful automated model management tools [21]. Model management processes allow model manipulation to be automated if the models are defined in modeling languages i.e. the models conform to metamodels [22].

Metamodels describe the structure, concepts and well-formedness rules pertinent to a group of models [21]. The metamodels are models themselves and they conform to a metametamodel [21]. Figure 2.1 illustrates model which is an instance of a metamodel and these models is expressed using defined languages. The instantiation or development of a metamodel enables model operations such as refactoring, transformation and comparisons to be managed and applied to models [23]. Metamodel creates a type-system for models which allow their properties to be substantiated and validated. Also, metamodel aids model interchange and, therefore, interoperability between modelling artefacts and tools is made possible. This section presents important areas of MDE, model management approaches, and how they relate to our work.

![Figure 2.1: An illustration of the relationship between model, metamodel and language from [1].](image-url)
2.1.2 Modelling Languages

Models can be grouped into structured or unstructured, depending on their conformance to specified rules. Structured models comply to established and well defined rules (e.g. notations) while unstructured models do not conform to any rules. In MDE, with the aid of a modelling language, models are structured [24]. A modelling language contains “syntactic and semantic constraints” deployed to define a group of related model structures [25]. These groups of models adhere to the rigid sets of rules and syntax established in their metamodels [26]. Also, these sets of rules are encoded within a modelling language.

MDE advocates the development of abstract syntax, concrete syntax and semantics in order to establish conformance - a relationship between model and metamodel [27]. Conformance is viewed as a sets of constraints between models and metamodels [28]. A satisfaction of these constraints determines that a model conforms to a metamodel.

A metamodel comprises three categories of constraints:

- **The concrete syntax** represents the modelling concepts of a model (e.g. graphically). For example, a group of boxes connected by lines can represent a model. Concrete syntax give notations for developing models that conform to a metamodelling language thereby facilitating communication. Also, a strict concrete syntax is optimal for machine consumption (e.g XML Metadata Interchange (XMI) or Unified Modelling Language (UML) [25].)

- **The abstract syntax** describes modelling objects, defined in a metamodelling language, such as classes, packages, interfaces and datatypes. Representing these objects is independent of any concrete syntax. For example, an abstract syntax tree to encodes an abstract syntax of a program when trying to implement a compiler.

- **The semantics** is the meaning of the modelling concepts used in a particular domain. Semantic differs from one another as a modelling language has different semantics for different domain. Also, semantics can be defined using formal language like Z [29] or in a semi-formal instance such as a natural language [30].

In MDE, concrete and abstract syntaxes plus semantics together describe a modelling language [31]. Many approaches to defining languages have been specified but using these three constraints are common in MDE. A metamodel is used to define abstract syntax; concrete syntax for model transformation; and behaviour models to evolve semantics [25]. For example, Figure 2.2 shows a metamodel of a language which defines models as a collection of types where types have attributes, which in turn have a type.

Figure 2.3 shows a model in an instance diagram conforming to the metamodel in 2.2 where Type String is represented after the Attribute Name of Type User,
Figure 2.2: Metamodel of abstract syntax for a simple language from [2].

whose type is String. Also, a typical concrete syntax from [2], is shown in Listing 2.1.

Figure 2.3: A model represented as an instance diagram from [2].

Listing 2.1: A textual concrete syntax [2]

```
1 Type Mail
2  {
3   From : User
4   To : User
5  }
6 Type String;
7 Type User
8  {
9   Name : String
10  }
```

A metamodel is used in either a domain- specific language (DSL) or general purpose language (GPL) to archetype a model, depending on the level of abstractions involved in the domain of interest [25]. The two languages are further defined below.

**General Purpose Language** - general purpose modelling languages include UML, widely used by modellers to model the abstraction of a system, from different levels and views. UML allows the development of variety of models that describe the
behaviour and structure of a system. Specifically, our domain of interest comprises models in UML, with slight variations to explain aspects of biology. GPLs provide general concepts (abstract syntax and semantics) and a generic concrete syntax.

**Domain-Specific Language** - In MDE, DSLs are tailored to a particular domain. For our work, languages such as EOL\(^1\), EVL\(^2\), ETL\(^3\) are MDE DSLs used to query, validate and transform models, respectively. While these languages’ scope is limited to one domain, they provide a concise solution at same level of abstraction as the problem domain, by being less susceptible to portability \([32]\). DSLs can capture concepts of a modelling domain (abstract syntax, semantics) and use notations familiar in the domain for the concrete syntax.

### 2.1.3 MOF: A Metamodelling Language

One of the standard languages for specifying metamodels is called the Meta-Object facility (MOF); it is defined by Object Management Group (OMG)\(^4\). UML is the origin of MOF \([3]\). MOF allows the expression of abstract syntax for modelling language by developers. MOF is supplemented by the Object Constraint Language (OCL) which is a formal language used in defining constraints \([33]\). MOF was developed because of the need to have a standard form of defining metamodels for MDE.

MOF is a modelling language used in defining modelling languages hence it is called a metamodelling language. Figure 2.4 is defined in MOF using a concrete syntax similar to a UML class diagram. According to \([34]\), “The objective of the MOF standard is to enhance consistency in the way in which modelling languages are specified. Without a standardised metamodelling language modelling tools can have diverse modelling languages, which makes interoperability challenging. With a common metamodelling language in place, tools can create modelling languages with the metamodelling language and exchange such modelling languages with no compatibility issues. Thus, a standardised metamodelling language promotes modelling tool interoperability \([34]\).

### 2.1.4 MDE Guidelines

Effective approaches and tools are needed for MDE efficient model engineering practices. This section discusses the level of abstraction involved in MDE, the method and tools used in this research.

\(^1\)Epsilon Object Language: http://www.eclipse.org/epsilon/doc/eol/
\(^2\)Epsilon Validation Language: http://www.eclipse.org/epsilon/doc/evl/
\(^3\)Epsilon Transformation Language: http://www.eclipse.org/epsilon/doc/eol/
\(^4\)Object Management group: http://www.omg.org/spec/
The Model Driven Architecture

Model Driven Architecture (MDA) is an approach to developing technological complex systems. It proffers a standard to models and modeling languages. This standard is reflected in representing and exchanging models (XMI), constraints specification (OCL), and transformation specification on models [35]. Model architecture allows models to be created at various level of abstractions mostly in standards formats like XMI. MDA is used as an approach to specifying ways in which MDE is instantiated in software engineering. MDA lays down guidelines and approaches for a MDE so as to enable the development of system from raw data and business logic, leaving behind the crucial implementation technologies.

Standards for the MDA

OMG defined set of standards for the MDA as a part of guidelines for MDE. These standards are the basis for defining metamodels and imposing constraints on models to make them conform to their metamodels. Each standard is allocated to one of four tiers and each tier shows model abstraction in different level as seen in Figure 2.5.

The base of the pyramid, M0, depicts the domain of interest (real world). M1 is the representation of the M0 - a model of the M0 concepts. M2 defines the modelling
language (metamodels) used to define M1. M2 contains UML metamodels used in making M1 conforms to them. Lastly, M3 identifies a metamodelling language, used in defining M2. For example, if a real world (M0) is a book, the model of the book is M1, a language suitable to model books is M2 and a language suitable for defining a language (that can model a book) is M3.

2.1.5 Model Management

In MDE, models are managed to construct software. Model management refers to operators deployed in manipulating models [36]. Models and transformations are regarded as the core operations of MDE [37]. This section details these operations and their tools.

Model Transformation

Model transformation is a development operation where a modelling artefact is derived from another by systematic application of rules that map concepts of one model to the concept of another. The transformation of models is often specified to enhance quality, recognise emergent patterns, and automate software evolutions, among many other attributes [38]. Model transformations have three types which are the model-to-model, model-to-text and text-to-model transformation. The remaining part of this section discusses two relevant parts of these transformation. [5] presents Figure 2.6 which shows a model transformation pattern adapted from model driven architecture [39].
Figure 2.6: Model transformation pattern in Model Driven Development from [5].

**Model to Model (M2M)**

M2M is an approach to model transformation where diagrammatic models are derived from other diagrammatic model. M2M rules are written at metamodel level and when automated helps reduce engineering cost of complex systems instead of transformation between pairs of interdependent models [37]. Using M2M approach, the input model (also called the source model) conforming to a metamodel, is transformed by following a set of transformation rules, in a transformation language, to an output model (called the target model) conforming to another metamodel. Listing 2.2 is an example of a M2M transformation in the ETL transformation language, where a class is transformed to a database table. The details of the table’s primary key is detailed, and if the class extends some other classes, a foreign key pointing towards the primary key of the parent class is created.

Listing 2.2: A sample ETL language of a class to a table from Epsilon ETL [40].

```plaintext
1 rule Class2Table
2   transform c : OO! Class
3   to t : DB! Table, pk : DB! Column
4 {
5     t.name = c.name;
6     t.database = db;
7     pk.name = t.primaryKeyName();
8     pk.type = "INT";
9     t.columns.add(pk);
10    t.primaryKeys.add(pk);
11   if (c.extends.isDefined())
12       t.foreignKeys.add(pk);
13     t.foreignKeyColumns.add(pk);
14   }
```
• **Declarative M2M** transformation languages define a relationship between source and target model using declarative constructs for mappings between models. The limitation of the declarative approach is its inability to produce fine grained rule scheduling for executable transformations [41]. Examples of declarative M2M includes QVT-relations from OMG.

• **Imperative M2M** transformation languages define a series of steps needed for transformation of models from the source to the target model, enabling exclusive control of transformation rules. The limitation to this approach is the difficulty in writing and maintaining the language [42]. Example of Imperative M2M includes QVT-operational from OMG.

• **Hybrid M2M** transformation seeks to combine declarative and imperative M2M by providing both implicit and explicit rule scheduling. Our work made use of ETL, a hybrid M2M languages in order to handle complex transformation scenarios observed in our model. ETL is further discussed in Chapter 4.

**Model to Text (M2T)**

M2T is an approach to model transformation where diagrammatic models can be serialized, or transformed into code or other textual artefacts. In M2T, generation is not limited to code as any type of textual artefacts such as documentations, manuals and requirements can be generated.

M2T transformation is used to produce unstructured textual artefact as in contrast to M2M. According to [25] "M2T allow the use of mechanisms for specifying
sections of text that will be completed manually and must not be overwritten by transformation engine” [25].

M2T languages allow the use of templates which have static and dynamic sections. A verbatim response is deduced when transformation is done in static sections. For dynamic sections, it contains executable logic. EGL is an example of language used in M2T. According to [25], Listing 2.3 contains two static sections (‘package’ and ‘;’) and a dynamic output section ([%=class.package.name%]), and will generate a package declaration when executed. Similarly, line 3 will generate a class declaration. Lines 4 to 6 iterate over every attribute of the class, outputting a field declaration for each attribute.

Listing 2.3: M2T transformation in the Epsilon Generation Language from [25].

```
1 package [%= class.package.name%;
2
3 public class [%=class.name%] {
4   [% for (attribute in class.attributes) { %]
5     private [%=attribute.type%] [%=attribute.name%];
6   [% } %]
7 }
```

Model Validation

A fit-for-purpose model that captures a system’s domain of interest needs to be verified and validated. Model validation provides integrity to a software system under development using MDE. A model is “incomplete, contradictory and inconsistent when it leaves out information” [42]. Also a model becomes redundant when it is incomplete and shows differences in its concepts [43]. According to [43], incompleteness and redundancy are example of inconsistency. By using model validation, some limitations of models can be detected, analyzed and corrected using MDE approaches.

To have a validated and consistent model, constraints can be specified on UML and MOF models using validation and constraint languages such as the Object Constraint Language (OCL), an OMG standard. Pertaining to our work, a validation language called Epsilon Validation Language (EVL) is used to define and evaluate constraints within and between models as OCL is limited to expressing inter-model constraints [24].

By using EVL, model dependency can be supported among constraints imposed on model thereby decomposing complicated constraints to simpler forms. An example of constraint written in EVL from Epsilon EVL is shown in Listing 2.4. Here, the validation checks if the class in the model starts with an upper case letter. When validation is executed, the EVL model is invoked for every specified class of the model.

Listing 2.4: A sample EVL language.

```
1 context OO! Class {
```

critique NameShouldStartWithUpperCase
{
  guard : self.satisfies("HasName")
  check : self.name.substring(0,1) =
    self.name.substring(0,1).toUpperCase()
  message : "The name of class " + self.name + 
    " should start with an upper-case letter"
  fix
  {
    title : "Rename class " + self.name + " to " +
      self.name.firstToUpperCase()
    do
      {
        self.name = self.name.firstToUpperCase();
      }
  }
}

Other model management operations

With a model transformation and validation, other examples of model management
operations include model merging which combines two or more models (e.g. Reuse-
ware) [44] and model comparison where traces of same or different artefacts are
constructed from two or more models (e.g. EMF compare) [45].

2.2 MDE Tools

MDE is supported by powerful tools that support model interoperability. This sec-
tion reviews the MDE tools that are used in our research. Section 2.2.1 gives an
overview of the Eclipse Modelling Framework (EMF) which uses MOF and supports
several MDE tools and languages thereby enabling their interoperability. Section
2.2.2 discusses the papyrus tool which allows UML model and other language mod-
els to be drawn. Section 2.2.3 discusses Epsilon which is an extensible platform
customizable for model management language.

In order to use behaviour models to support simulation development, our ap-
proach to modelling in MDE involves the use of diagramming tool to draw diagrams
that conform to the tool’s internal GPL metamodel. The purpose of this section is
to give an overview of relevant MDE tools. This section does not discuss other MDE
tools and environment such as ATL for M2M transformation and AMMA platform
used for large scale modelling as we are more comfortable with the tools we used.
2.2.1 Eclipse Modelling Framework (EMF)

EMF is a framework that helps with the development and instantiation of metamodels. EMF provides support for MDE via a metamodelling language, Ecore, a partial implementation of OMG’s MOF metamodelling language [6]. It is widely believed that EMF is the most widely used MDE modelling framework. EMF Ecore is used to define the metamodel used in our work. EMF provides both a tree-based and graphical metamodel editors and it is a contemporary MDE framework that is widely used.

EMF enables users to define their own metamodels in Ecore. Figure 2.7 presents a high level overview of Ecore. In Ecore, the name of every element of a class starts with ‘E’, as every Ecore object is an EObject. The root element of an Ecore metamodel is an EPackage. Other metamodel elements include EDataTypes, EClasses, EAttributes, EReferences.

In our work, with the definition of a metamodel, EMF enables the generation of a model editor that allows us to create models that conforms to our metamodel. Likewise, a graphical modelling framework (GMF) can be created from metamodels instantiated with EMF. A model driven approach where several models are specified, merged and transformed to enable code generation is made possible from a graphical editor. Also, several MDE tools are interoperable with EMF.

![Ecore Metamodeling Language](image)

Figure 2.7: The Ecore Metamodeling Language taken from [6].

2.2.2 Papyrus

Papyrus provides an environment where any kind of EMF model can be edited. It also supports UML and other related modelling language like SysML and Marte
A model (diagram) editor and support is provided for EMF thereby enabling the drawing of UML diagram where their serialization is made interoperable. In Papyrus, a UML metamodel and graphical models are used to define and modify models. A behaviour or structure model can be easily created. We deploy Papyrus to create our behaviour diagrams to structure diagrams. Thus enables us to automate different UML models representing different domain of our system, model and metamodels. Figure 2.8 shows a papyrus modelling environment where different UML diagram can be created from papyrus website [47].

![Figure 2.8: A Papyrus model environment.](image)

### 2.2.3 Epsilon

The Extensible Platform for Specification of Integrated Languages for mOdel maNagement (Epsilon) [42] is a powerful tool suite for MDE. It incorporates many model management languages and it is used for performing management tasks such as transformation, validation and merging [42]. Figure 2.9 shows the architecture of Epsilon and it comprises of two main components which are the Epsilon language family and the layer of Epsilon Model Connectivity (EMC).

According to [26], “Epsilon is modelling technology agnostic”. Whilst many model management languages are bound to a particular subset of modelling technologies thereby inhibiting their utilization, Epsilon is able to manipulate models expressed in various modelling languages [48]. Currently, Epsilon supports models implemented with EMF, MOF, XML, or Community Z Tools (CZT) and they are supported by technology-specific drivers [26].

Furthermore, Epsilon allows model reusability when constructing independent model management languages. EOL which is the core language of Epsilon platform
provides functionality closely related to OCL but with more features provides functionality such as model updates, access to various models, imperative (conditional and loop) statements, standard output, user feedback and error reporting [25].

Epsilon supports lightweight means for defining new developmental languages for MDE. As shown in Figure 2.9, EOL is used to build task-specific languages such as Epsilon Generation language (EGL) for model-to-text transformation, Epsilon Wizard Language (EWL) for model-to-model transformations, Epsilon Comparison Language (ECL) for model comparison. Other languages includes Epsilon Merging Language (EML) for model merging, Epsilon Transformation Language (ETL) for model-to-model transformations, Epsilon Validation Language (EVL) for model validation, Epsilon Flock for model migration and Epsilon Pattern Language (EPL) for pattern-based querying. Epsilon is suitable as a platform for the research of this thesis as it support modelling technologies and task-specific model management operations.

Figure 2.9: The architecture of Epsilon, taken from Eclipse Epsilon [7].

2.2.4 Summary

This section introduced MDE tools used in this thesis. The Eclipse Modelling Framework (EMF) enables the implementation of MOF or Ecore for defining metamodels. Using metamodels defined in Ecore, EMF aid persisting models to disk enable code generation for distinct metamodel editors. Tools such as Epsilon and Graphical Modelling Framework (GMF) is used to enhance EMF’s functionality as it is the most used contemporary MDE framework. GMF aid metamodel specification of
2.3 MDE Benefits and Recent Challenges

In comparison to traditional software engineering approaches such as language-oriented programming and domain-specific modelling, MDE has offered tremendous benefits which comes with limitations. This section discusses MDE benefits and its challenges.

2.3.1 Benefits

As discussed in this chapter, benefits of MDE are expressed to help describe the advantages of MDE practices, approaches and why MDE is crucial to complex system modelling.

Interoperability

MOF as a standard metamodelling language enables modelling tools interoperability through model interchange. EMF utilizes Ecore to provide a holistic reference implementation of MOF thereby enabling the development of several contemporary MDE tool. Model management operations performed between different modelling tools is achieved through interoperability among modelling tools thereby modellers are not tied to just one specific modelling tool. Also, single environment can be used by models represented in wide range of modelling languages. Before the advent of MOF, developers used several tools for each modelling language but with MDE, interoperability of models is made possible.

2.3.2 Challenges

MDE has helped software engineers a lot whether through using domain specific modelling to automate traditional software engineering practices or model management operations. Also, tool interoperability allowed compability of various tools used on different models.

Whilst MDE benefits have been highlighted above, some challenges it faces is discussed here. The challenges to MDE has been identified and they are used as a motivation towards exploring potential research areas to improve MDE. This section highlights these challenges and they are reviewed below.
Learnability

It is difficult for a new user to utilize MDE properly. This is due to its increasing developmental activities and conceptualized principle to software engineering. The learnability of MDE comes from its perceived adoption in a mainstream spectrum. According to [49], “GMF is difficult for new users to understand and mechanisms for its simplification have been proposed recently” [49].

Scalability

Scalability is the need to make MDE more powerful. According to [50], “MDE is increasingly getting utilized in modelling complex systems therefore its modelling languages and model management tools are being stretched to accommodate more model activities such as collaborative development, model persistence when dealing with models with large megabytes” [50].

Furthermore, the relevance of MDE in software engineering depends on the need to bring MDE languages and tools to scale. This scalability will help accommodate modelling of large and complex models.

Scalability in MDE is considered as the “Holy Grail of MDE as its a major concern for modellers” [50]. The achievement of MDE scalability comes in the need to enable the development of large models and domain specific languages. Also, the enhance of model management tool to efficiently accommodate large models is a huge step towards scalability. MDE needs to enable large modeller teams to develop and refine large models.

2.4 Chapter Summary

This chapter provides a background review of Model-Driven Engineering (MDE) - a crucial modelling approach in software engineering. Modelling artefacts such as model, metamodels and model architecture are discussed. Also, several model management operations such as model transformation (focus on model-to-model and model-to-text transformation) and model validation are discussed.

The Eclipse Modelling Framework (EMF) and Epsilon platform which are widely utilized in this thesis were discussed. Finally, benefits and challenges identified in MDE that are closely related to this thesis were highlighted. This thesis uses Read [8] behaviour diagram to explore MDE and subsequent chapters discuss it further while the next chapter, Chapter 3 presents the domain analysis and observation from [8].
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Chapter 3

EAE: Domain Analysis and Observation

This chapter presents the domain model of an EAE immune system from Read’s thesis [8] using the Unified Modeling Language (UML) and other diagrams provided in the thesis.

3.1 Introduction

Experimental autoimmune encephalomyelitis (EAE) is a murine autoimmune disease which has many parallels with multiple sclerosis [8]. According to [8], the motivation for the simulation and modeling of this immune system stems from the need to understand the emergent behaviour and patterns observed in the EAE system.

Read’s wet-lab experimentation detailed his observation on EAE system for modelling and simulation. According to [8], “EAE as resulting from sub-cutaneous immunisation with myelin basic protein (MBP), complete Freund’s adjuvant (CFA), and pertussis toxin (PTx), leads to damage of the central nervous system (CNS). This leads to paralysis in the subject. Following the induction of EAE, the majority of experimental animals experience physiological recovery from paralysis; no experimental intervention is administered in facilitating recovery. Lastly, mice having undergone recovery from autoimmunity are resistant to subsequent attempts to induce paralysis with similar immunisation”.

In this project, Read’s design models [8] are used. By deploying MDE techniques, we explore the feasibility of automatically generating simulator code from the designs. Model simulation helps capture and integrate different information thereby providing a system-level synopsis of what the wet-lab data represents.

In Read’s work [8], simulation helps to guide wet-lab experimentation, as an \textit{in-silico} investigation can show crucial part of a system highlighting areas where information on EAE system is insufficient. The targeted collection of information on the system can help bridge the gap between competing theories identified in the domain of the system.
Read [8] shows that the modelling and simulation of the EAE system presents a fit-for-purpose representation of the target domain through the generation of in-silico hypotheses which can be verified further in wet-lab experimentation. It is important to note that the need for confidence in simulation results comes from the demonstration of fitness-for-purpose models representing the immune system.

Crucially, explaining hypotheses, as well as tuning the simulator, requires many revision to the code, making it hard to keep models and code in synch manually. We would like to ultimately to “tweak” models not code, as biologists understand the models and changes to models.

### 3.2 Domain Model Overview

Read’s domain model [8] is tailored using the framework of the CoSMoS process where the first stage details the development of the domain model that capture the detailed understanding of a system’s domain [51]. The detailed model captures the exploration of the domain of interest before simulation and provides an avenue for exploring MDE from UML behaviour models in our work.

The domain of a system encompasses the system’s scientific scope as seen from the scientist or domain expert perspective. The domain expert and developers use domain models to determine the purpose of simulation thereby guiding the developers to a fit-for-purpose simulation.

For detailed analysis, [52] describes domain as “a development contract: a developer depends on the scientist to provide appropriate information about the domain, and guarantees a desirable simulation; meanwhile, the scientist also depends on the developer to use the domain information suitably, and guarantees to work with the developer to ensure that the right outcome is achieved” [52].

Domain model reveals the limitation of knowledge about the system, as well as inconsistency and underspecification, which can be resolved by making assumptions of the domain. According to [8], a domain model is validated by domain experts who help to make sense of different specific domain understandings. In MDE terms, a model is verified by its conformance to a metamodel and semantics checking.

### 3.3 EAE Model Diagram

Analytically, EAE domain model in [8], like many other biological illustration uses bespoke, formal and informal illustrations to show the distinct interactions between EAE system’s complexity. Modelling techniques used to describe EAE uses defined syntax and semantics as well as varied notations which are captured in the diagrams shown in Section 3.4.
3.3.1 Behavioural diagram

The UML behavioural diagram enables the specification and visualization of dynamic aspects of EAE system simulation. The diagram represents a series of actions. Activity diagram and state machines are widely used to capture the different levels of abstraction in [8]. Activity diagrams represent EAE sequences and conditions for EAE lower-level behaviours.

On the other hand, state diagrams show potential evolutions of elements of the EAE system; they define EAE object existence in different states. State diagrams also show how these objects transition between states. According to [12], “A transition is a response to an event, and an event is, typically, an input received by the object(or system). Transitions are protected by guards - a set of conditions, concerning the wider system state (and perhaps the environmental context of the system) that must be true if the state is to change” [12].

Benefits of using state diagrams for modelling EAE include the expression of dynamic structures and simulation of objects collection. They allow the use of concurrent state. This makes it possible to build sophisticated models used in EAE cell interactions [8]. The EAE model [8] uses both activity diagrams and state diagrams to model EAE’s behaviour.

As discussed earlier, EAE models [8] are mostly represented using UML diagrams and they are discussed extensively in Section 3.4.

3.4 EAE Domain Model

Read’s thesis [8] presents the EAE domain model using different UML models. The domain model is detailed using a top-down methodology and each layer presents the domain of interest according to the level of abstraction observed in them. The layers are described in the following subsections.

3.4.1 The System-level Overview

This section introduces the most abstract view of Read’s EAE model [8]. The top layer of Read’s design [8] is shown in Figure 3.1. The expected behaviours diagram format was devised by [8] and is used in all subsequent work by YCIL [13, 14]. The model reproduced in Figure 3.1 captures relevant observable phenomena, the potential foci of the simulation and, for each potential phenomena, the informal notation captures known biological components (cells, neurons) and the domain expert view of how these interact.
Figure 3.1: Read’s expected behaviours diagram depicting the phenomena observed in a real domain, and the behaviours manifesting from cellular interactions believed to be responsible for them [8].

3.4.2 The System’s and Modelling Perspectives

From the expected behaviour diagram and the domain exploration that it captures, [8] uses an informal box and arrow diagram to show 6 bodily compartments, Figure 3.2. Read’s simulation [8] ultimately simulates each of these compartments, linked as shown in Figure 3.2.

Having summarized the domain in the expected behaviours and compartment diagrams, the UML base modelling expresses the activity of the cells and their interactions that make up the system’s behaviours in each relevant stage of the disease and recovery. Different UML notations such as activity diagram are used in expressing these models. Also, some minor variant notations are introduced by Read [8].

EAE perspectives expressed in [8] detail how EAE causes paralysis and how mice recover, which is considered to be inherently complex. These perspectives describe collective consequences of cellular interactions, and they are grouped into four stages:

1. The initial establishment of autoimmunity in the CNS following immunisation.
2. The self-perpetuation of autoimmunity.
3. The establishment of regulation that results in the apoptosis of CD4Th1 cells.

4. A deviation of autoimmune response that results from regulatory activity and ultimately leads to the termination of both autoimmune and regulatory immune responses.

Furthermore, two diagrams are used to show how immunity is established and the apoptosis state. The first section (Figure 3.3) focuses on the DC or CD4 cell activities and the compartment-level migration, whilst Figure 3.6 focuses on the biochemistry of the CD4 cells, stimulated by the apoptosis of an infected CD4 cell, phagocytosed by DC.

**Initial establishment of autoimmunity**

The initial establishment of EAE autoimmunity shows the events that lead from immunization to the apoptosis of neurons in the CNS. The various activities of the composing cells, how they effect changes and move around in the EAE system are shown in Figure 3.3. UML variation is introduced in the SLO compartment of Figure 3.3.

Figure 3.4 is a notation borrowed from biological modelling of feedback loops which represents an inhibitory response which leads to producing naive daughter cell through an action called *spawning*. According to [8], “the majority of these naive daughter cells will immediately bind the MHC-II:MBP complexes expressed by the priming DC, and follow a similar sequence of events as the parent cell. Those that do not begin priming on the same DC as their parents assume migratory behaviour” [8].
Figure 3.3: UML activity diagram depicting the cellular interactions and events that lead to neuronal apoptosis in the CNS following immunisation for EAE from [8].

Figure 3.4: The introduced notation variation in Figure 3.3 from [8].

Self-perpetuation of autoimmunity

According to [8], after the initial establishment of autoimmunity, some series of events enables its self-perpetuation. These series of events and the interactions
between cells are important to help understand EAE emergent patterns. The behaviour is represented using an activity diagram in Figure 3.5. As the nature of autoimmunity is self-perpetuating, the diagram has no termination.

Figure 3.5: UML activity diagram depicting the cellular interactions and events that lead to the self-perpetuation of autoimmunity following neuronal apoptosis resulting from immunisation for EAE from [8].

Establishment of regulation

The establishment of regulation creates a physiological lifecycle of cells leading them to enter apoptosis. This regulation enables the recognition of actions between the cellular interactions of the system. Most importantly, the regulatory immune re-
sponse perpetuates thereby it has no terminating state, and it is shown in Figure 3.6. Furthermore, the first section i.e. Figure 3.3 focuses on the DC and CD4 cell activities and the compartment-level migration, whilst Figure 3.6 focuses on the biochemistry of the CD4 cells, stimulated by the apoptosis of an infected CD4 cell, phagocytosed by DC.

Figure 3.6: UML activity diagram depicting the cellular interactions and events that lead to the self-perpetuation of autoimmunity following neuronal apoptosis resulting from immunisation for EAE from [8].
Deviation of the autoimmune response

For an EAE infection and its recovery, Read [8] considers a specific deviation of the autoimmune response. According to [8], “the actions depicted here are cyclic, the deviation does not occur as a single atomic action within the system, but emerges as a gradual shift in behaviours spanning multiple populations of cells. However, the autoimmune response does eventually terminate, and hence an end state is expressed” [8]. This is modelled in Figure 3.7. The diagram is a non-standard UML model as notations are introduced to accommodate the biological entities.

Figure 3.8 is a notation borrowed from biological modelling of cyclic types showing CNS cytokine milieu. According to [8], “the CNS cytokine milieu is composed primarily of type 1 cytokine. In sufficient concentration, type 1 cytokine leads to neuronal apoptosis” [8].

3.4.3 The System Single-Entity Dynamics

The activity diagrams in Section 3.4.2 are used to model the structure of the behaviour of EAE. An alternative view is provided using UML state diagrams, which shows the permitted sequence of behaviours for each type of cell (in UML, for objects of each class).

Read’s state diagrams [8] include invariant conditions that control the state transitions observed in the EAE system.

T-cell Dynamics

Read [8] presents relevant dynamics of T-cells shown as part of the domain model. The state machine diagrams (Figures 3.9 and 3.10) show the different behaviour of T-cells. A concurrent state diagram shows how T-cells migrate around the body compartments (Figure 3.9). For the T-cell model, Read [8] affirms that several T-cell types represented in the domain have similar characteristics as they commence their life cycle in a naive state, circulatory system and gears toward migratory behaviour. Subsequently Read’s model and simulation [8] only considers generic T-cell behaviour.

DC and CNS macrophage Dynamics

According to [8], the relevant involvement of a dendritic cell (DC) begins in an immature state and further matures later. DCs are also responsible for priming T-cell. As for the T-cell, Read [8] uses a concurrent state model to illustrate the relationship of DC behaviour and the body compartments (Figure 3.11). The DC cells have a range of relevant concurrent behaviour options which are not specific to compartments.

The CNS macrophage is found on the central nervous system (CNS) and exhibits a subset of the behaviour of the DC. These cells exist in immature and mature
Figure 3.7: Activity diagram depicting the cellular interactions and events that lead to the deviation of the immune response from [8]. Additional notations include parallel slashes representing the collision of the primed T-cell population (Treg and CD4Th1) cells which outnumbers their CD4Th2 counterparts, and as such the CNS cytokine milieu is decomposed into primarily type 1 cytokine. In sufficient concentration, type 1 cytokine leads to neuronal apoptosis. Also, with DCs in the CNS phagocytoses of apoptotic neurons, the double circles represent DC maturation which lead to its adoption of either a type 1 or type 2 polarisation, depending on the balance of type 1 and type 2 cytokines in their local vicinity.

They are represented with the state machine diagram shown in Figure 3.12.
Neuron and MBP Dynamics

EAE neurons express Myelin based protein (MBP) and they reside exclusively in the CNS compartment. Their dynamic behaviour is shown in Figure 3.13.
MBP in EAE is manufactured and expressed by neurons and injected into EAE system by an experimenter [8]. The MBP dynamics is detailed in the state machine shown in Figure 3.14. The state diagrams presented in this section all use un-varied UML notations.
Figure 3.11: State machine diagram depicting the dynamics of dendritic cells from [8].

3.5 Analysis

The EAE expected behaviour diagram (Figure 3.1) presents an abstract modeling level in its domain model. It shows the relevant observations of the real domain, how they relate at different abstract level and how the interactions lead to system-wide behaviours believed to be a solid representation of the real-world system [8]. Read’s model [8] has been validated by domain experts.
UML notations are used to capture relevant behaviours of EAE and sometimes, slight notation variations are needed to capture details of the system. Read [8] states that UML does not represent the high level of concurrency-orthogonality of
the disease. However, the diagrams help to disintegrate the high-level complexity into smaller and manageable components which can be modelled individually.

The UML activity diagram is widely used to model EAE perspectives as it has the ability to represent different abstract events and link them together as an activity. Notwithstanding, activity diagram does not represent concurrencies and stochasticity of the real domain. According to [8], “In vivo, there exist many populations of cells undergoing different activities depicted on the diagrams at many points in time; there is no sequential transfer of control as suggested on the activity diagram, a single cell may interact with many others at the same time, and may continue to do so after it has instigated an event in another cell” [8].

UML state diagrams have been used effectively to show dynamics of single-entities. According to [8], “Once more, it is high and partially-orthogonal dimensionality that raises issues. However, these have been satisfactorily overcome through use of guards. It is noted that many transitions depend on probabilistic or temporal conditions, and notations were devised to represent these aspects” [8].
Chapter 4

Analysis and Hypothesis

Through the review of background work in Chapter 2 and the domain analysis of EAE diagram in Chapter 3, modelling approaches were proposed. This chapter analyzes and motivates the proposed modelling approach and establishes a basis for this thesis objectives. The aim of the proposed modelling approach is outlined.

4.1 Research Background

This section summarizes motivation for our research in line with the discussions in Chapter 2 and 3.

In Chapter 3, we presented Read’s domain model of EAE system [8]. This domain model provided us the system and modeling perspective of EAE, culminating into different behaviour diagram representing different level of abstraction observed in the system. Read [8] develops models and uses them as guides to implementation but does not follow precise rules or traceable transformations. This means that the validity of the implementation has not been definitively demonstrated. In general, the fitness-for-purpose of YCIL simulators relies on individual software engineers’ skill, rather than repeatable validation. The target languages for implementation are usually object oriented, and code could thus be at least partially generated from models.

This chapter motivates two approaches to transforming the behaviour diagrams to a class structure diagram, using MDE tools discussed in Chapter 2 to generate OO code. Our approaches to modelling make use of the artefacts provided in Read’s thesis [8] as input model in the MDE processes deployed to our transformation.

4.2 Research Hypothesis

Read [8] does not use a class diagram as the OO model of class objects as passing messages is not appropriate for an abstract model of cell interaction. Also, behaviour models imply objects; a class diagram would, if available, give a structure for code.
However, the behaviour models can not provide structure for object-oriented code generation hence the need to transform them to a class structure after they have been used to model the EAE domain of interest.

Our modelling approach to transforming EAE domain models to a class structure diagram comes from the need to generate OO code that reflects the domain of interest. Our approaches are automated and contain an output model (class diagrams) transformed from input models (activity and state diagram). We propose two approaches: a naive approach which does not preserve domain concepts, and a second approach that creates domain-relevant code structures, and makes use of more of the domain models.

As explained in Chapter 3, YCIL researchers [8, 13, 14] handcraft code for simulations based on UML diagrams validated by domain experts. According to [53], programmers often spend much time debugging code and the code often contains errors. Confidence in the implemented simulators could be impaired by an automated process of transforming domain models to generate object-oriented code such that the code demonstrably retains the validity of the models.

In this context, the hypothesis of this thesis is stated below:

*Model management operations (validation, comparison and transformation) can be deployed to complex behaviour diagram thereby producing class structure artefacts that are reusable for simulators as in contrast to handcrafted code for simulator which often contain errors.*

The objectives of this research is the aim of the transformation approaches that we develop and they should be capable of the following.

1. Reliably and systematically generate code from behaviour models.
2. Reliably and systematically generate revised code when models (diagrams) are modified.
3. Support reuse and modification of the existing models and simulations.

### 4.3 Research Scope

The scope of our research uses YCIL behaviour diagrams, and MDE tools especially EMF. The UML behaviour diagrams from Read’s thesis [8] are used and they have slight notation variations to accommodate EAE biological components. EMF framework is also used to help generate object-oriented code via our developed modelling approaches. The reason for limiting our scope to MDE and using EMF is explained by [6] as “EMF provides tools and runtime support to produce a set of Java classes for the model, along with a set of adapter classes that enable viewing and command-based editing of the model, and a basic editor” [6].
4.4 Research Methodology

An iterative and incremental development process is followed in evaluating the hypothesis. The behaviour diagram is analyzed, designed, implemented, and the output model is tested and evaluated iteratively and incrementally for each bodily compartments of EAE expected behaviour shown earlier in Figure 3.2 of Chapter 3. Figure 4.1 shows a form of iterative and incremental development process based on agile development methodology from [9].

![Diagram](image)

Figure 4.1: An illustration of an agile model-driven development showing iteration and incremental process from [9].

4.4.1 Analysis, Design and Implementation

The use of Read’s behaviour model [8] allow us to explore model driven engineering thereby devising two approaches to transformation. These approaches are motivated by the need to automate more of our modelling processes and find an alternative to handcrafting codes. This in itself is one of the challenges identified in supporting simulators and it has motivate our hypothesis and objectives highlighted in Section 4.2.

The designing of our models enables the use of model as the first-class citizen. This process enables the development of model management operations on this model. The target output model during model implementation phase is object-oriented in nature thereby class structure diagrams are effectively designed following our approaches. Our approaches were implemented as a model transformation framework thereby simplifying the development of automatable model transformations that can be easily reused.
4.4.2 Research Model Approach

Our two approaches were deployed on Read’s domain models and they help establish a model-to-model and model-to-text transformation where the input models (activity and state diagrams) are transformed to a class structure diagram and the structure diagram is used to generate Java object-oriented code. The development and adoption of our approaches is rooted in their ability to enable us achieve the desired target (class structure diagram) and code for simulation.

4.5 Summary

This chapter discusses the motivation of our literature review. This thesis objectives and hypothesis were expressed and the intended methodology followed in order to explore MDE is reviewed. The two approaches developed for our model transformation is discussed in Chapter 5 and 6.
Chapter 5

Naive Approach

This chapter discusses the naive approach developed to aid the model transformation in this research. The naive approach was inspired by work from [54]. The process and how the approach is automated is discussed in the sections below.

5.1 Introduction

The naive approach to model transformation presents a process of transforming an activity diagram to a class structure diagram. This approach is motivated by work from [54] which provides a systematic, but simple and intuitive translation to object-oriented code and it can be implemented with or without automation tool.

According to [54], “when translating activity diagrams to class diagrams each activity diagram will map to one class in the class diagram. Activity diagram in subactivity states are translated to aggregated classes. This is in accordance with the subactivity specified semantics which states that single activity graph may be invoked by many subactivity states”.

Inspired by the concepts from [54], we proposed the naive approach which formalizes mappings between behaviour diagram (activity diagram) and a class structure. The mappings is done with the aid of metamodels and it helps remove any ambiguity on our naive approach. The motivation behind this approach is enumerated below.

1. If we assume an OO target (YCIL mostly uses Java Mason), then we need a class model to give the structure of the code.

2. We can extract objects and operations from activity diagram, and thus transform activity diagram to a draft class diagrams.

3. We can validate (and extend) the class model with more information by transforming the activity diagram to a sequence diagram and the draft class diagram to another sequence diagram. The two sequence diagram can be compared to-
gether for matching components and any resulting additional sequences can be used to update the class diagram.

5.2 Outline

Given the activity diagrams used by Read [8] to capture the behaviour of EAE, we can:

- Transform activity diagrams (AD) to class diagram (CD) - so as to get a object-oriented structure for code generation.
- Derive sequence diagram (SD) from AD - behaviour aligned with objects thereby giving a pointer to potential classes.
- Transform CD to SD - sequence diagram represents message sent between instances of classes (objects) therefore, when messages is sent between two objects, it implies that there is a relationship between the two class which must be shown on the class diagram.
- Compare SDs and update CD - so as to validate the correctness of the transformation and add other missing components noticed during comparison to the classes.
- Generate OO code from CD - so as to derive the code needed for simulation support.

This outline is better represented diagrammatically as shown in Figure 5.1.

Figure 5.1: An illustration of the transformation steps from AD to CD, AD to a SD and CD to another SD. Comparing the two resulting SDs validate the CD, prior to generation of OO Java code.
5.3 Input Model - Activity Diagram

The discussion of this section raises issues of activity diagram (AD) and what EAE system did with it in relation to our approach. The UML AD defines behaviour as a flow of control using activity, sequences, conditions and state of an event [55]. A behaviour shows sequences of components that use a data flow model and controls [56].

AD is also defined as a specialized variant of state diagrams, a specialized diagram based on petri-net semantics so that it can be used in any given scenarios or domains with a wider scope [57]. Activity diagram consists of a parameterized behaviour denoted as flows of action. The flows of actions are shown as transition lines or control flow as they help connect one activity to the other. As a behaviour diagram, the AD captures the flow of events showing the behaviour of the EAE system. The activity diagrams used in this process are from Read domain model [8] and shown in Figure 3.3 and Figure 3.5 of Chapter 3.

5.3.1 Input Model Transformation Strategies

The transformation of our input model (activity diagram) entails its translation to other representative type (mostly, another model often called the output or target model). Prior to this transformation, the model is transformed to other artefacts that are closely related to the output model (class structure diagram). The closely related diagram adopted here is the sequence diagram (SD).

Sequence diagram is an interaction diagram that shows how an operation is implemented. It helps capture interactions between objects thereby showing their relationship. Also, it help model either a generic or specific instances of interactions between objects [58]. Sequence diagram depicts the order of interaction in vertical axis thereby showing when and what messages are sent while its horizontal axis shows the object instances to which the messages are sent. However, they do not represent objects structural interactions but are steps away by showing objects interactions [59].

Some of the messages being transferred between activity diagram are described below.

- **Synchronous** - a message that shows a “wait” semantics between objects; the sender waits for the message to be dealt with before job continues. It is a form of a method call [58].

- **Asynchronous** - a message that doesn’t need explicit return message before job continues. It shows a “no-wait” semantics; the sender does not wait for the message to be handled before it continues thereby allowing objects to be implemented concurrently [58].

- **Reply** - a message that is a return from another message [58].
• Create - a message that occurs during the development of a new object. According to [58], an example is a message in Java that calls a constructor for a class.

Sequence diagrams use notations which includes frames, objects, lifelines, activations, messages, states and so on. Figure 5.2 shows different UML sequence diagram notations.

![Figure 5.2: UML sequence diagram showing notations from [10].](image)

Transformation from AD to SD

The main motivation for our transformation is to produce a more structural representation of behaviour (AD) that is aligned to objects. There exists a limitation on the AD as the generation of code from a behaviour diagram is very difficult. The objects identified with transformation to SD helps identify classes for the translation of AD to CD. Due to this variation and for the purpose of our transformation, we are able to resolve the activity diagram to a sequence diagram. We chose to transform AD to SD as other people have translated SDs to CDs. We also imagine an activity between two sequence as their interactions, hence an opportunity for transformation. Figure 5.3 shows AD components from Figure 3.3 and Figure 3.5 being transformed into a sequence diagram. Appendix A.1 shows the transformation rule used in transforming our AD to SD.

We take the following steps:

1. An action in an AD is represented as a lifeline in the sequence diagram (SD). The lifeline is an element representing each actor in an interaction while the action is an element representing each stage of an activity.

2. The transition lines or control flow between different activities are translated to asynchronous messages between lifelines of the SD.
3. The merge nodes are translated as synchronous message interaction because they bring in together alternative flows. The action here does not start until all the control flows are connected by the merge.

4. For a synchronous message interaction in the SD, the control flow or object flow between the activities and object must point to an if else logic of expression or decision nodes in the AD.

5. The ADs decision nodes and forks are translated as asynchronous message interaction as they show concurrent executions of two threads.

6. The joins are translated as a synchronous message interaction because the actions after the Join will not continue unless all the actions leading to the join is executed.

The AD joins and forks relate to input and output operations, respectively. The control flows link together to form a join hence the reason for translating AD joins manually to an output operation which is synchronous in nature. The fork releases a control flow hence an output operation which is translated asynchronously as the fork is not ordered to wait for the activity before continuing. Here, the synchronous message occurs as the sender waits until the receiver is done processing the message before continuing the jobs [60]. For asynchronous message, messages are sent without waiting for a response from the receiver before the job continues [60].

**Transformation from AD to CD**

To justify the transformation of AD to CD, all elements of the AD are transformed to CD elements through objects which is an instance of a class. The first step starts with mapping each activity to a class in CD. By following concepts adopted from [54], we exploit the following scenarios:

1. Activity in AD is mapped to a class object.

2. Action state is mapped to an action state object as all action state objects are regarded as action state vector - a class property.

3. Subactivity states are mapped as a subclass with a generalization relationship to its active class.

4. Transition line or control flow of activities are transformed to a relationship between classes.

5. Decision and merges are transformed to operations of the class.

6. Forks and joins are transformed to as an association relationship of the class.
The transition line is mapped as a relationship between the classes as it is triggered by the activity’s action in relation to one activity from the other. Decision and merges have input and output which makes their mapping to a class method. The mapping considers simple transition and decision structure to support multiple possible flows [54].

Fork has two or more outputs in form of arcs or flows which depicts the “concurrent executions of threads” whereas the Join depicts the “synchronization of concurrent activities” [54]. For mapping to a class method, all input and output must be considered together. This gives basis for a relationship mapping between the classes. Following the steps stated above, we transformed AD from Figure 3.3 and Figure 3.5 to a CD, shown in Figure 5.4. Appendix A.2 shows the transformation rule used.

5.4 Output Model - Class Diagram

The output model of our naive approach is a class diagram and it provides the structure needed to generate OO code. A class diagram shows relationship between two or more classes and a SD shows how messages are sent between instances of these classes. Messages sent between objects implies a relationship between two classes hence the motivation for translating CD to SD. Here, our output model is shown in Figure 5.4.

5.4.1 Transform CD to SD

For the purpose of validating the translation of AD to CD, a sequence diagram that represents the model of our class diagram is transformed. The classes in our class diagram is converted into lifelines. The edges are translated to synchronous message and asynchronous messages depending on their classifier and associations. Following on from the point above - a lifeline refers to an object. A SD can have more than one object for each class.

Also, the messages become the operations and property of the class diagram as they are conceptually a form of operation calls. Figure 5.5 shows the transformation of CD to SD achieved through this strategy as we develop our SD by using the components of our CD. The structure of the model is not altered with the update from compared sequence diagrams. The following steps are proposed:

1. The classes (superclass and subclass) in the CD are represented as Lifelines in the SD. The class may contain many objects and the lifelines is an object.
2. Properties are transformed to a synchronous message
3. Operation calls of the CD are translated as asynchronous messages.
4. Relationships are transformed to a create message of the SD.
Most importantly, the two sequence diagrams derived from the activity and the class diagrams, show the interactions and sequence of events culminating into a detailed model of EAE operations and their associations as evident in the domain model [61]. We automate the listed transformation rules using the eclipse tools. Appendix A.3 shows the transformation rule used in transforming our CD to SD. The design developed here is justified as a means to comparison of two sequence diagram so as to vindicate our transformation of the CD from the AD.

5.5 Process Automation

This section describes how the naive approach steps can be automated. The purpose of automating the transformation rules for our models is to provide test cases and effective modelling of the manually designed UML diagram representing different abstraction level of EAE system. We use two open source tools, as follows.

5.5.1 Papyrus Tool

Papyrus as discussed in section 2.2.2, is an open source model-based engineering tool built on Eclipse. Papyrus provides an integrated environment where UML diagram can be created and edited. It can be easily customized to provide support for diagram notations and for manipulating models. We use papyrus to draw the AD and SD. Also, the manual translation of SD to CD is supported by the tool by providing sequence diagram components. Essentially, Papyrus assists in automating the different UML diagrams representing the different level of abstraction expressed as a behaviour model in [8]. Papyrus components contains primitive types for both Java and Ecore which can be used to generate Java code or Ecore metamodel respectively. Additionally, it enables automation of transformation steps of the naive approach by providing UML drawing components. It also provides the diagram XMI which can be exported. Figure 5.6 shows part of EAE class being created with papyrus tool.

5.5.2 EMF Compare

Eclipse Modelling Framework (EMF) Compare \(^1\) support merge and model comparison. It provides customizable, reusable and generic tool support for comparing and merging model. We use EMF Compare for merging and comparison of the models created using the Papyrus. With EMF Compare, a merging of model components gives confidence in the model and the code to be generated when rules used are stated and verified explicitly. The comparison of our derived SDs is done using EMF compare. This comparison authenticates the translated CD and the code generated from it. Also, it provides a visualization of the compared entity either as a

\(^1\)https://www.eclipse.org/emf/compare/
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Comparison

We sought to compare the derived SDs so as to validate the translated CD which in turn affords us the confidence on the generated code. For comparison, we use the two derived SDs. The first SD is derived from an AD while the second SD is from the translated CD. Most importantly, the two sequence diagrams represent the same model in our domain of interest. This relationship gives us confidence in the correctness of the translation between our AD to the CD. We compare the two sequence diagrams using the eclipse tool, EMF Compare\(^4\). EMF Compare is a tool designed to support comparisons of large fragmented models [62]. If the matching of the merged models shows similarity between the components of the model, there exist a relationship between the activity diagram and class diagram. The differences are also shown and any inaccuracy of the models is highlighted. The comparison done between the two sequence diagram shows relatively many matching components hence the confidence on the approach and the differences is used to update the translated class diagram so as to have a fit-for-purpose output model.

Figure 5.8 shows comparison of another YCIL work from [14]. The naive approach is deployed to [14] domain, where “extracellular stimuli binds to the cell membrane receptor and sequentially moves through each of the steps before transcription of inflammatory genes and resultant translation into inflammatory response proteins, culminating in inhibition of NF-B again by IB” [14].

The effectiveness of this approach to our case study [8] is reflected in the updated CD. This approach deciphers a practical and intuitive way to translate Read’s domain model [8] to class diagrams with generated OO code. The domain model [8] is transformed to both interaction and structural diagram without compromising or adding additional information outside its scope. This approach enables easy re-usability of models for their instance comparisons. More importantly, these technique helps reduce the loss of crucial information from the domain model as information that must have been left out during AD transformation to SD is updated through informations captured from AD transformation to CD and the subsequent SD.

5.6 Code Generation

With the automation of the transformation process using papyrus tool, we move to comparing the two sequence diagrams using EMF Compare so as to validate

\(^{2}\text{http://plugins.jedit.org/plugins/?JDiffPlugin}\)
\(^{3}\text{http://www.guiffy.com/}\)
\(^{4}\text{https://www.eclipse.org/emf/compare/}\)
and update the class structure diagram. Here, we proceed to generating Java code from the validated class diagram. Here, our papyrus tool enables us to add Java primitive types to our class, attributes, property and operations. This process of adding primitive types allow us to generate the OO code. The code generated reflects the class structure diagram when the Java primitive types are added. Listing 5.1 shows code generated for the SLO class in Figure 5.4.

Listing 5.1: A sample Java code generated from the class model in Figure 5.4.

```java
public class SLO {

    /**
     *
     */
    public CD4thCellBindsMHC cd4thcellbindsmhc;

    /**
     * Getter of cd4thcellbindsmhc
     */
    public CD4thCellBindsMHC getCd4thcellbindsmhc() {
        return cd4thcellbindsmhc;
    }

    /**
     * Setter of cd4thcellbindsmhc
     */
    public void setCd4thcellbindsmhc(CD4thCellBindsMHC cd4thcellbindsmhc) {
        this.cd4thcellbindsmhc = cd4thcellbindsmhc;
    }

    /**
     * Getter of dcscretescytokines
     */
    public DCSecretesCytokines getDcscretescytokines() {
        return dcscretescytokines;
    }

    /**
     * Setter of dcscretescytokines
     */
    public void setDcscretescytokines(DCSecretesCytokines dcscretescytokines) {
        this.dcscretescytokines = dcscretescytokines;
    }

    */
}
```
5.7 Evaluation and Critique

This section evaluates the naive approach, with respect to the research hypothesis: *transformation of behaviour diagram to a structure diagram using MDE from a naive approach and an extended practical approach.*

The evaluation of the naive approach transformations uses Read’s UML activity diagrams [8] as the input model. As described in Section 1.3, this is our first approach deployed towards transformation therefore it is naive and presents the extraction of class diagram from an activity diagram solely.

5.7.1 Evaluating Correctness and Target-Realization

The reliability of our naive approach is viewed based on its correctness and target-realization culminating into a fitness-for-purpose model transformation. An incorruptible method of validating the naive approach is making sure every component presented in the activity diagram is reflected in the transformed class diagram - a model to model transformation.

Furthermore, the transformed class diagrams is validated through code generation by adding Java primitive types with the aid of papyrus tool. We evaluate the validity of our naive approach in the sections below.

Target-Realization

The naive-approach follows modelling based on the presented activity diagram. Target realization is the goal of achieving sets of outputs that reflects the actual EAE’s domain of interest. The target-realization for the naive-approach seeks to produce
an output of sequence diagrams that can be compared together to ensure verification of the translated class diagram as illustrated in Figure 5.1. This verification is done by analyzing whether the process for transformation satisfies all the transformation processes laid down in this Chapter for our transformation.

More importantly, the translation of activity component to a class diagram and the further extraction of sequence diagrams from both activity diagram enables guided and effective transformation based on the available input model (activity diagram).

Furthermore, to assess target-realization in our naive approach, we make sure our input model uses the activity diagram and other textual information provided in Read’s domain model [8] for transformation from AD to SD and AD to CD as well. Our ultimate realized target is a class structure diagram and a negation of this approach comes from the incorrect output (sequence diagram) from the activity diagram being entirely different from the sequence diagram translated from the class diagram. Our premise to target realization raises the question below.

Q1: Are the contents of the two sequence diagrams when compared shows relatively matching components?

Correctness

The outcome of our naive approach is the transformation and generation of class structure diagram and object-oriented code respectively. Evaluating the correctness of our naive approach involves getting fit-for-purpose object-oriented code. The correctness is validated with the support of papyrus tool for generation of required artefacts (code). The papyrus tool enables us to add Java primitive types which aid the generation of Java object oriented code from the class structural diagram.

To evaluate the correctness of the code as an implementation of the model, a structural testing comparing the objects and classes presented in the code is done in relations to the transformed model. The code generated has not been compared to the handcrafted code from [8], however, following our naive approach, we have confidence on the code generated in relation to the scope of the transformation as primitive types added reflects the structure of the output model in a Java OO code environment. Our premise to correctness answers the question below on the premise that using Papyrus tool to add Java primitive type, there is no change in the structure of the output model as it only give basis to generation of only Java code from the CD.

Q2: Does the code generated reflect element of the class structure diagram when Java primitive types are added?

5.7.2 Evaluating Efficiency

Our research hypothesis aims to use MDE to explore behaviour diagrams through model management operations (model transformation) hence the need for the exe-
cution of models in a very efficient, effective and consistent manner. Efficiency and consistency is a mainstay in our naive approach as the output models (structure diagram) needs to reflect all components of the activity diagram by following inspired concepts from [54] used in developing the proposed transformation steps of this chapter. This approach is efficient as it avoids the use of complex constraints declared in constraints languages like EVL.

The naive approach consistency comes from its usability in any provided activity diagram without changing any of the proposed transformation steps regardless of whether the components of the input model is altered or not. It also utilizes papyrus inbuilt validation which is repeatable through the use of EMF Compare and this produces an inbuilt quality for the approach. This approach allow us to use more YCIL case study diagram [8, 13, 14] thereby enabling approach testing. For evaluation purpose, we answer the following questions on our approach efficiency and consistency:

Q3: Will the output model structure be altered with the increasing update of the extracted class diagram from the compared sequence diagrams?

Q4: Under what situation will the translation to output model be found efficient in relation to the increased numbers of input models?

5.7.3 Case study

The sections above highlighted essential qualities that can be used to assess the effectiveness of our naive approach and described how they are evaluated. To understand our naive approach in depth, we discuss our case study by answering the questions raised (Q1-Q4).

The scope of our transformations are dependent on Read’s domain model [8]. The activity diagram gives basis for the transformation hence the corresponding result (CD and OO code) reflects its element. The CD is validated via the transformed SDs which leads to the generation of Java OO code.

The transformation of AD to SD, AD to CD and CD to SD hinges on the transformation rules and these transformations evolved independent of our techniques. The naive approach technique serves as a framework for how our final result can be achieved. The translation of AD to several models (SD and CD) uses only the element presented in the domain model [8]. This helps avoid bias and shows that the naive approach techniques presented have not been optimised for our case study [8].

The code generated reflects element of the transformed CD and the primitive types added helps with generation of Java code. There is no alteration to the structure of the CD as the papyrus tool supports code generation based on the output model (CD). The results from the naive approach are limited to the case study and the papyrus tool used for drawing the transformed model with subsequent code generation.

The correctness of the approach has not been verified as we don’t have access
to the hand-crafted code of the case study [8], however, we have confidence on our transformation process as they are fit-for-purpose based on ETL transformation rule. Precisely, the premise for our result verification lies in the transformation process as elements of the domain model makes up the code element and the tool deployed for code generation guarantees the generation of OO code.

5.8 Critique

A situation where a model output is expected to be correct or not is a common assumption in software testing and this is used as a yardstick for determining the correctness of a system [63]. In testing the correctness of our approach, the same scenario is played out in our model transformation format as we assume the approach used produces a correct model or not depending on the modellers’ skill in relation to the stated transformation process.

Here, the limitations of our naive approach is discussed in respect to its practicality towards EAE behaviour models. The critique of this approach is the limitations on comparison as it is a tool-oriented and it only compares the input data (the two sequence diagrams) rather than further testing on other diagrams which are not part of the input model.

The naive approach loses traceability from biology components to the generated code, as we work on the model class structure. The transformation use the notations not the semantics of the activity diagram.

Domain experts (biologist) need more than one model to express the domain. However, code generated from the naive approach only expresses details from an activity diagram. Different features of cell in EAE compartment will be difficult to find in the code even with regeneration by biologist as the activity diagram expresses just the role of actors in the system instead of other details.

As stated above, our naive approach does not use all domain model of Read’s EAE system [8]. Furthermore, it will be possible to generate code from more diagrams but it won’t solve its biological correspondence needed for effective modelling of EAE model. This actions put limitations on the feasible deployment of our naive approach at large, to EAE system. This leads to the development of a more solid approach presented in Chapter 6.

5.9 Summary

This chapter introduces and motivate the naive approach for transformation. Transformation processes inspired by work from [54] is also proposed. The tools used in automating this approach is discussed. The automation of the transformation process and the tool used is reviewed. Code generation as a means to further simulation in future work is also discussed. We further evaluate and critique the naive approach so as to enlist its benefit and limitations which motivates us to the second approach.
Figure 5.3: Sequence diagram transformed from the activity diagram in Figure 3.3.
Figure 5.4: A part of EAE transformed class structure model.
Figure 5.5: Sequence diagram showing interactions between objects of class diagram presented in Figure 5.4.
Figure 5.6: Creating a model in Papyrus, illustrating some derived EAE class structures.
Figure 5.7: A comparison of our two sequence diagrams showing differences in merging.
Figure 5.8: A comparison between two sequence diagrams.
Chapter 6

Second Approach

The second approach to modelling uses all the behaviour diagrams (activity diagrams and state diagrams) and other information presented in Read’s thesis [8]. This approach is sophisticated as in contrast to the naive approach where only activity diagram is used as the input model for transformation. In this chapter, we discuss our approach, tools used, and its evaluation in general.

6.1 Introduction

The second approach is based on application of MDE principles, and it is implemented through an incremental process of model development. With the need to generate code from the structure of a model diagram for further simulation, it is hard to change only part of the code that relates to a biological concept. This calls for the need to have a concrete approach that reflects domain concepts of the behaviour diagram to the structural diagram. Towards the development of a structural diagram, metamodel can be developed to help with the modelling of EAE system.

The approach to transformation is broken down into three stages. The first stage utilizes several state diagrams presented in Chapter 3 by developing a metamodel for them. The second stage deals with model refinement by combining the activity diagrams and other information presented in Read’s domain model [8] with the state diagram metamodel to create a target metamodel (a super metamodel capturing the whole domain model [8]). The third stage deals with the use of MDE practices to support these models. This is done by applying several model management operations thereby manipulating the models to generate an OO Java code.

6.2 Overview

The source model used in our second approach is the various state diagrams shown in Chapter 3. A metamodel is defined for the presented state diagrams. This component view of the system captures the detailed information of EAE, and supplements
the activity diagram that shows the top-level system activities of EAE. A state dia-
gram shows the possible behaviour of any object of a class and we are provided with
several state diagrams as discussed in Chapter 3. We decide to create a metamodel
for these several diagram so as to have a unifying structural model that defines each
individual state diagrams. This is achievable as each state diagrams presented by
[8] is for a domain class of EAE.

The several state diagrams presented by Read [8] are used to define a domain
metamodel which encompasses all the domain concepts expressed in the state dia-
gram elements. The definition of the metamodel will enable a M2M transformation
from a source model to a target model. Here, the states in the state diagrams denote
the existence of classes while the conditions and transitions indicate the existence
of properties and relationships. Also, following the concepts of transforming AD to
CD in Section 5.3.1 (Naive approach), we refine our target metamodel with other
textual information from Read’s domain model [8].

Our second approach is conceptualized on metamodelling through transfor-
mation. Here, model transformation enables the re-use of existing state diagram to
create a metamodel from which object oriented Java code can be generated. The
transformation is done on a domain level as this type of transformation ensures
that the target model conforms to its metamodel specifications. This gives way to
a syntactically fit-for-purpose model transformation. Our approach is illustrated
in Figure 6.1. The approach shows the development of a metamodel for the state
diagram following OMG’s standard [3] and this metamodel is transformed to a tar-
get metamodel premised with refinement from activity diagram and other textual
information provided in the domain model [8].

![Figure 6.1: An illustration of our second approach showing its transformation process.](image)
6.3 Source Model - State Diagram

The state diagram implies the existence of a class. The concept of state diagram is to define a system with a number of state which gives set of values to attributes of an object. This gives basis to the specification of individual behaviour entities of EAE system such as class objects. Also, the state diagram of a class shows transitions from one state to another in objects of that class. These transitions imply a call to one or more class methods that define how an object of the class changes states.

A state in a state diagram is defined by the values of the attributes in a particular object of the class. Given a class with an attribute, the state of the class is defined by the value of its attribute under a defined condition i.e. the conditions on the state transitions and the definition of the state requires an attribute, hence the transformation to a class structure attributes.

Read [8] uses state diagrams to model the dynamics of EAE cells and how they transition from one state to another. Figure 6.2 presents an example of UML state diagrams showing its notations. In order to perform a model transformation, the source metamodel and target metamodel is defined. The state diagram used from Read’s domain are presented in Figures (3.9, 3.10, 3.11, 3.12, 3.13 and 3.14) and they are modelled explicitly to create a single state diagram metamodel. This metamodel is further transformed to our target metamodel which is a structural diagram.

![Figure 6.2: A state machine diagram showing its notations from [11].](image)
6.3.1 State diagrams Metamodel

We present our EAE state diagram metamodel as shown in Figure 6.3 based on OMG’s MOF specification [3]. The concept of MOF and its associations can be defined by a class diagram and since the state represents object of the class we support the metamodel with an ETL language for its development. The ETL rule in Appendix B.1 is used as an algorithm-like rule to support the development of the metamodel. The metamodel comprises elements of the six different state diagrams presented in Chapter 3. The state diagrams are for the single entity dynamics of the EAE system. The dynamics presented are the T-cell dynamics (CD4Th and CD4Treg), DC and CNSmacrophage dynamics as well as the Neurons and MBP dynamics.

Event of the state diagram triggers a transition between the states. The transition from one state to another is influenced by an external event. The internal event doesn’t lead to change of state in the model. Actions of the events leads to methods. Here, the metamodel captures crucial and important element of the EAE state diagrams and it is defined in Ecore with the aid of an EMF editor. The purpose of developing this metamodel is to facilitate a M2M transformation to a structural model which provides an avenue to code generation. We take the following point into consideration during the development of the metamodel:

- The state diagram elements are representation of state classes.
- Transition consists of parameters and conditions that trigger events (internal and external events) and is dependent on the activity it performs.
- Activities performed by the state diagram transition are reflections of relationships and properties of the state.
- Transition from a state to another is an external transition while the internal transition does not reflect a change of state as they are predefined (entry, do, on event and exit).
- Transition executes actions or activities that are transformed into operations or class methods.

6.4 Target Metamodel - Structural diagram

The target metamodel is the final output model and it is shown in Figure 6.4. EAE models represents its real world scenarios, as such, there is a need to have a fit-for-purpose model representing its domain [8]. To achieve this, metamodels are used as a guide to its development. Here, elements of the source metamodel (state diagram metamodel) is transformed to the target metamodel through the use of model transformation. The state diagram’s metamodel is used as the input model (Figure 6.3). Activity diagram and other information provided is used to refine the
metamodel and this is specified using ETL rule that transforms element of the AD to the target metamodels. By following the written rules, the target metamodel is produced for our EAE model. Appendix B.2 shows how different elements of the source metamodel as well as the AD are mapped to the target metamodel.

It is important to note that only elements that are functionally involved in object interactions are transformed to our target metamodel as it’s the means of reflecting EAE domain model accurately. Figure 6.4 shows the transformed metamodel after mapping and refinement.

After the development of the target metamodel, model management operations are performed on it so as to extract, query and validate the model thereby supporting code generation. The model management operations performed are discussed in the next section.

6.5 MDE on Target Metamodel

This section describes the use of MDE practices on the target metamodel so as to generate a model which model management operations can be performed on.

6.5.1 Using Eclipse Modeling Framework to Model Target Metamodel

EMF as described in Section 2.2.1 is an Eclipse plug-ins tool which is deployed to help model our EAE target metamodel thereby generating artefacts (model and other textual artefact). The reason for using EMF is because it allows us to generate an ecore file (which contains defined classes) where genmodel file can be generated subsequently and it contains object-oriented code. Figure 6.5 shows our EAE target metamodel written in EMF.

Modelling Process

Ecore in the EMF framework perspective is used to create our metamodel. The file is written in EMF with .emf extension and this is where our EMF Ecore metamodel is generated from automatically. The metamdel allows for the development of model that conforms to it with the aid of the framework. The process is detailed below:

1. Create a new file with .emf extension and populate it with Emfatic syntax that reflects the target metamodel.

2. Generate a.ecore XMI-based metamodel from the Emfatic textual representation (.emf file).

3. Register the newly generated .ecore Epackages so as for the EMF to know it exist.
4. Create a model that conforms to the new .ecore metamodel.

Through this process, a model that represents our EAE systems and conforms to its metamodel is developed. Individual models from the metamodel is created automatically with the aid of EMF framework. The reason for creating the model is to explore individual models in relation to their domain model. After developing the model, model management operation is initiated to enable full-fledged MDE practices. Figure 6.6 shows the model of EAE class CNSmacrophage created from the target metamodel.

6.6 Using Model Management and Epsilon to Query and Validate Model

EAE model and metamodels are implemented by following the modelling process detailed in this section. The manipulation of these models is done through model management operations. This operation enable us to query EAE models, validate them against complex constraint and thereby generate Java OO code from them as well. These model managements were carried out using Epsilon tools and for the purpose of eliciting our model, the model management operations performed on them are further discussed in subsequent subsections.

6.6.1 Epsilon Object Language (EOL) to Query our Model

EOL is a crucial programming language that allows the development and query of EMF models [65]. It provides several reusable elements that can be utilized towards development of different task-specific languages. EOL is the main constituent or core of Epsilon an its an OCL-based language. Access to multiple models, user interactions and the development of conventional programming structure is made possible through EOL [66].

The use of EOL for our EAE metamodel enables us to write queries, create sample models that conform to the earlier developed metamodel and also run the queries on the new sample models. The created model is queried based on the conditions noticed in the domain model. For example, some of the TCell model are either in apoptosis or effector state so the model is queried to determine its state. Listing 6.1 shows different EOL language used in querying different part of our model.

Listing 6.1: A sample EOL language

```java
1 // collect all effector state of TCell
2 TCell.all.collect(t | t.effector).asSet().println();
3 var effector : Set;
4 for (t in TCell.all)
```
After manipulating the EAE model with EOL, we proceed to validating it using EVL in the next section.

### 6.6.2 Epsilon Validation Language (EVL) to Validate our Model

EVL is a language used for validation and it is built on top of EOL. It supports creation of constraints on models thereby evaluating inter-model constraints [67]. We deploy EVL to validate our EAE model and it enables us to identify and validate elements which violate our constraints. Also, EVL is used as a means to capturing the complexity of validation rules that the metamodel cannot express. For example, each different TCell are present in different locations. We use EVL to validate or check location of the TCell. Listing 6.2 shows several EVL language used in validating different part of our model.

**Listing 6.2: A sample EVL language**

```plaintext
context eaeimmune!TCell{
    // Existing TCell must belong to a location
    constraint HasLocation {
        check : TCell.location !=""
        message : "Location " + self + " exists"
    }
}
```

---
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context eaeimmune!CD4Th1 {
  //Every CD4Th1 must have a state
  constraint HasState {
    check : self.state <> ""
    message : "CD4Th " + self + " must have a state"
  }
}

context eaeimmune!TCell{
  //TCell must belong to a location
  constraint HasLocation {
    check : TCell.location <> ""
    message : "Location " + self + " exists"
  }
}

context eaeimmune!CNSmacrophage {
  //CNSmacrophage action is exhibited when it either secretes
  critique CNSmacrophageaction {
    check : MHCIIMBP.allInstances.exists(m|m.type = self) or
    TNFalpha.allInstances.exists(t|t.type = self) or
    CNSmacrophage.allInstances.exists(c|c.'extends' = self)
    message : "CNSmacrophage action " + self.mature
    fix {
      title : "Delete CNSmacrophage " + self.mature
      do {
        delete self;
      }
    }
  }
}
After resolving the constraints and validating the TCell model, we proceed to generating Java OO code from the model.

### 6.7 Code Generation

With a fit-for-purpose model generated, we proceed to generating OO Java code from the model. The purpose of generating the Java code is to provide an object-oriented code structure which can be used in future as basis for simulation. The premise for generating the code lies in the correctness of our target metamodel. The metamodel developed captures elements of the domain model [8] through the use of ETL rule for transformation.

As expressed earlier, the developed metamodel followed OMG’s standard [3] and it includes all aspects of the model. The validity of the obtained metamodel is justified in the domain model as the Java classes of the code generated reflects the domain classes of our EAE system. The class properties are reflected in fields of the Java class and the association reflects objects or collection of objects depending on the properties multiplicity. The Java class methods is evident in the domain’s actions triggered by an event.

The code is generated automatically by the use of EMF tool. To achieve this, by right clicking on the root node of the .ecore file, we move to Eugenia which leads us to generating our EMF GenEditor. The generated editor is in .genmodel extension. Right-clicking on the GenEditor node enable us to generate all possible code with ‘Generate All’ i.e. edit, editor and test code. The code generated are Java code of EAE’s EMF model implementation. By clicking on the edit code, Java code representing EAE class is available. Figure 6.7 shows the generated Java Code of EAE CNS macrophage class.

### 6.8 Simulation

The practicality of the generated code is rooted in its guide towards the actual simulation done by [8]. EAE’s domain model is a project of the York Computation Immunology Lab (YCIL) group. YCIL process involves creating a domain model as presented by Read [8] and a Platform model which details how states and interactions are captured, a process we adopted through transformation to sequence diagram. Often times, assumptions are mostly made when further parameters are needed in forming the platform model e.g. the numerical values of some parameters. This process gives intuitive view of how the generated code can be adopted for the simulation as the interaction and states of the systems is reflected as an agent of the simulation.
The Java MASON is an open source environment which it allows portability of our code. It dedicates Java to maximize flexibility of Agent Based Simulations (ABM) development. The environment is optimised to run fast and it allows the use of our code to define classes of agents. This process will be further explored in our future work.

The simulator created for both the domain model and the platform model by YCIL group has been created in Java and utilises the MASON simulation toolkit which is run from the command line. Java MASON is used by the group because it is a multi-agent simulation as the EAE system is inherently complex with many objects which is referenced as an agent. Here, models are self-contained which makes it easy to run them on other Java frameworks. With the use of Java MASON, our output models reflected in the code is independent and can be altered at any time. Also, the models can be migrated to different platforms. Future work for the simulation looks into how our Java code can be optimized following YCIL approach in adopting Java MASON and ABM.

6.9 Evaluation and Critique

The evaluation of our second approach is done on the merit of its practicality to modelling our EAE system. MDE was explored fully through model management operations with the second approach. This was achievable through the implementation of model as the foci of our modelling process. The implemented model is transformed and validated while constraint is specified and code is generated.

This section discusses evaluation of the use of more diagrams to capture biological correspondence thereby generating object oriented code. Also, the critique of the second approach in line with its limitation is reviewed in this section.

6.9.1 Approach Evaluation

The practicality of the second approach is rooted in its use of more time dedicated to enhancing models and behavioural diagram presented in the thesis. This approach allows us explore transformation and its validity as there is no standard approach to this type of modelling. The transformation in this approach is supported by ETL language thereby giving confidence on the transformation process.

The second approach allow us to work from a set of models, and impose constraints via a constraint language. These constraints are automated and enable us to check the consistency of our models against applicable rule. Also, the second approach gives a result of consistent output with the automation of the transformation rules. The transformation rule is not analysed but its implementation leads to a consistent model.

The second approach enables EAE biological components to be traceable through implementation. Also, behaviour exhibited in EAE biological representation can be traced to the code generated. In this approach, by analysing the
behaviour of a cell in the compartments, we can automatically regenerate the dia-
gram to show generated code is valid.

6.9.2 Limitation

Among the limitation of the second approach is its inability to self-validate as in
contrast to the naive approach that uses EMF compare. Deploying second approach
to Read’s domain model [8] allow us to generate consistent model, however, there is
no more model to try out. Our transformation rule was validated using EVL but it
has not been reviewed.

6.10 Summary

In this chapter, we discuss our second approach to modelling where state diagram is
used as the input model towards exploring MDE. State diagram with each transition
as presented as a domain of each class in EAE is reviewed. The transformation of
the model to a target metamodel is discussed. Also, the final output model that
becomes the class structure diagram is reviewed. MDE tools and model management
operations used to transform, validate and impose constraints on model is presented.
Finally, the approach is evaluated on its approach and limitations.
Figure 6.3: The developed state diagram metamodel.
Figure 6.4: The EAE target metamodel
Figure 6.5: The EAE metamodel editor in emfatic text.
Figure 6.6: A model class of the EAE system.
Figure 6.7: An OO Java code for CNS Class
Chapter 7

Conclusion and Future Work

This thesis examined the exploration of MDE through the lenses of behaviour diagrams. Although MDE is not conceptualized as an insoluble approach towards eliciting domain of interest, it however allows the presentation of real world system as a model and the use of this model to improve systems with increased productivity and reusability [68]. Model transformation from different abstract level to another is crucial to set up EAE input model (activity and state diagrams) to an output model (structure model) in order to generate necessary artefacts needed hence the deployment of other model management operations to aid this process.

This research has solely focus on developing and automating modelling approaches in contrast to hand-crafted codes for simulation thereby enabling the tinkering of MDE practices. This thesis has provide both a naive and second approach to modelling which gives the basis for exploring the following hypothesis:

*Naive and second approaches to Transformation can be used as a step to a practicable model management operations which enables MDE to be explored through behavioural diagram.*

In light of the research hypothesis, the following objectives were defined in this thesis:

- Support transformation of EAE’s behaviour model to a structural model.
- Reliably and systematically query, validate, compare and transform EAE models through model management operations.
- Reliably and systematically generate code from EAE’s behaviour models.

7.1 Thesis Contributions

The core contributions of this thesis in the context of limitations of behavioural diagram and the research hypothesis are outlined below.

*Investigation of modelling approach concession for EAE.* Through a review of our domain analysis, we identified challenges to elicitation of EAE models,
and investigated this challenge through exploration of MDE. We use the behaviour diagrams presented in Chapter 3 by conducting thorough analysis to decipher approach to modelling it.

Towards initiating our naive-approach, we analyze the sequence of events present in an activity diagram and therefore decide to transform it to a sequence diagram. Furthermore we argued that a dynamic behaviour is associated on the top-level with the activity diagram hence there is not a full detailed dynamism of behaviour model because state diagrams from the domain model shows the system single-entity dynamics. The activity diagram did captures the behaviour of EAE but its limited to the system-level overview and perspective according to [8].

To capture EAE system-level overview, modelling perspective and the single-entity dynamics as presented in Chapter 3 by [8], we proceed to using our second approach whereby an exploration of the state diagrams in Chapter 3 is utilized. The concept here is backed up by the use of state diagram to depict EAE single-entity dynamics - a full implementation of the domain model [8]. This two modelling approach have been motivated in Chapter 4.

In contrast to handcrafting code for modelling and simulation, our Naive and traditional approaches automate models and make it the pivot of every model operations. This is done by making the behavioural diagrams from our case study [8] as the input model. The refinement and manipulation of this input model utilizes MDE practices thereby exploring it in terms of model management operation.

**Naive approach technique:** The technique used in this approach is conceptualized on a behaviour input model (activity diagram) and a resulting structural output model (class diagram). We proceed to extracting class diagram from the activity diagram through the use of information presented in the activity. This class diagram is transformed to a sequence diagram due to its illustration of objects interactions and an object is an instance of a class. The comparison of the two sequence diagrams follows and the class diagram is subsequently updated from additional data gathered from the sequence diagram from the activity diagram. The limitation on this approach involves its constriction to only modelling the actions exhibited by the activity diagram.

**Second approach technique:** This approach presents a hands-on technique where state diagrams is used to develop a metamodel. This developed metamodel is transformed to a target metamodel and with is refinement with AD, OO code can be generated. The transformation follows OMG’s standard and ETL rule, thus, reducing the loss of vital information crucial to future simulation. Our premise on using state diagram relies on the conception of illustrations of classes through state charts. Class diagram are known to model the dynamic flow of control within an object of a class. This approach affords us to model the full dynamic component of EAE as the overall behaviour of the system through starting-level and transitions is highly detailed as a dynamic behaviour using the state diagram.
7.2 Future Work

The future work on this paper aims to build on our shortfalls. With this approach, we have created class structure diagram and generate object-oriented code. This is a step towards agent based modelling (ABM) as they are created in an object framework. We aim to develop a substantial generic modelling tool that can be used to elicit the second approach and make it scalable. Also, the second approach will be geared towards support for creation of ABM and object-oriented based simulation. Further simulation in Java MASON as motivated in Section 6.8 will be explored as future work.

7.3 Concluding Remarks

EAE domain analysis from [8] presents biological illustration through UML behavioural diagram with slight notations and variations. These diagrams have limitations based on their ability to completely maintain the biological aspect of these models. The representation of this diagrams as an input models and their consequent transformation to a structure model through the use of model management operations enables the use of MDE. Exploration of MDE for this purpose is vital basis for automated modelling of EAE system.

However, achieving an efficient and practicable modelling approach to EAE is challenging as there needs to be confidence on the transformation process, the use of more diagrams from [8] and maintenance of the biological aspect of EAE model with the subsequent generated code.

The naive approach to transformation is limited in its capacity to modelling EAE system as it could only reflect its premises which is the activity diagram. This approach is only suitable to model the structure aspect of EAE activity diagram in contrast to its well-defined dynamic behaviour as reflected in other behavioural system (state diagram).

In addition to this, the second approach as premised on the use of state diagram for key biological entities enables model reusability and interoperability. For instance, more diagrams is widely utilized and the model developed from it through MDE can be reused when the model artefacts are merged or demerged.

This thesis has explored MDE through EAE behaviour diagram. We also conceive and automate two approaches to modelling this diagram. In addition, we propose processes that can be used towards motivating the transformation of activity diagram to a class diagram. Furthermore, for a fit-for-purpose output model, the use of model management (constraints, validation and generation) language and their effectiveness towards EAE domain of interest is proposed. Finally, as a result of our approach, we have decipher a goad for further research in how to provide a more concrete model exploration through UML behaviour diagram for object oriented structures in simulations.
Appendix A

Naive Approach

The transformation rules are applied as a guide implementation to the models and are written in ETL. A typical ETL has a name, source and target. According to [40], “the name of the rule follows the rule keyword and the source and target parameters are defined after the transform and to keywords. Also, the rule can define an optional comma separated list of rules it extends after the extends keyword. Inside the curly braces ({}), the rule can optionally specify its guard either as an EOL expression following a colon (:) (for simple guards) or as a block of statements in curly braces (for more complex guards). Finally, the body of the rule is specified as a sequence of EOL statements” [40].

A.1 AD to SD Transformation Rule

Listing A.1: ETL used to transform Activity Diagram to Sequence Diagram

```plaintext
rule Activity2Sequence
transform a : Activity!ActivityD
to s : Sequence!SequenceD { 
  s.name := elements + a.id;
  s.contents := a.sequence.equivalent(); 
}
rule Action2Lifeline
transform l : Lifeline!Sequence
to a : Action!Activity { 
  a.element = l.element;
}
rule TransitionLine2Amessage
transform a : Amessage!Sequence
to t : TransitionLine!Activity{ 
```
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Listing A.1 shows ETL rule used in transforming different components of our EAE activity diagram metamodel to elements of sequence diagram metamodel. The rule (Action2Lifeline) transforms action in AD to a Lifeline in CD where the name of the action is executed as a corresponding lifeline. The second rule (Transition-Line2Amessage) executes a transition line to an asynchronous message, the third rule transforms (MergeNode2SMessage) a merge node to a synchronous message. Also, due to the input and output nature of messages involved, the fourth rule (Fork2Amessage) transforms a fork to an asynchronous message while the fifth rule (Join2Smessage) executes the ADs join to a synchronous message.

### A.2 AD to CD Transformation Rule

Listing A.2: ETL used to transform Activity Diagram to Class Diagram

```plaintext
1 rule Activity2Class
2 transform a : Activity!ActivityD
3 to c : Class!ClassD
4
5   guard: not a.endNode {
6
7     c.name := a.name + 'Action';
8 }
```
rule ActionState2ClassProperty
transform a : Activity!ActionState
to c : Property!Class{
    c.name = a.name;
}

rule SubactiveState2SubClass
transform s : SubactiveState!Activity
to a : SubClass!Class{
    a.name = s.name;
}

rule TransitionLine2ClassRelationship
transform t : TransitionLine!Activity
to c : Relationship!Class {
    c.name = t.name;
}

rule Merge2ClassOperation
transform m : Merge!Activity
to c : Operation!Class {
    c.name = m.name;
}

rule Decision2ClassOperation
transform d : Decision!Activity
to c : Operation!Class {
    c.name = d.name;
}

rule Fork2ClassAssociation
transform f : Fork!Activity
to c : Association!Class {
    c.name = f.name;
}

rule Join2ClassAssociation
transform j : Join!Activity
to c : Association!Class {
Listing A.2 shows ETL rule used in transforming our EAE activity diagram metamodel to an object-oriented class diagram metamodel. Here, the rule transforms Activity Diagram into CD elements. The first rule specifies the transformation of Activity to a class while the second rule shows how action state is transformed to the class property. The third rule transforms subactive state activity to a subclass. The fourth rule transforms transition line to class relationship while the fifth rule transform the activity’s merge to a class operation. Decisions are transformed to operation of the class a well. Fork and Join are transformed to the Class association respectively.

A.3 CD to SD Transformation Rule

Listing A.3: ETL used to transform Class Diagram to Sequence Diagram
In Listing A.3, we use ETL to transform a model that conforms to a Class diagram metamodel to a model that conforms to a Sequence diagram metamodel. When the class is translated to lifeline, the rule executes to transform class property to SDs operation messages.
Appendix B

Second Approach Transformation Rule

This section discusses the transformation rule used in the second approach transformation.

B.1 SD to SD metamodel (Structure) Transformation Rule

Listing B.1: ETL used to transform State Diagram to State Diagram Metamodel

```plaintext
rule StateDiagram2StateMetamodel
transform m : StateDiagram!Diagram
to p : ObjectOriented!Metamodel {
  p.name := 'uk.ac.york.cs.' + m.id;
  p.contents := m.states.equivalent();
}

rule State2Class
transform s : StateDiagram!State
to c : Class!Class
guard: not s.isFinal {
  c.name := s.name + 'Class';
}

rule Event2Properties
transform p : Properties!Class
to e : Event!State
  e.name = p.name;
```
Listing B.1 specify rules used in transforming state diagram to a state diagram metamodel.

B.2 Transformation Rule for SD metamodel and AD to EAE Target Metamodel

Listing B.2: ETL used to transform state diagram metamodel and AD to the target metamodel

```plaintext
// rule for state diagram metamodel to target metamodel
rule Class2Class
transform c : Class ! ClassMM
to s : Class ! Class {
    s.name = c.name
}

rule Attribute2Attribute
transform c : Attribute ! ClassMM
to s : Attribute ! Class {
    guard: not c.endClass {
```
s.name := c.name + 'Class';
}

rule Association2Association
  transform a: Association!ClassMM
to s : Association!Class {
  s.name = a.name
}

// rule for AD metamodel to target metamodel
rule Activity2Class
  transform a : Activity!ActivityD
to c : Class!ClassD{
    guard: not a.endNode {
      c.element := a.element + 'Action';
    }
}

rule ActionState2ClassProperty
  transform a : Activity!ActionState
to c : Property!Class{
  c.element = a.element;
}

rule SubactiveState2SubClass
  transform s : SubactiveState!Activity
to a : SubClass!Class{
  a.element = s.element;
}

rule TransitionLine2ClassRelationship
  transform t : TransitionLine!Activity
to c : Relationship!Class {
  c.element = t.element;
}

rule Merge2ClassOperation
  transform m : Merge!Activity
to c : Operation!Class {
  c.merge = m.name;
Listing B.2 shows ETL rule used in transforming different components of a structure class diagram metamodel to another. The rule shows transformation of a class to another class, an attribute to another attribute and a class association to another class association.
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