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MATHEMATICAL MODELLING AND IN-PROCESS MONITORING
TECIHINIQUES FOR CUTTING TOOLS
SAMY E. ORABY

SUMMARY

The need is expressed for mathematical models which describe the cutting tool-
workpiece interaction and for accurate on-line monitoring of tool-state. These are

essential requirements for the achievement of unmanned and computerized machining

processcs.

Techniques are used to design the experiments which substantially reduce the
number of tests while providing all the essential information for statistical analysis
and for the development of mathematical models. The testing conditions are chosen
to reasonably conform with the practical requirements. Multi-coated carbide tool in-
serts [Sandvik GC435] are used to cut an alloy steel [EN 19] under normal cutting
conditions and for a wide range of operating parameters. An accurate and sensitive
three-component dynamometer was designed, manufactured and used to measure the
tool forces through a BBC microcomputer. Continuous records of the tool vibration
have been collected in two different co-ordinate directions simultaneously together with

measurcments of tool wear and cutting forces.

Linear and non-lincar regression techniques are used to develop mathematical
models for the experimentally measured responses: cutting forces, tool vibration, and
tool wear. Special attention is devoted to the identification of the most appropriate

models. Each model being capable of representing the tool state throughout its working

lifetime.

Tool life wear-based models are developed to relate the expected tool lifetime to
the operating parameters: speed, feed, and depth of cut. A robust regression analysis

technique, used in conjunction with iteratively re-weighting least-squares, has been
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found to improve the accuracy of the models, and to stabilize its computed residuals
through the elimination of the effect of influential observations having high experimental
error. Response surface methodology RSM has been used to signify the non-linear

nature of tool life response.

The force variation has been shown to correlate strongly with the wear progress so
that it can be used for accurate in-process determination of tool wear and for monitoring
tool state. It has been shown that the variation in the ratio between force components
correlates with wear and is independent of the effect of other machining parameters;
this enables the approach to be used for a wider range of materials and more extensive

operational domain.

Study of the power spectral analysis of the tool vibration indicates that among the
tool’s vibration modes, the first fundamental natural frequency of vibration in the feed
direction exhibits a consistent correlation with wear-progress. The Vibration amplitude
decreases with the increase of the wear level until it reaches a limit after which it tends
to reverse its characteristic. The time at which the characteristic changes is found to
closely correspond with the practical end of the tool lifetime. Based on this fact, an
in-process approach is investigated to determine the tool life on-line. Also, a model has
been developed for tool wear estimation based on a combination of vibration and force;

and, very good agreement has been obtained with the experimental data.

The validity of the models; their feasibility; and, their industrial significance are
confirmed for adaptive control AC systems, and for machinability data base systems

MDBS.
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Chapter 1

INTRODUCTION AND
PURPOSE



1.1 Foreword

In the past century, a large amount of research work has been carried out in the field of
metal cutting. However, it is difficult to find total agreement amongst researchers about
all aspects of machining operations. There are many descriptive theories which evaluate
some of the aspects involved in the metal cutting process such as wear mechanism, metal
deformation during cutting, chip formation, cutting force on the tool, and machining
stability but, in most cases, the general conclusions are inconsistent and contradictory.
Moreover, the developed theories have rarely been successfully implemented in practice
so that most of the manufacturing judgements depend, to a great extent, upon personal
skills and experience. In machine shops, the optimum cutting conditions are usually
determined through a trial and error method by expert tool engineers who utilize a

combination of personal experience, qualitative knowledge, and metal cutting theories.

The main object of any machining operation is to deform a certain workpiece
to economically achieve final prespecified configuration with acceptable surface quality
and dimensional accuracy. The achievement of such objectives depends upon the overall
efficiency and performance of all the elements involved in the process: the machine tool,
the workpiece, the cutting tool, and the machine operator. Therefore, metal cutting
is usually accompanied by different and unrelated topics such as tribology, chemical,
physical, and even physiological processes. Each variable affecting the process is itself
derived from a number of other variables, and each of these interacts with the others

to produce a combined effect on the process.

Since it is very difficult to relate all these unlimited factors satisfactorily, all de-
scriptive investigations have concentrated on one or more of the principal processes in
isolation. This may produce an accurate descriptive theory but in a practical situa-
tion its effect is often diluted or masked by other unaccountable factors. Predictive
theories were, therefore, introduced as an alternative way to accomplish optimization

of the manufacturing process. However, to meet the urgent demand for a fully auto-



mated machining process, an expert system which combines both the descriptive and

predictive theories is essential.

1.2 Research Topics in Metal Cutting

Each of the machining elements mentioned above has attracted many investigators. As
far as research in the development of machine tool technology is concerned, the object
has been to construct a machine which is stiff enough to withstand cutting forces and to
produce little distortion, and which works economically to give the shortest production
time by employing high speeds, feeds, and power. Also, attention has been paid to

other aspects such as stability, rigidity, flexibility, and accuracy.

Although the workpiece material is not a controllable parameter during the ma-
chining process in the same sense as the tool or the machine, attempts have been made
to improve its metallurgical properties (machinability) to reduce cutting forces, to re-
duce tool wear and wear rates, or to improve surface quality while maintaining the

other characteristics of strength [1 — 8].

The cutting tool itself is one of the most important factors which directly affect
the machining process. Many investigations in the field of tool technology have resulted
in methods of prolonging the period during which the tool cuts efficiently. This is a very
important parameter, especially when production optimization is required. This is not
only because of the cost of the tool but, because of the undesirable consequences when
it unexpectedly fails. This not only affects the quality of the workpiece and the safety
of the machine tool, but leads to total disorder when it is being used in unmanned
manufacturing techniques, such as Flexible Machining FMS and Adaptive Control AC

systems.

The aim of achieving optimized machining has attracted a vast amount of re-

search work. Even though there are different definitions of the term “Optimization”,



it can generally be defined as the optimal selection of operating conditions to satisfy
an economic objective within the operational constraints. For full implementation of

machining optimization, four main elements should be available. They are:

1. A reliable and sensitive technique for in-process detection of the state of the

cutting tool in real-time cutting.

2. Mathematical representation of the functional relationships between cutting vari-

ables, system outputs (responses), objective functions, and system constraints.

3. Operational strategies and algorithms with a suitable micro- or mini-computer to

act as an organizer between the above elements.

4. A stiff and accurate machine tools with the capacity of high speeds, feeds, and

power.

Empirical relationships of the machining variables were first proposed to obtain
information about the machining process, as it was impossible to obtain these by us-
ing the descriptive theories [9]. An empirical equation usually consists of parameters,
each of which represents one or more of the machining variables and conditions: tool
geometry and its material properties; workpiece material and its chemical and me-
chanical properties; machine tool and its characteristics; lubricant; etc. The resulting
experimental equation is used either to estimate the system parameters or to obtain
approximate information for similar operations. Taylor’s work on the tool life of high-
speed-steel HSS, as affected by cutting speed and cutting temperature [10], was the first
reported attempt to formulate some of the parameters involved in the turning opera-
tions. However, the approach of using empirical equations has some drawbacks, such
as the difficulty in updating the equation and the inaccuracy when applied to differ-
ent conditions from those for which it was intended. Moreover, an empirical equation

usually requires plenty of time, materials, and experience before it takes an acceptable

practical form.

Mathematical formulation of a specific process can lead to the achievement of
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fully automated manufacturing systems. With mathematical models it is possible to
obtain a considerable amount of information about a system with a minimum of effort
and money invested in the investigation. A mathematical model can also be used to

describe and predict in advance the different outputs of the system under consideration.

The current revolution in computer technology has made a considerable contribu-
tion to metal cutting technology, especially in the case of metal removal by conventional
methods of turning, milling, drilling, etc. The result has been very powerful machine
tools equipped with extremely advanced electronic and computational facilities. In
1952, the first numerical milling machine was introduced which started a new era in
the search to achieve full automation of the machining process. The logical extension
of numerical control machine tools NC was computerized numerical control machine
tools CNC, in which a mini- or micro-computer was included as an integral part of
the controller. Some other advances, such as direct numerical control machine tools
DNC, and industrial robots, were developed simultaneously with CNC systems. A
fully automatic factory which employed a Flexible Manufacturing System and com-
puter aided design CAD followed the advent of CNC. FMS includes manufacturing
cells, each one containing a robot serving several CNC or DNC machines, with an au-
tomatic material-handling system interfaced with a central computer. This group of
machine tools combines the rigidity, accuracy, and flexibility which are required in the

production optimization.

The complex stochastic nature of tool wear and failure represents one of the
great unsolved obstacles for achieving the target of production optimization. Also,
the proper selection of the operating conditions and the tool life criteria still lag far
behind the advanced technology of machine tools and, the need still arises for more
intelligent techniques. The need for such techniques has become even more necessary
since the introduction of the smart technique of adaptive control AC of machine tools.
The main idea in AC is the improvement of the production rate, or the reduction of
machining costs, by calculating and setting of optimal operating parameters during the

machining. This calculation is based upon measurements of process variables in real
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time and is followed by a subsequent on-line adjustment of the operating parameters
subject to machining constraints in order to optimize the performance of the overall
system. Although it is still in its early stages, AC technique offers a real hope of a
solution to the machining optimization. In some research work [11], AC is claimed to

hold the potential of 20 to 40 percent reduction in machining time.

1.3 Purpose

Manipulation of the problem of metal cutting using the conventional one-variable-at-
a-time approach is no longer appropriate for today’s requirement. Also, the strategy
of studying one aspect in isolation from the whole operation seems to be ineffective in
tackling the problem of production optimization. An investigation is considered which
takes the whole operating history of different outputs simultaneously in order to find
a region of cutting conditions at which desired levels of tool wear, tool forces, tool
vibration, and rate of metal removal may be achieved under system constraints. Gen-
erally, the purpose of this study has been to investigate the state of the tool in turning
operations as affected by process variables and conditions, bearing in mind today’s
requirements of automated manufacture and machining optimization. It appears that
an understanding of the turning operations will provide a good insight into the general

problem of metal cutting. This study included the following concepts:

o The development of mathematical models which quantitatively relate the system
outputs either to each other or to machining variables. The experiments were
statistically organized so that they covered a wide range of operating conditions
using tool and workpiece materials which are commonly used in advanced turning
operations. Also, it was intended that the models developed would deal with
the different phases of both tool and system outputs at different stages of tool
life. Special attention was devoted to the possible utilization of the developed

models in the optimization procedures and adaptive control systems. Also, it



1.4

was anticipated that the models, in their original forms, might contribute to
building a machinability data base system for use both with computerized, and

with conventional turning systems.

The investigation of new techniques for in-process monitoring of the tool state was
one of the objects of this study. The possible correlation is investigated between
the different forms of tool failure; the variation in cutting forces; and, the tool

vibration.

Thesis Outline

Chapter 2 provides a general survey of the relevant literature. This includes
different investigations and viewpoints about tool wear mechanisms, development
of tool materials, determination of tool life, and techniques of the on-line and in-

process sensing of tool wear and failure.

Chapter 3 explains the experimental design and set-up which have been used in
the testing procedures of the project. This includes the design and manufacture
of a three-component force dynamometer and the measuring techniques for both

cutting variables and outputs. Also, data processing procedures are described.

Chapter 4 develops the general modelling strategy used to develop the approach
to mathematical modelling. Procedures are explained to select the appropriate
functional form of models; to fit the postulated model to the experimental data;
and, to examine the significance and adequacy of the resulting model. These

aspects were investigated considering tool life model as a case study.

Chapter 5 develops mathematical models of tool wear and cutting force, to-
gether with their technical and statistical evaluation. Mathematical models are
developed to characterize tool wear within different phases of tool’s working life.

A new approach of tool life modelling is introduced using advanced modelling

techniques.



Mathematical models are developed for the different cutting force components
and their ratios. The possible correlation is investigated between the different
force components and the various wear elements on the clearance face. An in-
process approach of detecting tool wear, fracture, and failure is investigated using
the possible correlation between the force variation during cutting and the tool

state.

Chapter 6 is a self-contained report concerning the tool state during cutting
when assessed from a dynamical point of view. The possibility is investigated
of using tool vibration for in-process sensing; for estimation of tool wear; and,
for failure assessment. Mathematical models are developed to formulate tool
wear-vibration behaviour; to investigate the effect of cutting variables on tool
vibration; and, to study the possible use of a combination of vibration-force signals

to monitor the tool state in real time cutting.

Chapter 7 explains how the developed mathematical models and in-process tech-
niques can be implemented to establish fully computerized machining systems.
Adaptive control software for different production objectives has been suggested
together with the relevant optimization algorithms. Also, the building of a com-
puterized machinability data base system based on mathematical models of the

turning operations is discussed.

Chapter 8 introduces a general discussion and recommendations for possible

research extension.

Chapter @ summarizes the general conclusions and concluding remarks.

Figures and plots are found at the end of each corresponding section.



Chapter 2

TOOL WEAR MECHANISMS
AND TOOL LIFE IN
TURNING OPERATIONS



2.1 Foreword

Even though there are references to many publications throughout this thesis, it is
convenient to collect together in this chapter the reports of previous investigations into

some of the aspects which are relevant to the scope of this project.

The wear and life of the cutting tool are so important from an economical point
of view that many efforts have been made to identify the quantities which affect the
wear behaviour during cutting operations. Major reasons for the importance of the

term of tool life are:

1. The fundamental necessity to predict when to remove the cutting tool from oper-
ation to avoid the bad consequences of tool breakage, and deterioration of surface

quality.

2. The tool life determination allows the selection of the optimal cutting conditions

required in all economic optimization studies of cutting processes.

3. The tool life has often been used as a very good index of machinability and for

categorizing the tool and workpiece materials.

4. All the outputs from metal cutting (responses) are related, by one means or
another, to the mechanism in which the tool deteriorates, and therefore, no clear
identification of the process is obtained without prior information about the tool

wear and tool life.

Tool life is usually defined as the cutting time that can be obtained before reach-
ing a point after which the tool should be scrapped. This is usually determined by
specifying a certain level of wear scar on the cutting edge and this level is generally
selected to achieve some production functions such as maintaining a certain level of
surface finish and dimensional accuracy of the machined part; maintaining the magni-
tude of the resulting cutting forces well within the capacity of the machining system;

or, achieving a certain economic optimization objective.
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Many of studies have been carried out to investigate tool wear and tool life and,

these can be split into three main categories:

1. The nature of tool wear mechanism [12,13].
2. The inherent nature of tool life data [14 — 17].

3. The development of alternative techniques and mathematical formulation of tool

life [18 — 22].

Each of these aspects is now reviewed in some detail.

2.2 Tool Wear and Tool Life

2.2.1 Tool Wear Mechanisms

A characteristics of the wear which leads to tool failure is that it never takes place on
one part of the tool surface only. It is the result of various wear mechanisms operating
at various planes close to the cutting edge. During turning operations, Fig. 2.1.a, the
tool is in intimate contact with the workpiece and as a result of their relative motions
some of the workpiece material is removed. This severe contact, on different planes at
the junction, causes many forms of tool wear to occur individually or in combination.
These wear forms are as shown in Fig. 2.1.b, and can be classified as:

1) rake face or crater formation which is usually experienced with roughing operation;
and 2) flank wear or clearance face wear which is usually experienced with either rough-
ing or finishing cut. While these two forms are inevitable in any machining operation,
and can be regarded as the gradual type of tool wear, there are other forms of tool fail-
ure such as: 3) tool failure by fracture of the cutting edge; 4) failure by loss of hardness
of part of the tool being operated at excessive temperature as when turning at very high
speeds; or, 5) formation of cracks, usually at right angles and next to the cutting edge

on the rake face or on the flank of the tool. These latter forms of tool failure usually
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result from the incorrect design of one or more of the machining elements. These types
(3 — 5) may be defined as the random type of tool wear. However, wear and friction
at one site may subsequently accelerate wear at another site, which in turn has some
effect on wear development elsewhere, and that usually results in complex mechanisms
of tool wear.

The first attempt to clarify the problem was made by Taylor [10] when he classified tool
wear as two types: a primary type, which results in heat being produced by pressure
of the chip without a softening effect on the surface of the tool; and, a secondary wear
type, with softening of the tool, where heat plays the principal part in the wear of the

tool.

Shaw [23] classified tool wear types according to the system developed by:

1. Adhesive wear which occurs when the mating surfaces come close enough together
to form strong bonds. If such bonds are stronger than the local strength of the

material, a particle may transfer from one surface to the other.

2. Abrasive wear which involves the loss of material by the formation of chips, as
in abrasive machining. For such a type to be initiated it is necessary that one
material be harder, or have harder constituents, than the other member of the
sliding pair; or, that hard particles be formed by chemical reaction of the wear

debris.

3. Diffusion wear which results when surface temperatures become very high and
surface velocities are very low, allowing the solid state to play a role in the wear

process.

Shaw [23] stated that all of these might generally be present in combination, the pre-
dominant wear mechanism depending upon cutting conditions. He added that in ad-
dition to the above sources of tool failure, micro chipping, gross fracture, and plastic
deformation might also pertain.

In addition, Shaw and Smith [24] explained that the formation and subsequent break-

12



ing of welds between the cutting tool and the chip may result in accelerated wear.
They explained that the welds were of two types, namely: pressure, and temperature
welds. Pressure welds occur at a low cutting speed, and at a temperature below the
recrystallization temperature of workpiece material. Temperature welds occurs at high
cutting speeds, and at a temperature above the recrystallization temperature of the
work material. Pressure welds cause the formation of a built-up-edge, which is hard
and is largely responsible for flank wear since it fractures and abrade the tool [24).

When temperature welds occur, the surface of the cutting tool and chip separate with-
out the formation of a built-up-edge, but small particles of the cutting tool are removed.
Shaw and Smith [24] indicated that all of the welds were of the pressure type at low
cutting speed. However, as the cutting speed were increased, the generated tempera-
tures rose and all failures were of the temperature weld type. With increased cutting
speeds, the time required for plastic flow was insufficient and weld formation decreased.
Takeyama and Murta [25] studied the effect of cutting temperature on the wear rate
and found that it was constant, regardless of the cutting temperature, up to a critical
limit. Bhattacharya and Ham [12], Boothroyd et al [26], and Chao and Trigger [27]
agreed with Takeyama and Murta [25] that the interface temperature for gradual wear
on flank face increased proportionally with the growth of the wear level. However, they
added, there was a critical temperature above which the tool-workpiece interaction was
temperature sensitive and rapid loss of tool hardness occurred, Fig. 2.2. This critical
point was found to be dependent on the material of both tool and workpiece together
with cutting conditions. Above this critical point for a given workpiece-tool combina-
tion, the two materials interfused and welded together and that a high wear rate took
place. Ber [28] studied the effect of thermal conductivity of the tool insert on the tool
wear and found that a low coefficient of thermal conductivity of the cemented carbide

resisted heat transfer from the cutting zone to the insert and thus no rapid loss of the

tool hardness was occured.

The obvious solution to improve the tool performance is either to use light val-

ues of cutting conditions or to develop new and tough tool materials with high wear-
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resistance capability. Since the former is economically undesirable, the latter has always

been the target for those working in this field.

2.2.2 Development of Tool Materials

To realize the enormous accomplishment in the field of tool technology, Colding [ ]
has presented data as shown in Fig. 2.3. Since 1900, the time required to rough turn
a low alloy steel shaft of 100 mm diameter and 500 mm length has been reduced from

approximately 105 minutes to one minute due to the continuous development of new

cutting tool materials.

Carbon steel was first used as a tool material. However, due to its limited capa-
bility to cut at high speeds and to achieve high metal removal rates, high speed steel
HSS tool material was invented as a result of a study by Taylor [10]. This can cut at
a speed which are two or three times higher than carbon steel. The alloy component
tungsten gave the steei a greatly increased hot-resistance and, therefore, higher cutting
speeds could be selected.

Cast cobalt-based alloys [2% carbon, 50% cobalt, 30% chrome, and 16% tugsten] were
also used as tool materials. The high content of chromium and tungsten carbide re-
sulted in a material of superior resistance to wear. Although higher cutting speeds
could be selected in this case, the high cost of this alloy restricted their use for only
the most specialised production applications.

Cemented carbides (consisting of cobalt and tungsten carbides) were found to be very
satisfactory for machining cast iron. A major step in the development of cemented car-
bides was the introduction of titanium carbides T3C and tantalum carbides T'aC into
the tool material. Tools made from T'iC or TaC bonded with N7 or Co experienced
much less cratering wear than tugsten carbides W' alloyed with C'o when used for
cutting steels. The effectiveness of T¢C in resisting cratering results from the increased
resistance to oxidation; and, the decreased adhesion between carbides and steels [31].

Accordingly, wear resulting from the process of welding and tear away is reduced.
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There are two types of sintered tungsten carbides [23]: a) ISO K-type is used for ma-
chining gray cast iron; non-ferrous metals; and, abrasive non-metals such as fibre glass
and graphite. b) ISO P-typeis for machining ferrous metals. The cast iron type consists
of WC crystals with normally 3 to 12% cobalt as a binder, while the steel-cutting grade
of carbide has some of the WC substituted by T:C, TaC, or niobium carbides NbC,
all of which render greater crater resistance with different degrees of loss of strength,
abrasive wear, impact, and corrosion (oxidation) resistance.

The introduction of ceramics allows the tool to be used at higher speeds when machin-
ing non-ferrous metals and cast iron. Ceramic cutting tools demonstrated extremely

high resistance to wear and deformation at high temperatures.

The continuous attempts to create tools with reasonable toughness and good
wear resistance led to the use of hard coatings on the surface of cutting tools. The
idea was that a thin layer of hard constituents would improve wear resistance without
affecting the toughness of the tool. Among the promising hard constituents, titanium
carbide T'iC was first chosen owing to its high chemical stability; and, to its suitability
as a constituent in conventional cemented carbide steel cutting grades [3/]. The earliest
research on coated tools which led to a U.S. Patent was carried out by W. Ruppert in
1960. However, the commercial use of coated tools did not start until 1969 when
the Sandvik patent for TiC coated tools was filed. Since then, a very large number
of coated inserts have appeared on the market. Today, the Chemical Vapor Deposi-
tion CVD, which was first described in 1970, is one of the most successful methods
of applying coatings to cutting tools [28 — 35'. Among the materials used for coating
layers are titanium carbides T':C, titanium nitride 7% N, aluminium oxide Al,O3, and
hafnium nitride H fN. The use of multiple-layer coatings - such as TN over T'iC, and
Al903 over TiC - has also become popular. As claimed by most investigators, coated
tools have the advantage of prolonging the tool life. This stems from their superior
combination of wear and breakage resistance. The main reason for the popularity of
coated cutting tools is the significant increase in cutting speed that can be obtained

with no loss of tool life. As claimed by Shabaik [30], coated cemented carbide tools
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showed considerable reduction of flank wear and crater wear as compared to uncoated
tools. Ekemer [31] stated that not only the cutting forces but also the edge tempera-
ture were lowered through using coated tools. This decreased plastic deformation and
the growth of thermal and mechanical fatigue cracks. Titanium carbide increased the
crater as well as the flank wear resistance through its chemical stability at elevated
temperatures and not through its hardness at room temperature.

Wood [36] stated that coated carbide cutting tools were preferred whenever reliability
was required. They offered a safer and more certain solution to some of the tough-
est and most dangerous engineering applications, as in non-metal cutting and mining

operations.

In his study on the weae characteristics of TiC coated carbide tools, Ham [37]
indicated that the wear caused by diffusion ( or reaction) of either carbon or cobalt
from the tool into the iron-containing chip was decreased because the coating acted as
a barrier. Schintlmeister et al [38] stated that the coating layer reduced the coefficient
of friction between the cutting tool and workpiece and, therefore, it performed better
at lower cutting temperatures than uncoated inserts under similar cutting conditions.
Chubb and Billingham [39] examined the wear of TiC-coated inserts and reported that
the initial flank wear was abrasive but once breakthrough of the coating occured, wear
was accelerated since there were both diffusion and abrasive wear. Surface irregularities
caused by the thermal cracks or by the welding of chip-iron fragments to the tool were
also shown to enhance the rate of crater formation since they acted as chipbreakers.
Gates and Peters [34) explained that Al303/TiC coatings on cemented carbide tools
combined the resistance to oxidation and abrasive wear at both low and high cutting

speeds.In a unique and comprehensive investigation of wear mechanisms of coated car-
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bides tools, Hale and Graham [40] reported that for a given tool life of ten minutes, a
cutting speed increase of 50% was obtained for T'iC tools while it was 90% when Al,03
was used. Also, it was noticed that crater wear resistance was directly proportional
to coating thickness and strongly dependent upon coating composition. The inherent
crater wear resistance of Al;03 coatings was more than twice that of T:C or TiN
coatings. Crater wear rates increased significantly when the crater depth exceeded the
coating thickness, but even when the coating was penetrated, the coating at the edge
of the crater retarded crater growth at a rate dependent upon coating thickness. The
use of coating appeared to improve crater wear resistance by providing a chemical dif-
fusion reaction barrier at the chip contact zone. Flank wear resistance was insensitive
to coating thickness beyond a minimum value of about five to nine microns, and the
flank wear rate did not increase when the coating was penetrated. The critical region
for flank wear appeared to be a narrow zone at the bottom of the flank wear scar.
The coating only needed to cover this zone to improve flank wear resistance. Coating
thus improved flank wear resistance by providing a contact bearing surface between
the cutting edge and the workpiece which worn slowly by a combination of mechani-
cal and chemical reaction degradation. As cutting speed increased, the chemical wear
increasingly dominated. Thus, more abrasion-resistant coatings, such as TiC, worked
better at lower speeds, while more chemically stable coatings, such as Al,03, resisted
wear better at high speeds.

Colding [29] summarized the reasons for the effectiveness of the TiC coating during

the whole life of the tool as follows:

1. The chip is supported on the periphery of the crater which contains the hard and
thin TiC coating. The mechanical loading on the crater surface may therefore be

relatively smaller than in the case of pure cemented carbide.

2. The rear end of the crater acts as a very good chipbreaker due to the hard TiC

edge.

3. The T'iC coating is successfully pressed down into the matrix during the formation
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of the crater, the latter thus containing TiC in spite of the fact that the thin T:C

film is broken through after only 10 to 20 seconds of cutting.

4. The TiC coated carbide forms oxide layers with the work material. During the
crater formation these oxides are formed close to the tip of the tool and are

transported by the chip into the crater zone.

However, Shanshal and Dugdale [35] indicated that titanium nitride coatings applied
to tool tips of cemented carbides and HSS were effective in delaying certain types
of wear but less effective in delaying others, hence the increase in tool life brought
about by coating was dependent on the cutting conditions imposed. For both HSS
and carbide tool tips, the extension of life gained by coating diminished under severe
cutting conditions of high feeds and speeds. Additional life was gained largely while the
coating remained intact, and the residual life after the coating had worn through was
short. Also, they indicated that coatings increased tool life, but only under conditions

of abrasive wear.

Even though coated cemented carbide tools have made a considerable contri-

bution to solving most machining problems, there are still some cases that require
absolutely safe machining and a very high quality of surface finish.
Synthetic diamond was introduced in 1974. This was brazed onto a steel tool shank as
in tungsten carbide tool manufacture. The new tool material, polycrystalline diamond
PCD, and another tool material, cubic boron nitride CBN, are today very interesting
because of their low rates of wear at high cutting speeds [41 — 44]. PCD consists of
very fine diamond grains hot pressed at extremely high pressure. They are used for
fine machining cuts on very abrasive non-metallic materials such as graphite and glass
reinforced plastics. They are also useful for fine cutting of aluminium and copper alloys
and other non-ferrous metals and alloys. PCD tools are virtually destroyed by ferrous
metals.

CBN has proved effective for machining nickel base alloys and hard cast iron.
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Sialon is a tool material developed by Lucas Ltd. in the U.K. [45]. It basically
consists of silicon nitride and aluminium oxide and may also contain titanium carbide.
Sialon competes with CBN in machining nickel base and high temperature alloys
and has also been successful in high speed machining of cast iron. According to Kalish
[42], Sialon provides better tool life than aluminium oxide coated carbide or hot pressed
composite ceramic at heavy chip loads and at speeds above 300 m/min. At lower speeds,
aluminium oxide coated carbide will perform better; and for lighter chip loads at high

speeds, ceramic will be the material of choice. Sialon is not suitable for machining steel.

Fig. 2.4 [467 diagrammatically shows the application areas and range of cutting
variables for different tool materials which are now available on the market. It can be
seen that coated carbide tools take a prominent place, especially in machining steel and
ferrous materials using moderate to high feeds and speeds. According to Kalish [42,
coated tools (HSS and carbides) account for over 80% of machining applications. CNC
machines are being loaded up with approximately 80% coated inserts. The other 20%
is divided among ceramics or cermets and titanium carbide base and uncoated tugsten

carbide base materials.

2.2.3 Wear Time Relationship

As explained earlier, the tool is subject to different forms of failure during cutting.
These forms have been categorized as gradual and random types. The former is in-
evitable in any machining operation while the latter is due to unexpected disturbances.
If wear level is plotted against cutting time (or volume of metal cut), a curve of the
shape shown in Fig. 2.5 is obtained. Initially the slope is high in region (A), but soon
reduces to a constant value for a relatively long period of time. Eventually the curve
again turns upward and the tool fails fairly rapidly. Shaw [23] studied the wear-time
trend in the light of theory of friction. Wear rate is high at the beginning because the
applied load is finite but the contact area between tool and workpiece is zero. After

the apparent contact area reaches a critical value, but with the stress still less than the
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uniaxial flow stress of the tool material, the wear rate is decreased as shown in region
(B), Fig. 2.5. Once the apparent contact area has reached a critical value at which the
mechanical stress is larger than the uniaxial flow stress, thermal softening of the tool
material occurs in region (C).

The region of initial wear has been long ignored on the ground that initial wear lasts
for only a few seconds of the cutting time and therefore has an unimportant role on the
subsequent performance of the tool. The idea was accepted that the initial wear W,
could be approximated as the intercept of the straight line in region (B) at zero cutting
time as shown in Fig. 2.5. However, failing to understand what is happening in the
first few moments of cut may affect the evaluation of the tool performance during the
rest of the tool’s lifetime.

Ber and Kalder [33] indicated that without a prior comprehensive knowledge of the
actual value of initial wear, at least a 20% uncertainty in evaluating wear level and
tool life would result. They indicated that in this period, which usually lasts from one
to two minutes of cutting time, the wear behaved in the form of an exponential curve.
They added that the wear in this period was in the form of tool chipping which in-
creased when the tool was very acute. The first engagement between the tool and work
material has the nature of a discontinuous machining which leads in the case of sharp
tools to the initiation of a chipping mechanism. This mechanism was found to last for
only a few seconds and created a naturally protected cutting edge. This uncontrollable
mechanism caused the scatter nature in region (B) of wear-time curve.

According to Chandrupatta [7], the levels of initial wear are fixed for all speeds. With
a higher speed, less time is required for this level to be attained. Taylor [¥§] agreed
that the wear-time curve would settle down from the initial region to a straight line
more rapidly for higher speeds. However, Taylor’s results showed some deviation from
the assumption that the levels of initial wear were the same for different speeds. Mills
[49] reported that with a new tool, the time consumed in region (A) was dependent
on cutting conditions but, typically, for a given workpiece material, the amount of pri-
mary wear was approximately constant, although the time to produce it decreased as

the cutting speed increased.
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Groover [50] indicated that the amount of wear in the initial region was dependent
on cutting conditions and workpiece hardness. However, other investigations [5/]

showed that this zero point never matched the curve origin; and, did not even seem to
be located at any fixed point for a set of tests. Most investigations have dealt with the

middle part (region (B)) of the wear-time curve.

According to Ber and Kalder [32], the second region covers the total period of
effective cutting time in which the wear propagation is linearly related to the cutting
time. This part of the curve usually provides the most important information about the
performance of the tested tool. Taylor [48] assumes that the wear rate in region (B) is
proportional to the area of wear scar and, therefore, the total amount of wear W at any
time ¢ takes the form W = mt + W,, where m is the slope of the straight line in region
(B). In this region, wear rate is almost independent of the cutting temperature. This
independency continues until the tool reaches its third phase of high rate temperature

sensitive zone [12,25 — 27].

In most studies the tool was prevented from cutting in region C. In this region,
wear behaves differently when different groups of tool-workpiece materials are machined
[32]. In some cases the wear rate increases gradually in an increasing exponential manner
until a total tool failure stops the machining process. In other cases, which are typical
for coated tools, the wear grows rapidly at an extremely high rate [32]. This wear

propagation ends very soon with a total failure of the cutting edge.

The effect of feed and depth of cut on the tool wear has been investigated by a
few investigators. Taraman [52)indicated that for a given speed, longer tool life could
be obtained by using heavy cuts and moderate feeds for a specific amount of metal
removal. According to French et al [53}, tool life decreases as feed and/or depth of cut

increase.

21



2.2.4 Tool Life Determination

Tool life describes the useful cutting time for certain cutting conditions. The second
region of the tool-wear curve, in which the wear is almost linear or, in practice may be
treated as such, is always used for easy prediction and estimation of the tool life. The
tool life for a given cutting speed is considered as the time taken to reach a prespecified
level of tool wear. As shown in Fig. 2.6, tool life increases with the decrease of the
cutting speed. Longest life T4 in curve A is obtained with lowest speed while highest
cutting speed in curve D results in the shortest lifetime of Tp minutes.

The first approach to determine tool life for a given speed was made by Taylor [10] when
he produced his famous equation TV™ = C, where T is the tool life in minutes, V is the
cutting speed, and » and C are constants depending on test conditions and materials.
As is explained later, this equation suffers from many drawbacks when it is applied
to some tool and workpiece materials other than those used by Taylor in about 1900.
Moreover, much time and materials are required to develop this equation for certain
tool-workpiece combination. Some investigations, however, tried to reduce the cost, or
to increase the accuracy of tool life assessment through using different techniques. All
these attempts tried to measure the rate of loss of tool material during machining. This
included the use of radioisotopes as radioactive tracers [59 — £0], the use of the electron
probe analyzer [57], the use of the chemical analysis of the tool particles carried by chip
[58], or even weighting the tool before and after cutting. However, the conventional
approach of terminating tool life at a certain level of wear, using a previously established

wear-time curve still the most practical criterion for tool life determination [59].

Today, the problem of tool life determination is a critical aspect of the manufac-
turing environment because of the introduction of new hard and tough tool materials
and after the introduction of most powerful tooling and machining systems. The lab-
oratory technique of evaluating and assessing tool life is no longer the best option for

today’s requirements for the four following reasons:
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1. The scatter and variation in tool wear and tool life.

One of the bugbears of metal cutting analysis is the variation or uncertainty in
determining tool life. Wear mechanisms are not yet fully understood. Scatter
in wear rate distribution is a common problem in machining and this affects the
accurate estimation of the tool life. This scatter is caused by many factors such as
non-uniform structures of work and tool materials, vibration of tool-work system,
experimental errors, etc [60'. Hsii [64] found that the wear rate was not constant
either from one tip to another of the same composition, or from one layer of the
work material to the next. The wear resistance of one tip, Hsii explained, can
differ by as much as 20% from that of another tip. Also, he added, the workpiece
wears the tool faster at smaller diameters due to the fact that impurities, or
inclusions, in most steel bars are not uniformally distributed, but vary in their

concentration with the diameter.

2. The lack of practical criteria to assess tool life.

A cutting tool may fail by a process of softening due to plastic deformation or
by brittle fracture due to mechanical loads or shocks or by a process of gradual
wear. Total failure of the tool is the most economical and practical criterion
when considering roughing cut where tolerance and finish are not very important
while the maximization of the metal removal rate is the main target. This case
is represented by points P’s in Fig. 2.6. The difference between using this crite-
rion point and the one using fixed wear level is significant. The problem is how
these points can be reached without going further to the zone of tool total failure.
Also, tool fracture or chipping can readily occur during machining under some
uncontrollable conditions. A tool may fail by edge fracture or chipping while it
is well within its supposedly life range. Chipping of the cutting edge and break-
age of the tool wedge are of a random nature and still very little understood.
Furthermore, even with gradual wear as a tool life criterion, it is still difficult to
determine which element of the tool wear type is significant and can be used as

a criterion for a certain production objective. There are a number of wear types
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on the clearance face of the tool that can be regarded as candidates for a wear
measurement. However, they all are different from standpoint of variability and
reliability of the measures. It was shown by DeVor et al [17] that the maximum
depth of wear at tool nose was not only the least variable under replicated tests
over a wide range of cutting conditions but appeared consistently and systemat-
ically and was simple to measure. According to BS 5623 [59), the criteria most
commonly used for sintered carbide tools are either the average width of the flank
land of 0.3 mm if it is considered to be regularly worn or, the maximum width of
flank land of 0.6 mm if the flank wear is not regularly worn.

The notch wear, Fig. 2.1.b, is a special type of flank wear at the spot where the
major cutting edge intersects the work surface. According to BS 5623 [59)], this
seldom makes the change of tool necessary but in special cases where the notch
wear is predominant over the other tool-wear phenomenon, the length of the wear
notch may be used as criterion measure for tool wear.

Many investigations [35,52, 62] employed the average value of the three measures
on nose, flank, and notch in their studies. However, this has the major disadvan-
tage of uncertainty when a wear measure dominates at a certain location while
still being low at the others. This does not reflect the accurate state of tool wear.
Specification of a fixed limit of tool wear level at any of these locations as a failure
criterion, is not wise, since cutting outputs such as forces, temperature, surface
finish, etc. are not equally affected by different wear levels at the clearance face
of the tool. All these contradictory assessment make the selection of the criterion
wear level a matter of personal opinion and a universal criterion is still being

looked for.

. The use of variable cutting for the same cutting tool.

In many situations it is necessary to change one or more of the cutting variables-
speed, feed and depth of cut- during the same operation or to use the same tool in
successive cutting operations under different cutting variables. In this case, the

tool wears in a complex manner and the traditional wear-time curve no longer



represents the machining operations [47,63— 11 ]-

4. Constraints domain of operability.

The operability region for machining operations in which tool life is studied is
highly non-symmetrical and irregularly shaped [67]. The operability region in
the N space of controllable cutting conditions is bound by various economic
and operational constraints such as minimum power, minimum metal removal
rate, minimum tool force, or surface finish specifications. These constraints are
generally non-linear equations and vary for different cutting processes and part

requirements.

In conclusion, although the seemingly straightforward task of accurately predict-
ing the useful life of a cutting tool has been examined by many researchers, it still
remains an extremely troublesome problem. Improvement in modern manufacturing
technology have led to great advances in the ability to produce products through auto-
mated systems to the extent that computers now directly control machining operations
and even packing. Current research into fully automated production includes complete
computer control from design to production CAD/CAM. This stage should include
very precise information on when tools should be removed from use if economically
optimized production is to be maintained. This requires more reliable ways to assess
the useful lifetime of the tool. Among alternatives yet to be studied on-line tool wear
monitoring seems to hold the best prospect of success. If it is combined with an inte-
grated strategy of machining optimization, this may lead to a significant contribution

to the purpose of optimization, and to unmanned, machining operations.

2.2.5 In-process and On-line Monitoring of Tool Wear and Fracture

The techniques for on-line tool wear sensing are always divided into direct and indirect
methods. Direct tool wear sensing implies the measurement of actual progress of the

physical wear on the tool edge while cutting is being done. As explained earlier, this



technique has gained little practical success, therefore, all efforts have been directed
toward the approach of indirect on-line tool wear sensing. Indirect methods of wear
sensing measure certain process variables and then relate them to the degree of wear.

The basic concept is to observe and measure the deviation from the normal conditions

when the tool is healthy.

Measurements of motor power, torque, or current of the main driving motor
or the feed drive motor by using electronic equipment have been reported by many
investigators [68 — 70]. It is claimed that changes in the levels of these outputs can
be used to detect or estimate the level of tool wear. However, according to Martin
et al [7/], there is little evidence that power consumption is related accurately to the
progress of tool wear. According to Lister and Barrow [72], the two basic limitations of
such techniques are that firstly, torque ( and power) increments due to tool wear alone
are likely to be small and so difficult to detect, and secondly the increment may not be

easily separable from those due to other events during machining.

Cutting temperature may give a good indication of wear and wear rate during
cutting. Three different approaches were followed to measure cutting temperature.
Thermochemical reaction techniques utilize thermo-sensitive paints which change colour
with temperature; electromagnetic radiation utilizes total radiation pyrometers [73];
and thermo-EMF techniques rely upon tool/work thermocouples [73]. However, these
techniques have been restricted to research purposes due to the inherent problems of
calibration and of wiring-up. Moreover, these techniques are suitable only to control

temperature, which achieve a constant wear rate, while other forms of tool failure are

not detectable.

Among techniques which have recently gained a wide acceptance in detecting tool
wear is the study of the dynamic behaviour of the cutting tool. The vibration signature
of the machining process, including both the relatively low vibration of the tooling
system and the high frequency acoustic emission (AE) signals from the chip formation

process, have been investigated as potential sources for in-process monitoring of the
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tool state during cutting. This subject is dealt with broadly in Chapter 6. Sensing of
the acoustic emission signal from the cutting process gives a good diagnosis, especially
in detecting the modes of tool failure. The AE is the elastic stress wave generated as
a result of the rapid release of strain energy within a solid material in association with

the deformation, fracture and phase change of material [77 — 74].

One of the most reliable and sensitive techniques to detect tool wear and breakage
during cutting is the use of the cutting force components. According to Kinnander
[77], the cutting force is the parameter which seems most likely to provide a solution
to monitor flank wear and crater and, therefore, it is the most appropriate criterion to
determine the exact time to replace the tool. Moriwaki [78] reported that most tool
failure sensors in the practical use or under investigation were based on some kinds of
cutting force measurement.

In a study on about 180 turning centres in the FMS system equipped with a motor
current monitoring system, Navak and Ossbahr [65] reported that the direct force
measurement applied, as an extra monitoring method, improved both response time

and sensitivity.

Bhattacharya and Ham [12] indicated that cutting forces increased almost linearly
because of the increase in normal force on the flank with growth of flank wear, Fig.
2.7. When wear develops on the tool flank, forces increase by values depending on the
extent of wear scar. As shown in Fig. 2.7.a & b, the additional force due to wear are:
the normal force N in the horizontal plane XZ; and, the frictional force F in the vertical
plane Y. The force diagram for a worn tool is as shown in Fig. 2.7.b where the total
force are Fy, + N and F, + F for the horizontal and the vertical plane respectively.
For given conditions and tool-work material pair, the rate of increase of the horizontal
component relative to the developed flank wear {a?,-iw} is constant, Fig. 2.7.c, but,
they explained, this proportionality ends once the wear enters its temperature sensitive

zone at later stages of the tool life.
Although it is agreed by many investigators that cutting force is a reliable and
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sensitive way to detect or estimate tool wear, disagreement still exists over which force

component (or ratio) is the most sensitive. It seems that the degree by which each

component is affected by wear depends on many factors, such as tool geometry, variation

in work hardness; and, the level of the developed wear.

Uehara [79] proposed a method based on an experimental observation that the shape
of a curve, showing the relationship between feed force F; and the feed per revolution,
was sensitive to the extent of both flank and crater wear. Colwell [8¢] monitored the
tool wear through measuring both F, and F, components. A phase shift which was

noticed between these two components was sensitive to tool wear. In subsequent work

[81], Colwell used the ratio [Fy/F;] as well as cutting temperature to monitor tool

wear. Taraman et al [82] reported that only the vertical force F; was sensitive to tool
wear while the other two components were not suitable for in-process monitoring of
tool wear. Wolf and Magadanz [83] reported that for a 0.7 mm flank wear, a difference
in the vertical force Fy of 10% was obtained whilst the feed force F increased by
approximately 150%.

Micheltti et al [84] concluded that variations in cutting force with time were too small
to monitor tool wear but could possibly be used to detect tool failure.

Koning [85) studied the possibility of using the variation of the cutting forces to monitor
tool wear in an adaptive control system. He indicated that the correlation between the
increase of the cutting forces and the tool wear made it possible to furnish information
on the current state of tool wear.

Mackinnon et al [$6] developed a method of wear estimation for carbide tools using a
function of the cutting forces. To minimize ( or eliminate) the effects of several of the

variables on the cutting forces, he used the ratios of several force components such as

R/ F,), [F./F,y] and {YEEHEE ),

Generally, tool forces give promise of finding a technique that will solve the

problem of in-process detection of tool wear and breakage.

The next chapter includes the experimental design of the instrumentation which

were used to collect the experimental data used in the analysis.
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Chapter 3

EXPERIMENTAL DESIGN
AND SET-UP
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3.1 Design and Manufacture of a Three-Component Dy-

namometer

3.1.1 General Introduction and Foreword

In order to establish a quantitative basis for the analysis of metal cutting operations,
certain observations must be made before, during, and after a cut. Due to the complica-
tions involved in machining operations, the number of reliable observations is inevitably
rather limited. One of the most important measurements of this type is the determi-
nation of cutting force components. Cutting force is important for many reasons:

t) its strong correlations with the inevitable tool wear during cutting; i¢) because it is
a useful source of information for rational design of machine tools and cutting tools;
and, ii7) because it is needed in judging and adjusting machining stability. Moreover,
the control and optimization of the cutting process, especially since the introduction
of adaptive control in recent years, depends, to a large extent, on the on-line cutting
force measurement. This adds to the importance of developing reliable and accurate

cutting force transducers.

The on-line measurement of cutting force in turning operations is made using dy-
namometric tools or dynamometric toolholders. Generally the most basic requirements
in dynamometer design are rigidity, sensitivity, and accuracy. Also, a dynamometer
performance is often assessed by the range of its frequency response and by its level of
cross-sensitivity. To be as practical as possible, the apparatus should be compact and
simple enough to be safely accommodated within the cutting zone without interrupting

the production flow.

In this section, a new apparatus for measuring tool forces will be considered. A
three-component, tool-shank, non-central circular-hole, strain-gauge dynamometer has

been investigated, designed, manufactured, and calibrated. The analysis and distribu-

tion of stress in the circular-hole technique are explained. Optimum and most sensitive
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positions for gauges have been investigated. Dynamic, static, and thermal calibration
tests have been conducted. Mathematical models have been developed to characterize

and formulate the dynamometer performance.

3.1.2 Mechanical Design Considerations

One of the main objects of this project is to use cutting force to estimate or predict the
state of the cutting tool. During cutting, the tool is deformed in different ways, such
as gradual wear, and random wear of chipping and fracture. These disturbances can be
accurately identified only when all the cutting force components in all the three mutual
co-ordinate directions, Fig. 3.1, are accurately measured. Measuring only one or two
components is not the best way since, in most cases, many components are required to

investigate the tool state.

Even though many types of dynamometers have been designed to meet some
of the performance requirements, some problems, such as apparatus sensitivity and
accuracy have never been solved. Also, most such models have some additional defi-
ciencies such as low capacity, complicated design, large size, and difficulty in adopting

to different cutting situations.

In a turning operation, cutting force components are often measured using either
the octagonal-ring dynamometer type [87 & 88/, or the tool-shank type [54,89-91]. In
addition to its large size, the conventional octagonal-ring prototype is capable, in most
cases, of measuring only up to two force components. The tool-shank type is always
characterized by its inaccuracy and insensitivity in measuring only one or two force

components.

In the current design, Fig. 3.2, performance requirements such as high sensitivity,
high rigidity, high accuracy, simplicity, and compactness have been attained. The way

these have been achieved is discussed in detail in the rest of this section.
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In order to estimate the capacity of the current dynamometer to be safely and
efficiently used within the range of force levels expected during experimental procedures,
it was necessary to use some of the genecral empirical equations developed by other
investigators. Shaw [23] has proposed that the vertical force component F, can be

computed as :

Fy,=p (1 - 1‘(’)‘—0) (Otﬁ)w (F x d) (N) (3.1)
where;
m is the workpiece specific cutting energy (N/mm?);
a is the tool side rake angle (deg.);
t is the undeformed chip thickness (mm);
d is the depth of cut (mm); and,
F is the cutting feed (mm/rev.).

Shaw states that the cutling force component in the feed direction F} is not easily com-
puted but for a first approximation it may be assumed to be one half of F,. However,
he adds, such a method of estimating cutting force is only approximate and is useful
only in the absence of an actual experimental way of assessment. Application of Eq.
3.1 for conditions similar to those encountered in this project, a maximum value of
vertical force Fy of 5120 N results. However, maximum capacity of 8000 N is thought
to be necessary to take account of the force increase, especially at a late stage of tool
life when wear level is rather high.

It can be seen from Fig. 3.3 that the space Lo be occupied by the device is limited
by take the size of the machine tool-post. Morcover, the dynamometer dimensions
are adjusted to enable the existing clamping T-slots of the tool-post to be re-used in
holding the dynamometer without any modification of the lathe structure. As seen in
Fig. 3.2, the dynamometer consists of two main parts: the base; and, the body. The
dynamometer base, Fig. 3.4, utilises a block of cast iron to replace the original tool-

post. The base height is adjusted so that, when it is assembled with the dynamometer
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body, the tool-tip vertical level is equivalent to the machine spindle height, h in Fig.
8.8. While the lower part is used in clamping the base to the lathe saddle, Fig. 3.4,
the upper part is well ground to ensure sinooth and firm clamping with the the dy-
namometer body. The top clamping area is restricted to the circumference of the base
to ensure free straining of the dynamometer. The resulting engraved space ( A, Fig.
3.4) is used to accommodate the wiring of the electrical circuits and to pass it through
to the external interfaces. A clamping free area is left between the clamping positions
a and al, and the transducer sensing elements so that the clamping force does not
affect the dynamometer performance.

In order not to affect the strain values recorded by the sensing elements of the dy-
namometer, a symmetrical and even tightening conditions were carefully applied amongst
the clamping bolts. As shown in Fig. 3.2, a rectangular steel block was clamped on
the top of the dynamometer body to ensure similar tightening conditions. In addition
to its basic object, this block is used to hold the vibration accelerometers, as will be

explained later in this chapter.

A special metal sheet guard is produced to protect strain-gauge circuits and
wiring system from chips and accumulated dirt. This guard is designed to cover all
the dynamometer body and base except for the tool-holder part. Enough clearance
is left between the dynamometer body and the guard wall to ensure free straining of
the dynamometer. The guard is clamped to the base in order not to make any real
contact with the dynamometer body. Finally, special pass-ways for wiring terminals

are prepared at the rear of the guard.

Fig. 3.5, indicate the basic elements of the dynamometer body. The dynamome-
ter material is a direct hardening alloy steel grade [817.M40 n0.24] (En24). Its chemical
compositions and mechanical properties, as supplied by the manufacturer, are as fol-

lows:
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a) Chemical Compositions

C | Ni{ S |Mn P S Cr | Mo

04|15{02(0.6]0.038)0.04|1.2] 031

b) Mechanical Properties

e Tensile Strength 1150 N/mm?.

o Yield Stress 940 N/mm?.

¢ Young’s Modulus 2.157 x 10° N/mm?.
¢ Elongation 11%.

e Hardness 360 HB.

As shown in Fig. 3.5, the dynamometer body consists of three main zones: the front
zone A which is the tool-insert holder; the middle zone B which is the transducer
house; and, the back area C which is used to clamp the dynamometer body to the
base. The front part, the tool-insert holder, is designed to accommodate the standard
SPUN 12 03 12 indexable cutling tool insert to take the same geometry as of the
SANDVIK standard toolholder CST PR 20 20 k'12, Fig. 3.6. Asindicated in Fig. 3.7,
the geometry of the tool-insert holder is adjusted so that the true cutting application
point O passes through the centroid of the dynamometer body. The tool-tip point is
not the true force application point since the cutting process is executed on the tool-
workpiece contact length rather than only on the tool tip. Since a maximum depth of
cut of 4 mm will be used in this study, a distance of 1.2 mm exists between the true
application point and the tool tip. Similarly, the height of the true application point
is set so that when the tool-insert is assembled with its shim, chip-breaker, and the
clamp, the force line action will pass through the centroid of the dynamometer body.
This minimizes the interaction, or cross-sensitivity, among the various force components
through eliminating the causes of their mutual moment components. As shown in Fig.
3.7, if the point of force application is considered as the tool-tip, a cross-sensitivity

will result in terms of two moment components: M, which is due to F;; and, M, which
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is due to F,. For a light force component of 100 N, a total moment of 240 Nmm
would exist in the horizontal plane alone. The problem would be made worse if such
a situation was accompanied by a similar deviation in the vertical plane. The problem
of accurately locating the truc point of force application has long been a subjective
matter. Sun et al [91] stated that the relative position of the point of application of
the cutting force with respect to the transducer was a problem of much concern and
had never been satisfactorily solved. Levi [89] stated that the effect of the deviation
between the application point and the reference point (dynamometer centroid), in terms
of moments, was so important that it must be considered if an accurate measurement
is to be obtained. Since this could not be solved mechanically within the design stages,
Levi developed mathematical equations to take account of such additional components.
Shanshal [92] also faced the same problem of high cross-sensitivity which forced him to
modify his design several times.

The configuration of the toolholder is machined so that the generated cutting forces are
faithfully transferred to the sensing elements. Sharp corners, where stress concentration
is most likely to occur, are avoided, and a gradual and stepped increase in the cross-
sectional area from tool-holder to greater size of transducer house, has been achieved.
Another important element of the dynamometer body is the transducer house which
contains the sensing elements, part B in Fig. 8.5. This consists of two zones: the first
acts as sensing elements for each of X and Y force components, and the second,
which is shoulder shaped and situated at the back of the dynamometer body, acts as
sensing elements for the Z force component.

Tani et. al. [93] have developed various types of circular hole dynamometers. They
used the finite element method FEM to obtain information about the characteristics
of the circular hole for different shapes of structures and loading conditions. Results
indicated that the circular hole provided higher stiflness, but lower sensitivity than
that obtained from parallel beam square hole dynamometer, which they developed at
previous stages. Ilowever, the use of a circular hole reduced interaction and, it was
easier to manufacture. In addition, strain output of a circular hole dynamometer was

found to be many times as large as that of an octagonal type. The dynamometer design
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to be used in this thesis is based on the research of Tani et al [93]. As pointed out
by them, the shape of the circular hole dynamometer, Fig. 3.8, is governed by the

following dimensions:

1. diameter of the hole D;

2. width of the dynamometer Db;

3. the minimum section t;

4. the distance from the fixed end to the centre of the hole 11; and,

5. the distance from the loading point to the centre of the hole 12.

In the FEM study carried out by Tani et. al., the effect was investigated of a variation

of the dynamometer shape upon the following parameters:

1. Output strain e.
2. Stiffness (load per unit displacement) .

3. Angle of inclination at the loading point 6.

Tani found that the performance of a circular hole dynamometer is determined by the

shape factor which can be defined as:

ShapeFactor = (3.2)

D+t

The results of Tani’s study may be summarized as follows. The output strain € increased
by decreasing of the wall thickness at the minimum section t for a given hole diameter.
A reduction in the wall thickness caused a decrease in stiffness &, while the inclination
angle 0 at the loading point increased. For a given plate thickness (2t+D), an increase
in the hole diameter caused an increase in both output strain € and inclination angle 6,
while stiffness was reduced. For a given plate thickness, an increase in the dynamometer

width b was found to increase stiflness «, while both output strain and inclination angle

36



were non-linearly decreased. It has been found that for a constant shape factor, Eq.
3.2, the output strain suddenly increased when the distance from the fixed point to the
hole centre 11 approached the hole radius. Beyond this value, the output strain was
not greatly changed. Nevertheless, the dynamometer stiffness was greatly affected by
increasing 11. Similar characteristic, but with lower rate of change, were obtained when
the effect of the distance from the loading point to the hole centre 12 was investigated.
A minimum cross-sensitivity of the dynamometer was detected when the longitudinal
load, shown in Fig. 3.8, was applied to the centre of the plate thickness (centroid of the
dynamometer). Also, FEM results showed that there was no interaction when the ratio
of lower to upper thickness in the minimnum section was unity. Also, it has been shown
that the cross-sensitivity was affected by the dimensional error in terms of change of
the plate thickness in the longitudinal direction; or of the axis inclination.

Tani et. al. [93] used these characteristics to develop various types of circular hole
dynamometers as shown in Fig. 3.9. In the paper [93] they stated that the configuration
of two non-central circular holes connected by a slit, as shown in Fig. 3.9.b,, has the
same characteristics. If, however, a larger output is desirable, a design like that in
Fig. 3.9.c, or Fig. 3.9.d, was recommended. However, the latter would increase the
overhang, especially when another hole is required for the other coordinate direction,
and this is not desirable in the case of metal cutting dynamometers. As shown in
Fig. 3.10, to increase the dynamometer sensitivity, for a given plate thickness, the
central hole should be increased from d1 to d2, and consequently, the wall thickness
at the minimum section is reduced from t1 to t. As shown in the figure, by using a
non-central circular, the dynamometer sensitivity is maintained and, at the same time,

higher stifiness is resulted in terms of reducing the overhang from L1 to L.

The Finite Element Analysis of the situation by Tani et. al. [93] has been used to
predict the shape of the current design. Both the width and depth of the dynamometer
have been determined by the best position of the point of force application in conjuction
with the configuration of the standard toolholder. According to Tani’s finite element

analysis for a given plate thickness (depth), the best shape factor to maintain both
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stiffness and sensitivity of the dynamometer, is given by:

d

< 0.6. .
5ird =00 (3:3)

04 <

These inequalities are useful to determine the hole size for a given plate thickness, and
have been used to estimate the initial hole size. Using this relation, in conjunction with
the dynamometer dimensions in Fig. 3.7, leads to the evaluation of the most practical
values of hole diameters, which are : (8.56 - 12.8 mm); (7.6 - 11.4 mm); and, (4 - 6
mm) for the load in X; Y; and Z directions, defined in Fig. 3.1, respectively. However,
to determine the minimum wall thickness, for a given hole size, it is necessary to make

use of the following inequality determined by Tani [93] from finite element analyses:

d
2t 4+ d

<0.7. (3.4)

The FEM results indicated that, beyond this value, the dynamometer stiffness and

strain per unit displacement decreascd. Using the limit value of 0.7, Eq. 3.4 becomes:

d
2t +d

=0.7, (3.5)

therefore, the least thickness ¢,;in, can be determined as:

o _ 03 dmin
mmn — 1.4 .

(3-6)
Thus, in the range of hole diameters predicted above, tmin takes the values of 1.83,
1.63, and 0.86 for holes receiving loads in X, Y, and Z directions respectively. These
dimensions were used as initial values for prototype design manufactured in aluminium.

The Final Design has been arrived at following experimental development described

below.

3.1.3 An Aluminium Trial Model

For the dynamometer to produce its highest output, the wall thickness under strain
should be investigated and an aluminium model was used to fully investigate the design

and to elucidate some of its characteristics such as accuracy; stiflness; and, sensitivity.
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According to the Finite Elements Method FEM by Tani [93], the stress-distribution
around the hole boundary, as a result of the applied load, is as shown in Fig. §.11.
While a maximum strain exists atl distance of 0.10 of the hole diameter towards the
hole centre, only 90% of the maximum output exists at the hole boundary. Therefore,
great care must be taken to determine the positions at which the gauge gives its high-
est and most accurate output and, at the same time, to maintain the stability of the
bridge through ensuring identical conditions of the employed gauge in the same circuit.
However, one of the unclear aspects was the dynamomecter sensitivity as affected by the

relative hole diameter-wall thickness dimensions and this is investigated in this section.

The aluminium model was designed, manufactured and calibrated with fun-
damental configurations as indicated in Fig. 3.5. A non-central circular-hole was
produced for each of X and Y directions while a central one was for the Z direc-
tion. A single self-temperature-compensation micro-measurement strain gauge type
(EA—13 — 045AL — 350), as recommended for aluminium, was bonded to each direc-
tion at positions a, b, and ¢ for X,Y, and Z directions respectively, Fig. 3.12.

The model was a NP8 in aluminium with a chemical compositions, as provided by the
manufacturer, of [0.1 Cu, 0.45 M, 0.4 Si, 0.4 Fe, 0.75 Mn, 0.2 Zn, 0.25Cr, 0.15 T4,
and the remainder Al]. The tensile strength was 277 N/mm?, therefore, for a given
load, the model was expected to produce about four times as much output as given
by the steel dynamometer. A Denison tension-compression testing machine was used
in calibrating the various directions in turn. For each direction, a gradual load was
applied in 200 N steps up to 2800 N. The output was recorded by connecting the
circuits terminals to a Vishay strain-indicator. After reaching the objective maximum,
the load was gradually released in the same order and the corresponding readings were
recorded. Fig. 3.13 shows the calibration curves for the various components with good
linearity and no-hysteresis is detected among most of the load range. However, due to
the huge capacity of the Denison testing machine, it was difficult sometimes to con-
trol the machine to obtain low loads. This was one of the reasons why the calibration

procedures for the real dynamometer were carried out using different arrangements, as
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will be explained later. Output levels showed that the sensing elements for Y direction
were the most sensitive, about 1.6 times as much of that for X direction , and twice as
sensitive as that for Z direction. Such results are essential since the wall thickness for
Y direction is thinner than that for X direction and its overhang is longer.

A separate procedure to determine the most sensitive hole position for Z direction,
indicated that the least output was when the hole was at the middle of the shoulder.
This supported the previous choice of such holes at the shoulder just outside the over-
hang end, Fig. 3.5. However, the output level was very low for all directions and
further mechanical modifications were required. Therefore, the hole diameters were
enlarged and the wall thickness was reduced, and another study was carried out to
check its feasibility. The sensing elements for Y direction was taken as an example.
The gauge position relative to the hole centre was kept fixed, while the hole diameter,
and consequently the wall thickness, was changed in three steps expressed by cases 2,3,
and 4 in Fig. 3.14. Ior each case in turn, calibration procedures were done using the
arrangements previously described.

The outputs for each case, along with the original output for case 1, are shown in Fig.
3.15. Results indicate that, despite the reduction in the wall thicknesses for cases 2
and 3, the output decreased, while it significantly increased in case 4. This increase in
case 4 was due to the new relative gauge-hole position rather than the wall thickness
reduction for two reasons. First, for cases 2 and 3, the output was decreased despite
the reduction in the wall thickness; the second reason may be explained by the FEM
by Tani [93]. Tani’s results indicated that when the ratio {Tid’} was increased by
2.75 times, a 50% increase in the output was obtained. Considering cases 1 and 4,
an average output increase of 34% was obtained by increasing the ratio by only 10%.
Therefore, almost all the improvement was due to the new relative gauge-hole border
position and not to the mechanical modifications of reducing the wall thickness. Higher
level of output would be obtained if the gauge centre was at a distance of {%d} 50 as
to take the geometry indicated in case 5 in Fig. 8.14. Also, output would be improved
if the wall thickness was reduced without increasing the hole diameter through shift-

ing the hole centre. This would not affect the overhang length since the non-central
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circular-hole technique would be used.

3.1.4 Final Configuration and Dynamic Calibration

The information which emerged from the aluminium trial study, such as output level,
and optimum gauge position, was used to determine the relative hole-thickness ratios
for the actual steel dynamometér. As shown in Fig. 3.16, the hole-thickness ratio was
increased from 0.5, for the aluminium modecl, to 0.65 for each of ¥ and Z directions
while a ratio of 0.7 was found to be necessary for X direction. This higher ratio for X
direction was needed because in practice the feeding force component F, is always less
than one half of Y component. and therefore, its bridge should be more sensitive.

For each direction, a temporary single gauge was used to study the static and the
dynamic characteristics of the dynamometer in its final mechanical form. The relative
gauge-hole positions were set to meet the point of maximum output level, Fig. 3.16.
This stage of tests includes : (¢) examining the iinprovement in output level due to the

new modification, and (i¢) determining the dynamometer frequency response.

Firstly, the output level was examined using the same calibration arrangement
as that used in calibrating the aluminium model. For each direction, the output, in
microstrains p€, was recorded by a Vishay strain-indicator. Output levels in Fig. 8.17
reveal a significant improvement which is about four times as much as that from the
aluminium model. As intended, the X channel was the most sensitive, followed by the

Y channel, and finally the Z channel was the least sensitive one.

The second aspect to be studied at that stage was the dynamometer frequency
response. The object of this study was to obtain the fundamental natural frequencies
and the dynamic characteristics of the dynamometer, so as to enable the determination
of the range of its working frequencies.

The natural frequency of the dynamometer usually determines its general dynamic

stiffness. Machine tools operate with some vibration, and in certain circumstances,
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these vibration may have large amplitudes. In order that the recorded force is not
influenced by any vibrating motion of the dynamometer, its frequency must be large,

at least four times as large [23] compared to the frequency of the exciting vibration.

Due to the complication of the dynamometer configuration, in particular the ex-
istence of the circular holes in the three different coordinate directions, along with its
end clamping conditions, its shape modes cannot be simply described using a lumped
parameter system. To describe, for instance, the motion of any i)oint within the dy-
namometer body it is therefore not enough to describe the instantaneous vibration
amplitude as a function of time only. It must also be described as a function of spatial
coordinates. Also, lateral, transitional, compressional, and torsional vibration might si-
multaneously occur when the structure is subjected to excitation in practical situation.
For such conditions, a complex analysis, in terms of higher order differential equations,
is required to simulate all possible vibration modes. In most situations, however, this
strategy will not be fruitful since the direction in space of each excitation source may
vary instantaneously and randomly. Therefore, a better and more rea.lié;tic way to
obtain the frequency response of the dynamometer is by exciting the system and, by
observing its response. This was achieved by means of exciting the dynamometer in
each direction, and recording the corresponding output over a wide range of {requen-
cies.

Fig. 3.18 shows a block diagram for the frequency response test while Fig. 3.19 shows
a view of the arrangement and instrumentation used. The dynamometer was rigidly
clamped to its base, and then to one of the tables of a die-sinker engraving machine,
which has three-axis movements. The dynamic characteristics of each direction were
obtained by applying a sinusoidal excitation force of approximately constant amplitude
using an electro-magnetic excitor at a wide range of frequencies. The electro-magnetic
excitor was clamped to one of the die-sinker machine tables. A sinusoidal signal was
generated using a signal generator, and then fed to the excitor through a power ampli-
fier. For each direction, the exciting force was applied at the centre of the corresponding

cross-section area to avoid higher dynamic transverse sensitivity. The excitor head was
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designed to ensure that the force acted precisely on the desired position. The magni-
tude of the excitation force, and the distance between the dynamometer surface and
the excitor head were kept fixed throughout the test stages. The frequency of this force
was gradually increased from 200 / z to about 8000 / z and the corresponding accel-
eration values were recorded through bolting a vibration accelerometer parallel to the
line action of the exciting force. Then, the accelerometer output was fed to a 3-Channel
vibration pick-up pre-amplifier which was adjusted to give a constant calibration factor
of 0.1 volts per 10 m/sec? of the dynamometer acceleration. Finally, the output was
displayed on and stored in a 2-Channel oscilloscope.

Fig. 3.20 represents the frequency response curves of the different co-ordinate direc-
tions of the dynamometer, along with the dynamic cross-sensitivity among the different
mutual direction. This was obtained by simultaneously recording the output from all
directions when the excitation force was applied in each direction in turn. It can be
seen that when resonance occurs in any direction, all the directions are activated gener-
ating a symphonious motion. However, in most cases, the transverse sensitivity is not
as strong as the main component. For each direction, the frequency at which the peak
amplitude has occured (resonance w,) is considered as the first fundamental natural
frequency. The curves show that the fundamental resonant frequency in each of the
co-ordinate directions are 1360, 750, and 3000 Hz for X, Y, and Z directions respec-
tively. These frequency levels were considered high enough to prevent any interference

to steady-state force measurement due to the dynamometer oscillations.

Precautions should be taken during interpretation of the results of such tests, one
should be aware of many aspects and, in the following a discussion is presented of those
factors which might influence the test results. First, the die-sinker machine on which
both the dynamometer, its base, and the exciter were mounted, did not have the same
stiffness and damping characteristics as the lathe used in metal cutting tests. The die-
sinker machine may therefore impose its own characteristics on the dynamic response
of the the dynamometer [94 & 95]. Andrew [96], however, indicated that the dynamic

difference, in terms of inertia force due to motion of the dynamometer’s head, could
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be accounted for by mounting an accelerometer directly on the dynamometer head
and thus monitoring the inertia force correction for any condition of the underlying

structure.

Second, the dynamometer base was clamped to an angle plate, which in turn was
clamped to the far left of one of the die-sinker’s tables as shown in Fig. 3.19. In such
a position, the dynamometer and its base might be subjected to an angular oscillation
during excitation. This might explain why in Fig. 3.20.c the dynarﬁometer seems to
have a principal direction not coincident with the axis on which the exciting force was
applied (direction Z in Fig. 3.1). Also the mass of the connector to the exciter, along
with the mass of the accelerometers, may add to the dynamometer moving mass and

affect the dynamical response.

Third, the characteristics of the electromagnetic exciter may be changed within
the range of frequency employed in the test. The electrodynamic exciter requires a
constant magnetic field to produce a constant force level. In the test, a certain amount
of power from the vibration exciter was fed to the dynamometer body at a slowly
changing frequency. Due to the fact that the back-EMF is changing as a function of
many factors, among them the exciting frequency [97], a constant force is not ensured
throughout the range of frequencies studied. In order to maintain the constancy of the
exciting force, a closed-loop compensatory mechanism is required to keep the supplied
current constant. The lack of achievement of constant force using conditions over the

frequency range prevents the quantitative assessment of the results.

As is evident from the above discussion, it may be said that the results ob-
tained are of qualitative significance only and approximate to the dynamometer true
dynamic characteristics. ITowever, to confirm the above dynamometer frequencies, the
dynamometer was set into vibration by a hammer blow while mounted on the die-sinker
table, Fig. 3.19, and oscilloscope records of the output were obtained, Fig. 3.21. For
each of the co-ordinate directions, the number of oscillations per unit time was counted

to represent the damped natural frequency wyd, or the time taken until the structure
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reached a standstill state. For X, Y, and Z directions, the values of such damped

natural frequencies were found to be 1648,850, and 3046 H = respectively.

The relationships between a structural natural frequency wyp, resonant frequency
wr and a damped natural frequency w4, in the case of light (viscous) damping, are

given by:

wr =wpV1—2c% and
Wnd = wpV1—c?, 3.7)

where c is the damping ratio. For solid structures where the damping is small, being
of hysteretic type caused by internal friction [98], the values of the three frequencies
Wry Wn, &wyq are almost equal. When the set of equations (3.7) is used to determine
the values of system damping, unrealistic values resulted, which contradict what would
be expected from the free vibration traces shown in Fig. 3.21. This is because the
large difference in the corresponding values of resonant w, and damped wyq4 frequencies
measured. As discussed before, the connector of the exciter and the three accelerometers
were added to the dynamometer mass during the resonant test, while for the damped
natural frequency test only one accelerometer was clamped to the intended direction,

without the connector attached.

However, the dynamometer damping may be better estimated by observing the
rate of decay of oscillations of the free vibration signatures shown in Fig. 3.21. For
viscously damped harmonic motion, the successive amplitudes of a motion have a loga-
rithmic relationship with one-another expressed by the term “logarithmic decrement”,
which is defined as the natural logarithm of the ratio of any two successive amplitudes.
For more accurate estimation, however, decrement § may be computed over N cycles

from the relationship [98]:

1 /Yl 2ne
d=— In [ - ] = . 3.8
N XN+1 V1=¢? (38)

According to Eq. (3.8), in conjunction with Fig. 3.21, the damping ratio, c, for X, Y,

and Z directions were found to be 0.00737, 0.00996, and 0.00668 respectively.
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Computations were carried out so that to eliminate the effect of disturbances in the first

few cycles by considering an exponential envelope tangential to peaks of the signature.

3.1.5 Dynamometer Electrical Design
3.1.5.1 Strain-Gauges Circuits Design

The theory of strain gauges is based on the fact that the resistance of a conductor
changes when the material of the conductor is subjected to strain. Such variation
in the resistance is due to two factors: the specimen deformation; and, the change
in the resistivity. The filament resistance R increases by AR when the filament is
stretched. Generally, a linear relationship between the strain and the resistance is in
form: { % =K ATL =K e}, where K is called the K-factor and represents the propor-
tionality constant, and € is the strain. Thus the K-factor gives the relation between
the specific change in resistance and the specific change in the length € of the filament.
The value of the K-factor is generally in the range 2 to 4 depending on the material
used for the filament.

Stress investigation with a strain-gauge is usually carried out in the elastic range where
Hook’s law applies, i.e, where € is about 0.001. Considering a K-factor of 2, then the
maximum resistance variation AR is about 2 X 103 or 0.2% with a strain of order of
1% 1076 pe. It will thus be clear that the resistance variation is very low and, therefore,
it is very important to locate accurately the point of maximum deformation. Also,

a proper selection of the very sensitive measuring instrument is required. Such mea-
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surements of the very low output of a strain-gauge are usually made by means of the
Wheatstone bridge, Fig. 3.22. No output is obtained if the four resistors satisfy the
conditions % = }—;'32 or Vo = Vp. If, for instance, the resistor R1 has been replaced
by a strain gauge to consisting of a single active arm bridge, the condition of Vg = Vp
no longer exists when the gauge is stretched producing voltage difference at points C
and D. If, at the same time, R4, or R3, is an active arm with a gauge in place of the
resistor, the output will be duplicated when the gauge in position of R4 is negatively
stretched, or when the one in position of R3 is positively stretched. Generally, the
Wheatstone bridge output V,u: can be expressed as:

N

Vout = 1 Vin K € (3.9)
where;
N is the number of the active arms in the bridge;
Vin is the excitation voltage to the bridge;
K is the gauge factor; and,
€ is the gauge longitudinal strain.

As indicated in Fig. 3.23.a, the hole wall under applied load is deformed in such
a way that a maximum positive strain exists at one end of the hole boundary while a
maximum negative one exists at another end. This operation is reversed at the opposite
hole so that, if gauges arrangement is set as shown in Fig. 8.23.b to consisting of a full
active arms bridge, Fig.3.23.c, the bridge output become eight times as much as if a
single arm bridge is used.
Alongside the significant improvement in the apparatus sensitivity achieved by this
arrangement, the bridge is fully compensated for any change in resistance due to tem-
perature rise. Also, the use of two gauges per armn instead of one enables the excitation
voltage to be doubled without overheating the gauges. These two aspects will be dis-
cussed in detail shortly. -
While this circuit design is suitable for the sensing elements of each of X and Y direc-

tions, the case is slightly different for Z direction. As previously mentioned, the sensing
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elements of Z direction are affected by two force components, F, and Fy, Fig. 3.24.
While the F, produces a direct effect of simple bending sb, the F; produces an indirect
effect of double bending db. The total effect of both direct and indirect causes on the
sensing elements of Z direction are shown in Fig. 3.24.d. Gauges positions are chosen,
Fig. 3.24 (b & c), so that the effect of the double bending tension ¢db in gauge no. 2
will cancel the effect of the compression ¢db in gauge n0.3, and the same will occur for
gauges nos. 1 and 4. This results in a four active arms bridge by which the only direct
effect of F, is detected, Fig. 3.24.d.

The employed strain-gauge was of self-temperature-compensation type (EA —
06 — 045AL — 350), which is recommended for steel specimens, and has the following

characteristics:

Gauge Factor (K) 2.01 +1.0%.

o Effective Gauge Length 1.14 mm.
Gauge Resistance 350 +0.15% Q.

e Transverse Sensitivity +0.6%.

3.1.5.2 Selection of the Optimum Excitation Voltage

As indicated in Eq. (3.9), the output voltage from the bridge depends upon the strain
level, gauge factor, and bridge supply voltage. However, the maximum safe excitation
voltage to a bridge is determined by the desired stability. The voltage applied to a
bridge creates a power loss in each arm, all of which must be dissipated in form of heat.
This causes the sensing grid to operate at a higher temperature than the substrate
to which it is bonded. When the temperature rise is excessive, gauge performance is
affected in terms of loss temperature-compensation, hysteresis, and creep effects. This
always causes zero-shifting of the bridge. If a stable zero setting is required over a long
time, the limit of maximum excitation voltage should be carefully selected.

The factors of primary importance in determining the optimum excitation voltage for
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any strain applications are: grid area; resistance; and, heat-sink properties of the
mounting surface. According to [99], the power dissipated in gauge grid Pg takes the

form:

Pg = Q;';‘Z—)z (watts) (3.10)

and the power density in grid is :

Pg= %’; (kW /m?) (3.11)

in which Ag is the active grid area (active gauge length X grid width). Thus, the

excitation voltage takes the form:

Vin=24/R P'g Ag (volts) (3.12)

When each arm consists of two gauges in series, this relation becomes:

Vin =8/ R P'g Ag (volts) (3.13)

Since the bridge output V,.: depends on the excitation voltage V;,, the bridge output
is further improved by factor of 4.

According to [99], for a thick steel mounting surface working under dynamic conditions
(short-time exposure), a grid power density P'g may be between 7.8 and 31 kW/m?2.
Substitution of these values, along with the gauge area and its resistance value R, in
Eq. (3.13), the recommended excitation voltage is found to be between 5.47 and 10.62
volts. For convenience, an excitation voltage of 10 volts was selected for use in this

study.

To examine the effect of this level of excitation voltage on the temperature rise on
the dynamometer surface near the gauges positions, a set of thermocouples was bonded
at positions indicated in Fig. 8.25. As will be explained later, this apparatus was used
to study the effect of cutting temperature on the gauges performance. Table 3.1 shows

the results collected from this set of experiments.
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Top- | Bottom- | Bottom- | Top- Zero Reading
Left Left Right [ Right
Time °C °C °C °C X Y Z
01.05 pm || 18.0 18.0 18.0 17.9 | 0.000 | 0.000 | 0.000
02.10 pm || 18.4 18.4 18.4 18.3 | 0.000 | 0.000 | 0.000
04.05 pm || 18.8 18.8 18.8 18.5 | 0.000 | 0.000 { 0.001
11.00 am ([ 17.9 17.9 17.9 17.5 | 0.002 | 0.000 | 0.005

Table 3.1 Temperature Rise due to Excitation Voltage

It can be said that the selected excitation voltage has a negligible effect in both the

dynamic case (short-time exposure), and the static case (long-term exposure).

3.1.5.3 Dynamometer Instrumentation

The output from the strain-gauge bridge was amplified by means of a specially designed
strain gauge amplifier. The requirements for this amplifier were to include three strain-
gauge circuit bridges each with a 10 volts input voltage. Preliminary cutting tests
proved its high stability where no drifting was noticed in either short or long term.
The gain of the amplifiers was adjusted to give an electrical output of 0.994,1.01475,
and 0.954 millivolts/N for X,Y, and Z bridges respectively.

The output from the amplifier was fed to a specially designed 3-Channel 12 — bit
analogue-to-digital converter ADC as shown diagrammatically in Fig. 3.26. The re-
quirements for the ADC were to include three separate circuits to receive voltage range
from —5 to +5 volts with accuracy of 2.44 millivolts/bit. The analogue value for each
direction was transferred sequentially with a sampling rate of 1666 samples/sec.

The output of the ADC was received in by BBC microcomputer memory using basic
and assembly software programs. Due to the low storage of the BBC RAM of the
memory of 32 kbytes, a storage extension of 128 kbytes was added, resulting in a sam-

pling rate of 27.8 sample/sec. Such a rate was high enough to allow, in most cases,
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at least three readings per workpiece revolution to be recorded. Following machining
of each sub-test, which lasted for about two minutes, the stored data in BBC memory
was transferred to floppy disks for permanent storage. Fig. 3.27 shows a view of the

instrumentation used in this study.

3.1.6 Dynamometer Static Calibration

The static calibration of the dynamometer usually determines the relation between the
input, in terms of applied load, and the output, in terms of bridge output. Due to
the problems involved with the Denison machine used in calibrating the aluminium
model, other procedures were used in calibrating the dynamometer in its final form.
To ensure similar conditions to those that would be found in a real machining situation,
the calibration procedures were carried out while the dynamometer was mounted on
the lathe, Fig. 3.28. A hydraulic jack was used to induce the load, in forms of one-
way displacement from the jack piston. This load was transferred to the dynamometer
body through a pre-calibrated load cell and a carrier bar. The load cell was calibrated
to read the output in Newtons. The corresponding microstrains pe was recorded by
parallel connecting the output to a Vishay strain-indicator.

To ensure that the load was accurately applied to the true application point, a flat
dummy tool-insert was machined and used in the calibration procedures. As indicated
in Fig. 3.29, this ensures an accurate location where the applied load is perpendicular
to the intended surface. It also avoids any slipping which may occur due to the geometry
of the true insert. A hardened steel ball was inserted between the load carrier bar and
the dummy insert to ensure an accurate location.

The bridge output was fed to the strain-gauge 3-Channel amplifier, and then displayed
on three voltage display units. The calibration procedures were carried out for each
of the three co-ordinate directions in turn. For the X direction, a supporting bar was
clamped by the lathe chuck to hold the cylinder of the hydraulic jack by means of
two magnetic V-shape blocks, Fig. 3.28.a. The same procedure was used to calibrate

the dynamometer when the load was in Z direction by rotating the dynamometer by
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90 deg. anti-clockwise to make the line of action of the load parallel to the machine
centre-line, Fig. 3.28.c. When the load was in Y direction, Fig. 3.28.b, the jack piston
was clamped to the lathe saddle, and the dynamometer body turned upside down with
the load applied upward.

For each direction, the load was gradually increased in 100 N steps, and the reading
from the corresponding channel, along with the readings from the other two inactive
channels, were simultaneously recorded. On reaching the full load of 4000 N, the load
was gradually released in 200 N steps, and the equivalent readings were recorded.
The static rigidity of each of X and Y directions was determined by measuring the
dynamometer deflection at full load using a dial gauge.

The calibration curves for each direction together with cross-sensitivity curves with the
other two components are shown in Fig. 3.80. These curves indicate the relationship
between the load and the output both in volts and microstrains pe for each channel.
Excellent linearity was obtained in all directions, and no hysteresis was detected.

A comparison of the level of output with those obtained in different stages of this study

is summarized in Table 3.2.

Aluminium Model Steel with Final Design
One Gauge
Direction pe pe | % Imp. | pe | % Imp.
X 94 170 723 1836 | 1080
Y 152 149 392 1630 | 1049
Z 74 120 649 622 552

Table 3.2 Output Improvement in Various Stages of Design

A great improvement in output level has been achieved from the aluminium model
to the steel one; this is basically due to the accurate location of the strain gauges at
the point of maximum strain. The final improvement in the level of the dynamometer

output was due to the final design of the bridge as a full active two-gauge per arm
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circuit. For each of X and Y bridges, the improvement is about 1000%, while it is only
500% for Z bridge since only one gauge per arm was used for this circuit. Both the

dynamic and the static dynamometer characteristics are summarized in ZTable 3.3.

" Characteristics X Y Z
Damped Natural Frequency wyq (1lz) 1650 850 3046
Resonant Frequency w, (1lz) 1360 750 3000
Damping Ratio ¢ 0.00737 | 0.00996 | 0.00668
Mechanical Calibration Factor (pe/N) | 0.3808 | 0.3410 | 0.275
Electrical Calibration Factor (mv/N) 0.995 | 1.0148 | 0.954
Rigidity (N/mm) 10068 | 11249 -

Table 3.3 Dynamometer Static and Dynamic Characteristics

3.1.7 Mathematical Modelling of Dynamometer Output

3.1.7.1 Dynamometer Performance and Cross-sensitivity Manipulation

Technique

The goal in any multi-channel transducer is that the output of each channel should be
affected only by the corresponding influence, and the influence of the remaining effects
being nil. In dynamometry and cutting force transducers this goal has never yet been
reached even when the most sophisticated techniques have been used. In this work
efforts have been directed towards the minimization of the undesired effect of so-called
interaction, or cross-sensitivity.

In this section, the possible cliinination of the effect of the cross-sensitivity among the
different component is examined through mathematical modelling of the dynamometer
performance. Mathematical modelling of the dynamometer output allows on-line as-
sessment of the whole operation. For accurate measurement to be obtained, a certain

force component is not related to output only from its channel but, to some extent, to
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the output from the other channels. While interaction is easily detectable in the static
situation when only one channel is active, it is impossible to know what is happening
in the real application where all channels are loaded. The only way to distinguish the
real output, of a certain channel, from the measured signal is through the analytical
pre-determination of the whole system performance, or mathematical modelling of the
system characteristics.

The idea is to relate a certain force component not only to its channel but to the

simultaneous output of all three channels. This takes the general form:
F = al Vz + a2 Vy + a3 Vz (3.14)

where F is the force component (N); Vz, Vy, and Vz are the output voltage for X,Y,
and Z channels respectively; and, a’s are the output contribution from each channel.

Generally, the entire system can be expressed by the arrangement:

[A] = [B][C] where; (3.15)
F;
A= F, |;
F,

Vz

A non-linear regression procedure was used to determine the coefficients of each direc-
tion in turn using the experimental data of the static calibration procedures. Data were
fed to a computer program suitable for the S PSSX statistical package available on the

IBM 3083 main-frame computer. This resulted in the best predicted parameters as
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follows:
1008.2 20.100 —45.400

B =| 12570 98746 —6.4800
—48.00 16.690 1059.80

Thus, the different application equations take the forms:

F, = 10082 Vz + 20.100 Vy — 45.400 Vz
F, = 12570 Vz + 98746 Vy — 6.4800 Vz (3.16)
F, = —48.00 Vz + 16.690 Vy + 1059.8 Vz

Table 3.4 summarizes the confidence intervals of the parameters, along with the other

statistical characteristics.

Coeflicients Asymptotic Corrected
95 % Confidence Interval Correlation
al a2 a3 Factor
Lower | Upper | Lower | Upper | Lower | Upper R?
F, || 1007 | 1009 | 19.28 | 20.95 | -46.3 | -44.5 0.999
F, || 10.93 | 142 | 985.8 | 989 | -8.20 | -4.75 0.999

F, || -51.4 | -44.6 | 13.3 20.0 1056 | 1063 0.999

Table 3.4 Statistical Characteristics for Force Models

As shown, the models are statistically perfect.

The percentage of interaction among the different directions can be computed from

arrangement (3.16) as follows:

X Y Z

X - 199 45
(3.17)

Y [[1.27 - 0.66
Z| 45 16 -—

It can be seen that the level of the cross-sensitivity is very low, and the set of equations

as in (3.16) can faithfully represent the practical cutting operation. The lowest level
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of interaction is between Y component and each of X and Z ones, while the highest

values are between X and Z components ,and with negative effects.

3.1.7.2 Mathematical Models of Cutting Temperature Compensation

The inevitable heat generated during cutting is usually troublesome for the instrumen-
tation of metal cutting especially those that are required to be in close proximity with
the cutting region. Generally, a self-temperature-compensation gauge STC is designed
to deal with such situations. An STC gauge has certain metallurgical properties for
its alloys which minimize the apparent strain over a wide range of temperatures when
it is bonded to test material with thermal expansion coefficient for such it is intended.
However, the gauge is always employed in conditions different from those for which it
was calibrated. For instance, the set of gauges employed here has been calibrated by
the manufacturer at room temperature, using a specific steel material, and with an
average gauge factor of 2. For different application conditions, compensation is usually
necessary using a special chart that is usually supplied with the product.

However, since full active arms bridges are used in this study, the need for compensa-
tion has been discarded, and apparent positive and negative strains cancel each other.
However, such a situation is correct only when all gauges in the bridges are subjected
to the same temperature.

The preliminary cutting tests indicated that the bridges for each of Y and Z are fully
temperature compensated, while the output from X bridge revealed a slight decrease
as cutting progressed.

The measurement of temperature during cutting showed a homogenous gradient among
all gauges in each of Y and Z bridges, while an uneven temperature gradient was de-
tected among the different gauges of X circuit. A temperature difference up to 10 °C
was detected at the end of two minutes cutting. Therefore, a set of thermocouples
was bonded at the positions shown in Fig. 8.25. Thermocouples readings showed that
the highest temperature rise existed at position 4 (bottom-left), followed by position 3

(bottom-right), then position 2 (top-left), and the least rise was detected at position
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1 (top-right). Basically, this is due to the way the cutting temperature is conducted
through the dynamometer body. The configuration of the tool-insert holder allows more
heat to reach some positions quicker than others. However, the highest temperature at
position 4 was always well within the working temperature of the gauges (-195 °C to
205 °C). However, the level of temperature rise among the different positions seemed to
be dependent upon: cutting time; workpiece diameter; and cutting conditions. There-
fore, it was thought that this situation could be mathematically modelled to reveal
the thermal characteristics of the system. A total of 360 cases representing different
cutting times, cutting conditions, and workpiece sizes was used to build a quantitative
relationship between the temperature rise during cutting at position 4, Fig. 3.25, and
the test conditions.

Using the linear regression technique available in the SPSSX computer package re-

sulted in the following linear model:

AT = -25.384+ 0.271 t + 4.13 d + 23.01 F 4+ 0.0044 V + 0.013 D (°C) (3.18)
where;
AT is the temperature rise after ¢ minutes cutting (°C);
V,F, and d are the speed, feed, and depth of cut respectively; and,
D is the workpiece diameter mm.

The statistical criteria for such a model are as follows:

e Correlation Factor R? =0.94.
o Adjusted Correlation Factor = 0.94.
e Standard Error (SE) = 2.6.
e F-Ratio = 1069.

This equation shows that the temperature rise at gauge position 4 is positively affected

by: cutting time; cutting conditions; and workpiece diameter.
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For the worst conditions of D = 200 mm, ¢ = 3 minutes, V = 200 m/min., F =
0.6 mm/rev., and d = 3mm., the maximum temperature rise AT is 5°C. The effects
of such a temperature rise upon the output from the bridge is investigated in the next

section.

A thermal calibration procedure was conducted to determine the bridge output over
a wide range of temperatures. The tool tip was subjected to a heat source (welding
nozzle) for different time periods. The final temperature, along with the output from
the different bridges, was recorded. Again, no output was observed from either Y or Z
bridges, while there was a slight negative output from X bridge. Such output exhibited
some non-linearity with the recorded temperature rise. A fifth order polynomial of the

form (3.19) was found to accurately fit the data.

Vaz = 3.01x107%1—-2.08x 1073 AT —4.48 x 10~* AT?

+ 3.43x107° AT® —9.03 x 10~7 AT* + 8.02 x 102 AT® (wolts)(3.19)

where Vaz is the apparent output in volts due to temperature rise.

Substitution of the value of maximum temperature rise of 5 °C into relation (3.19)
results in a maximum apparent voltage of —0.018 volts. For an accurate measurement
to be obtained, both Egns. (3.18) and (3.19) are included within the data processing
software to compensate for such difference. Fig. 8.81 shows the force signal in X
direction before and after compensation for the temperature rise together with the Y
and Z force signals. As it can be seen, both Y and Z signals, Fig. 3.81.c & d, the
domain of the signals is constant over the test duration. For X force signals, Fig. 3.31.q,
this domain indicates a slight decrease. Fig. 3.31.b shows this curve after compensating

for the temperature effects using relation (3.18) and (3.19) in conjunction with the test

conditions.

Generally, the steps, between collecting force signals from experiments and until
three values of different force components are obtained, are summarized in Fig. 3.32.

These force values will be used in the analyses in the following chapters.
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3.1.8 Dynamometer: Concluding Remarks

In summary, a very efficient three-component cutting force dynamometer has been
designed and manufactured to occupy the size of the original lathe tool-post block. Its

features and techniques may be summarized as follows:

o A technique of non-central circular-hole has been used, which has been found

to increase the apparatus’ sensitivity and rigidity.

e An aluminium model has been designed and manufactured to study the most
sensitive positions at which the gauges should be bonded, and to examine the
effect of the relative hole-thickness configuration. This has led to a significant

improvement in the dynamometer sensitivity, accuracy, and stability.

o Interaction among the components has been reduced to its lowest level. This
has been achieved by locating the true cutting application point with great ac-
curacy so that each component is hardly affected by the influence of the other

components.

o A set of experimental tests has been carried out to determine the dynamic, static,
and thermal characteristics of the dynamometer. The dynamometer has been
found to have a fairly high natural frequency so that the true cutting force signals
are not affected by the dynamometer oscillations. The static calibration test has

indicated a very high standard of system linearity.

e The output level ( the dynamometer’s sensitivity ) has been significantly improved
by the accurate selection of the proper hole-thickness ratio, by the accurate lo-
cation of the point of maximum strains, and by the proper arrangement of the

gauge circuits.

o A BBC microcomputer has been used in the on-line data collection through a
specially designed analogue-to-digital converter and strain-gauge amplifiers with

sampling rate high enough to detect even a tiny dynamic force variations.
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o A set of software for both on-line and off-line data processing procedures has
been written in forms of SPSSX, BASIC, ASSEMBLY, and FORTRAN languages
programs. The processing procedures include the data transformation, and the
data averaging and filtering. Also, mathematical models are developed to deal
with: the system output and cross-sensitivity; the effect of cutting conditions on
the heat generated during cutting; and, the effect of cutting temperature on the

apparent output of the strain-gauge.

These procedures result in a very accurate valuation of the three cutting compo-

nents used in the analysis in the subsequent chapters.
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3.2 Tool Vibration Measurement

Two Kistler piezo-electric type 8005 accelerometers were bolted to the back of the
dynamometer body, Fig. 3.83. One accelerometer was located vertically to pick up
the tool vibration in that direction, and the other in the horizontal direction, parallel
to the workpiece axis, to pick up the tool vibration in the feed direction (X). They
were located so that their axes met at the dynamometer centre-line. This was to
prevent, or minimize, the transverse sensitivity. Location of the accelerometers at
the back of the dynamometer body has protected them from the hostile conditions of
heat generated and swarf accumulated at the cutting zone. Also, this position has not
affected the vibratory characteristics of the toolholder system. Both accelerometers has

the following characteristics:

e Measuring Range (+5000 to —50009), g is the acceleration due to gravity.
e Sensitivity (4.99 pC/g).

o Transverse Sensitivity (< 1%).

¢ Resonant frequency (21 kH 2).

o Operating Temperature (—250 to 240 °C).

Each of the accelerometers was connected to a charge amplifier which was previously
calibrated to produce 5 mv/g. However, the charge amplifier gain could be adjusted to

give ten times this value when required.

The amplified signals are recorded on TDK-AD low-noise high output magnetic
tapes using a GX-M50 AKAI dual channel tape recorder. The recording rate was set
at the recorder speed of 4.76 cm/sec. The range of linearity of the tape recorder was
from 25 to 17000 Hz with a higher signal-to-noise ratio. A dual-channel oscilloscope
was used for displaying the real-time signal during the actual machining. Fig. 3.84
shows a block diagram of vibration signals collected using the recording system and

both the on-line and off-line signals processing.
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Following the recording of experimental data, the recorded signals are off-line

analyzed using a dual-channel NICOLET 660 Fast Fourier Transform (FFT) analyzer.

Power spectrum in (RMS), which determines the average power of a signal in
any specific frequency band, is among the several functions the analyzer can perform.
The analyzer can be employed as either a single or dual channel(s). For single mode, a
resolution of 800 points is available while in the dual mode only half of this is available
for each channel. Therefore, a slight difference in value of the same signal is expected
due to the difference of the pass band frequency. Although this difference, in most
cases, is negligible, all the quantitative calculations for the function values are assumed
to be performed using the dual mode unless it is otherwise stated. The analyzer has the
capacity to manipulate signals with frequencies from 1 Hz to 100kHz. The analyzer
has a cathode-ray tube CRT on which the spectrum, along with much other relevant
information, could be displayed. The analyzer uses the Fast Fourier Transform which
computes the spectrum more rapidly than the direct approach with discrete functions.
For a frequency function F(k),k = 0,1,2,...,N —1, to be calculated from the series of

time-domain function F(%), a Discrete Fourier Transform (DFT) is used in the form;

=2rK

N=N-1
F(I():% S F()e(TFE), K=0,1,2,...,N—1 (3.20)
N=0

For each value of N in F(K'), N multiplications of the form F(N )e(znfffr_x) are required,
and so, the total calculations of the full sequence F(K') requires N2 multiplications.

However, by using the Fast Fourier Transform (FFT), this number of multiplications is
reduced to the order of N lo_qz N,  The FFT works by partitioning the full sequence
F(K), K =0,1,2,...,N —1 into a number of shorter sequences. Instead of calculating
the DFT of the original sequence, only the DFTs of the shorter sequences are worked
out. The FFT then combines these together in an ingenious way to yield the full DFT
of F(K). Details of this procedure may be found in ref. [100]. An X-Y plotter was
connected in parallels to the analyzer to produce a hard copy of the output. Also, an

oscilloscope was used to display the real-time signal.

62



8J638WoJe1 800y Uo|iBJdg| A JEuozZ| <O 8yl pue Jed|jJdep ey| ¢¢ ¢ ) | n_




bBujssecoud s1oUBIS UOIIDUQIA BUIT-440 PUD BUIT-UQ pE'E B4

Jazhpuy

4977074

~ oo o

e — ©0o A'.f\

144 137001IN

2d0950171 |0SQ PUUDY)-OM]

AA|I.’

JepUooay odpl ©3395$0)

Ve

A%AY]
AAY)
il

e

e

]

1
|
!
!
!
|
!
1
|
1
!
]
i
|
1

sJ9 |4 i7duy ebupyy

_ SR

gl

SJ8jaWoJdo900yY

~

—EH

200 | d3Jop

/

o &)

Jagsuwownufg




3.3 Machine Used and Its Relevant Measurements

3.3.1 Machine Characteristics

A new (Feb 1983) Colchester Mascot 1600 centre-lathe, Fig. 3.35,

was used in the experimental work of this study. Following are the machine’s charac-

teristics:
o Height of the Centre over Bed 215 mm.
e Max Distance Between Centres 1500 mm.
e Spindle Diameter 76 mm.
e Motor Power 7.5 kW.
¢ Speed Range 20 — 1600 r.p.m in 16 steps.
o Feed Range 0.06 — 1.0 mm/rev. in 10 steps.

A four-independent direct jaws 405 mm diameter chuck was used to hold the
workpiece from one end, while a GMT live centre (rotating) was used on the tail-stock
to guide it from the other end. As explained before, the tool-post is replaced by the
dynamometer block, Fig. 3.35.

Prior to the experimental work, the motor belts were replaced by a new set, and the
machine’s accuracy was examined. An engineers precision level was used to check the
level accuracy in both longitudinal and transverse directions, and no deviations were

found. Also, no deviation was observed when a test was carried out to check the lathe

alignment.

3.3.2 Measurement of Cutting Parameters

The parameters which were measured and adjusted during the experiments are: feed;
speed; cutting time; depth of cut; and, chip thickness. The feed longitudinal motion,

and transverse displacement of depth of cut were measured by means of a digital read-
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out, using magnetic transducers. This has been already fitted to most of the machine

tools as a part of modernizing plan to improve their accuracy, Fig. 3.35.

Since the surface speed is the product of workpiece diameter and spindle speed,
a test was done to determine the accuracy of spindle rotation. Using a speed-meter
and a tachometer, it was found that the prescribed revolution values were correct only
when the machine was full-loaded. Otherwise, a certain increase in rotation speed of up
to 6% existed. Therefore, it was necessary to determine the actual value of rotational
speed.
A magnetic pick up was held against a sixty teeth gear mounted on the end of the
spindle, Fig. 3.36, so that when the spindle rotated, electronic pulses corresponding
to the number of passed teeth were given. Output was fed to an electronic counter,
Fig. 8.85, to read the occurrences of pulse per second which were the actual workpiece
revolutions.
The cutting time was measured by using an accurate stop-watch, while the chip thick-

ness was measured using an end-ball micrometer.

3.3.3 Workpiece Preparation

The workpiece material used in this study was an alloy steel En19. The chemical and

mechanical properties are as follows:

a) Chemical Composition ( Using Physical-Chemical Section Methods)

0.37 | 0.027 { 0.016 | 0.23 1.51 | 0.22 | £0.02

Cr Mn Nb Ti Al Cu

1.10 | 057 | £0.02| <0.02(0.03] 0.15
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b) Mechanical Properties

o Hardness 355HV.
¢ Tensile Stress 933 N/mm?.
e Young’s Modulus 2.05 x 10°N /mm?.

o Shear Stress 610 N/mm?.

Seven 200 mm diameter 600 mm length bars were employed in the various stages of
the experimental work. Prior to tests, the two faces of each bar were faced, chamferred,
centered, and then loaded between the machine centres. Fine cleaning cuts were made
until a smooth high quality surface was obtained. The final value of the workpiece di-
ameter, in conjunction with the reading from the speed counter, was used in computing
the surface speed of a specific test. Following the machining of each workpiece layer, a
cleaning cut was carried out to obtain the desired diameter.

The workpiece rigidity recommended by BS 5623 [59] was maintained by taking account
of the value of {11—0} workpiece length-diameter ratio, therefore, the minimum workpiece

diameter value used in this study was 60 mm.
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3.4 Tool Material and Tool Wear Measurement

The cutting tools used in this study was a multi-coated carbide inserts (Sandvik GC435

- Gamma Coated). The chemical compositions and the mechanical properties of such

inserts, as provided by Sandvik, are as follows:

Coating Layers Substrate by Wt% Hardness

Co | WC | TiC | (Ta,Na)C

lpm TiN
3um AlOs || 102 [84.0 | 1.9 3.9 1400 HV

5um TiC

Table 3.5 Chemical Compositions and Mechanical Properties of GC435 Inserts

This type of tool inserts is ideally for steel cutting mainly within ISO P35 area which
includes steel, steel casting, long chipping malleable iron and stainless steel. The mul-
tiple coating layers with the tough substrate give the insert a wide application area
especially when a higher productivity ( greater metal removal rates) is required. The
inserts were of the standard SPUN 12 03 12 with geometry as shown in Fig. 3.87.a.
A set of compatible spare parts, such as top clamp, allen key, shim, shim pin, and
chipbreaker were used to clamp the insert to the dynamometer. Each insert has four
cutting edges but only one edge per insert was used since a cutting temperature for a

specific cutting edge could affect the chemical properties and hardness of the others.

After each cut, the insert was taken away from the dynamometer in order to
measure the wear scars developed on the cutting edge. Before taking this measurement,

the cutting edge was carefully cleaned using kerosene to remove the sticking chips and
grease.

As shown in Fig. 8.87.b, the wear scars on the tool clearance face were measured
on three locations: the nose wear NW; the flank wear FW; and, the notch wear NCW.
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The extension of nose area is usually determined by the cutting edge radius. The notch
area determines the end of workpiece contact with the cutting edge. As indicated in
Fig. 3.37.b, wear scar was measured in the vertical plane which contains the cutting
edge.

A high precision SIP three-axis universal measuring optical microscope which has a
measuring accuracy of ten-thousandths of a millimetre was used to measure these wear
scars. To ensure that the wear level was read by the microscope accurately, a measuring
kit was used to hold the tool-insert during measurement, Fig. 3.88. As shown, the
angles were adjusted to simulate the insert geometry during cutting, 5° clearance angle
and 6° side rake angle, The protuberant at the bottom of the block was used to secure
it to the T-slots of the apparatus horizontal table. To ensure a permanent accurate
reference line, a reference insert was clamped beside the worn tool. The difference
between the measurement on the reference insert edge and the extent of wear level on

the worn tool gave the wear value.

Also, for accurate and easy detection of the wear level, an extra external light was

used.
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Chapter 4

REGRESSION ANALYSIS
AND MODEL BUILDING

TECHNIQUES
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4.1 Introduction and Foreword

The selection of proper machining parameters still basically depends on human expe-
rience in spite of the rapid developments in automation. Even though there are many
references to publications on the selection of appropriate cutting conditions, [101], and
on other sources of empirical data, it is not possible to achieve automatic selection of

the optimal cutting conditions.

A more efficient alternative to the human approach, for a wide variety of engi-
neering problems, is the mathematical model approach. This technique relates system
output (response) to the corresponding independent cutting parameters such as speed,
feed, and depth of cut. This approach is followed in this chapter and regression tech-
niques will always be used as statistical tool to predict the parameters of the mathe-
matical model. The main function of the regression model building technique is to find
the best equation which will have sufficient variables capable of providing an accurate

estimation of the response.

The selection of a consistent and reliable regression model depends very much
on: the nature of experimental data, either planned or randomly collected; the va-
lidity of various phenomenological and statistical assumptions; and, the capability of
distinguishing the best model from the wide range of possible alternatives using the
proper criteria. Even though the approach of mathematical modelling of the turning
operations has been investigated by many investigators [11,17,19,5¢,102-111], an anal-
ysis such that described here has not been reported so far. Both linear and non-linear
regression estimation procedures were used to formulate the responses of the rough-
turning operation. Both weighted and ordinary least-squares estimation procedures
have been used to take into account the possible superiority of certain observations
over the others. This resulted in different forms of linear and non-linear models of tool
wear; tool life; tool vibration; and, cutting force components. Most of these models

represent a simultaneous continuous record of tool operating life history with the cut-
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ting time as an extra parameter. Significance and adequacy of each model were checked

using sophisticated statistical tests and criteria.

In this chapter, a review is presented of theoretical techniques and applications of
regression analysis. Techniques are discussed for the design of laboratory experiments.
For convenience of presentation, a practical modelling example has been presented in
the theoretical analyses. This is to explain the sequence of the modelling strategy; and,

the logical steps which were followed in developing of most of models in this study.

The presentation of study of mathematical modelling of the turning operations

follows the sequence:

. postulating of the mathematical model;

o

2. design of experiments;

3. choice of cutting parameters;

4, conduct of experiments;

5. estimation of model parameters; and,

6. examination of model significance and adequacy.

4.2 Postulation of Mathematical Models

The actual structure of the functional relationship between cutting response and cutting
parameters is often unknown. The problem is to tentatively entertain an approximate
relationship for an unknown response function, and then, using specific criteria, to
check whether or not the assumed model is adequate. Generally, the problem can be

mathematically expressed as:

R = 8(Vi,Va, Va, Vi, e, Vo ); (4.1)
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where R is the cutting response; V’s are the independent variables. Friedeman [109],
among others, suggested that the relationship between tool life and cutting variables

-speed V, feed F, and depth of cut d - may take the form:
T =ao V' F*? g% (4.2)

This equation is sometimes called the extended Taylor’s equation. Generally, as pro-
posed by many investigators, the tentative relationship between the machining re-
sponses and the machining variables for turning operations may take the non-linear

form:
R=c¢c VP F™ d% (4.3)

where ¢, p, m, n are constants to be predicted from the regression analysis using the
experimental data. This form can be linearized using the logarithmic transformation

so that it takes the linearized form:
Y=0bo+b1l X1+b2X2+0b3 X3; (4.4)

where Y = InR; X1 =InV; X2 = In F; and X3 = Ind. Form (4.3) may take the

general non-linear multiplicative form:

2
R=c ['H 5?1] & (4.5)
o
where {7 are the natural machining variables, ¢ and 37 are the model parameters, p is
the number of the independent variables, and ¢ is a multiplicative random error. To
convert this non-linear model to the standard linear form, natural logarithms can be
taken:
p -
lnR=lnc+Zﬂj Inéj + Ine¢; (4.6)
=1
which can be rewritten in the original form as:
P
Y=p0+> Bi Xj+eg; (4.7)
i=1
where Y = InR, fo = ln¢, Xj = In¢j, and ¢ = lne. This equation is a linear

polynomial of the first order, and multiple linear regression can be applied to estimate
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the model parameters 8o and 3;’s using the experimental data. Based on the estimated
parameters, this equation can be written in the general predictive form as:
P
Yi=bo+ ) bj Xij+e  i=1,2,..,n (4.8)
j=1
In terms of the natural variables, the prediction Eq. (4.8) becomes,
P
(InR)est. = bo + »_ bj Xij; i=1,2,...,n; (4.9)
i=1
where bo and bj are the estimated model parameters, (In R;)cst. is the predicted response
value, and n is the total number of data points. Although the model (4.7) can be fitted
satisfactorily to many combinations of operations and work materials, experience [18 &
112] indicates that there is still a large number of machining cases where a model of the
type described is not satisfactory because the data clearly shows the existence of non-
linearities which cannot be ignored. Therefore, it is necessary to introduce models which
take care of slight non-linearities. Therefore, Second-order and interaction terms were
introduced by Colding [18] and Wu [112]. In his work to formulate cutting temperature
as a function of cutting parameters, Wu [112] found that the first order model had some
drawbacks, especially at higher temperature values, so that he used, what he called,
a more comprehensive second-order model. He suggested that his first-order model

presented in [19] could be extended to take the form:

Y = bo+bl X1+b2X2+53 X3+5b11 X1%2+ 522 X2% + 533 X 32

+ 512 X1X2+b13 X1X3 + 523 X2X3 +¢; (4.10)

where X12, X22, X 32 are the quadratic effects of the three main cutting variables, and
X1X2, X1X3, X2X3 represent their interaction effects. This second-order model may

take the general form:

14 P p
Yi=bo+ Y bj Xij+ Y ) bjk Xik+e;; i=1,2,..,n. (4.11)

j=1 J=1k>3
The general second-order prediction equation expressed in terms of the natural variables

is given by:

r P p
(nRi)est. = bo+ Y _bj Ingij+ Y Y bjk Inéijlngik;  i=1,2,..,n. (4.12)

i=1 i=1k>j
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All of the parameters of this second-order equation can also be estimated using multiple
regression analysis. No prior statistical knowledge about the data is required to estimate
the model parameters. However, to examine the adequacy of the developed model, there

are some assumptions to be satisfied. These are:

1. the independent variables are errorless, that is, V(£i5) = 0;

2. the random errors £ are additive, that is, Y = (¥i)est. + &i}

3. the errors have zero mean and a constant variance, that is, E(e;) = 0, V(&) = o?;
4. the errors are uncorrelated, that is, cov(ei,e;) = 0 for ¢ # j; and,

5. the errors have normal distribution, that is, &; ~ N(0,0?).

The logarithmic linear transformation is necessary in the linear regression technique
since it is impossible to use this technique to estimate model parameters in a non-
linear form. A logarithmic transformed model of any order is still defined as a linear

model since the transformation affects only the variables of the model.

In contrast to linear estimation, non-linear one does not require a specific model
structure and no restriction is imposed on the number of variables or the relative
relations among them. In non-linear estimation, the model parameters are dealt with
in their natural forms. Equivalent statistical criteria, to those used in linear estimation,
are developed and used to examine the significance and adequacy of the developed non-

linear models.

4.3 Design of Experiments

To obtain an experimental data base which can be used to build mathematical models
which have statistical significance over a specified domain, it is necessary to design

the experiments accordingly. The data from carefully designed experiments are always
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well conditioned and no serious problems exist when they are analyzed. As stated
by Balakrishnan [113], the unplanned or happenstance data arising from non-designed
experiments might not have the desired properties needed for regression analysis, and

hence cause ambiguities during model building.

There are many methods for design of experiments [114] such as factorial design,
fractional factorial design, central composite design, and non-central composite design.
The central composite design CCD is the most appropriate to the purpose of metal
cutting modelling, and therefore, it was used in this study to design the experiments.
Central composite design has been initially proposed by BOX [115]. For three inde-
pendent variables, the complete CCD consists of twenty-four tests in four blocks, each
block containing six tests. The CCD is diagrammatically shown in Fig. 4.1. To build
a first-order model, only the first two blocks can be used. These blocks represent the
conventional 23 factorial design located at the vertex of a cube with an added centre
point repeated four times to determine the experimental error. The design of the first
twelve tests provides three levels for each variable. For convenience, these levels are
denoted to as high, medium, and low, Table 4.1.

To make a design for a second-order model, the twelve experiments are extended to
18 or 24 tests. To develop a design for an 18 tests, six experiments are added. These
additional tests are called the augmented points, and may be referred to as highest and
lowest. Whenever increased precision is required, a 24-tests design can be developed

sequentially by repeating the last six augmented tests.

4.4 Selection of Cutting Parameters Levels and Condi-

tions

The ranges of cutting speeds and feeds used in this study were selected so as to conform
reasonably well with actual production roughing machining operations. Also, the choice

was made considering the capacity of the lathe and its limiting conditions. The selected
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Parameter || Speed | Feed | D.O.C ||

Level %) () (d)
m/min. mm

Lowest 50 0.06 1.50

Low 72 0.12 2.00

Medium 104 0.20 2.25

High 145 0.30 | 2.50

Highest 206 0.60 | 3.00

Table 4.1 Different Levels of Cutting Parameters

ranges are given Table 4.1. In order to obtain adequately spaced points, a geometrical
series with an exponent of 1.4 was used to determine the speed levels. The actual values
of cutting parameters for the entire CCD are listed in Table 4. . The feed levels selected
combined the characteristics of being large enough to accelerate tool wear, but being
small enough to prevent chatter. Choice of maximum feedrate was arranged to satisfy
the BS 5623 [ ] recommendations not to exceed 80% of the tool-tip corner radius.

The depth of cut was determined to satisfy many requirements. Larger values of depth
of cut when combined with higher speed levels cause chatter to occur. Since it was
thought that it had the least effect on the turning responses, values of depth of cut
were selected to preserve the workpiece materials. A minimum value was selected not to
be less than tool-tip corner radius, since a smaller depth of cut may make measurement

of tool wear more difficult and less accurate.

4.5 Conducting the Experiments

Each test in Table 4.2 consists of a number of sub-tests. Each sub-test lasted for about
two minutes per cut. The test duration was terminated by either tool catastrophic
failure or reaching a certain level of wear land ( at least 0.3 mm) on any location of the
clearance face, the nose, the flank, or the notch.

The trials and their sub-tests were carried out randomly as described by the sequence
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Test | Cutting Speed | Feed D.O.C | Tool Life
No. | m/min. mm/rev. | mm min.
1 |72 [72.35] 0.12 2.00 119.0
2 | 145 [144.67) 0.30 2.00 13.00
3 | 145 [145.89) 0.12 2.50 20.00
4 |72 [71.97] 0.30 2.50 30.00
5 | 104 [104.51] 0.20 2.25 36.00
6 | 104 [104.72] 0.20 2.25 65.00
7 | 145 [148.22] 0.12 2.00 37.00
8 |72 [72.69] 0.30 2.00 79.00
9 |72 [12.32] 0.12 2.50 79.00
10 | 145 [144.72) 0.30 2.50 7.000
11 | 104 [103.67) 0.20 2.25 50.00
12 | 104 [103.06] 0.20 2.25 35.00
13 | 206 [206.94] 0.20 2.25 4.000
14 |50 [50.04] 0.20 2.25 140.0
15 | 104 [101.71] 0.60 2.25 9.000
16 | 104 [104.15] 0.06 2.25 96.00
17 | 104 [104.66] 0.20 3.00 24.00
18 | 104 [102.67) 0.20 1.50 55.00
19 | 206 [206.85] 0.20 2.25 4.500
20 | 50 [50.36] 0.20 2.25 119.0
21 | 104 [103.55] 0.60 2.25 8.000
22 | 104 [104.80] 0.06 2.25 65.00
23 | 104 [103.75] 0.20 3.00 31.00
24 | 104 [103.40] 0.20 1.50 48.00

Table 4.2 The Central Composite Design and Tool Life Values
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number in Appendix A. The first twelve tests (the first and second blocks of CCD) were
first completed followed by the third block, and finally the fourth block was performed.
The experiments were performed without using cutting fluids. This is to simulate
industrial practice. This was recommended by Sandvick tool manufactrur when the
inserts were supplied.

A chip-breaker was used to prevent long chips from wrapping around the workpiece
which ruin the surface produced and disturb the whole operation.

For each sub-test, simultaneous records were obtained of vertical force component F;,,
feed component Fy, radial component F,, tool vibration acceleration in horizontal direc-
tion A;, and tool vibration acceleration in vertical direction A,. Following machining

in each sub-test, the measurement of tool wear was performed as previously described

in section 3.4.

4.6 Multiple Linear Regression Technique

4.6.1 Linear Least-Squares Estimation Procedure

In multiple linear regression analysis, a linear model is developed that summarizes the
relationship between a dependent variable and a set of independent variables. The co-
efficients for the independent variables are computed by least-squares procedure so that
the sum of squared differences between the observed and predicted values of the depen-
dent variable based on the model is as small as possible. For instance, a simple case
can be expressed as shown in Fig. 4.2 where a single independent variable is involved
in the estimation procedure. The regression line (Y )est. = Bo + Bl X represents the
predicted values of the response Y. Consider two points of the data used in estimating
the coefficients Bo and B1 these are (X;,Y;) and (X, Y%). The least-squares technique
is designed to estimate the coefficients so as that to minimizes the error components
[Y; = (Yi)est.] and, [V — (Y& )est.]. However, since absolute values of the errors may lead

to mathematical difficulties, a better least-squares method defines the line in such a
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way that 35[Y — Yest.]? has the smallest value.

Generally, the linear forms (4.8) and (4.11) may be converted to the matrix form:
[Y]=[X][B] + [e]; (4.13)

where Yis an (n X 1) vector of the n data observations, X is an (n X p) matrix of the
levels of the p independent variables, B is a (p X 1) vector of regression coefficients, and
¢ is an (n x 1) vector of random error.

For this arrangement, the least-squares estimator of B takes the form:
Beo. = (X'X) 7' X'Y; (4.14)

where Bey. is the (px 1) of the parameter estimates, X' is the transpose of X, (X'X)™!
is the inverse of (X’X), and Y is the matrix of measured response on a logarithmic

scale. Details about least-squares estimation procedure are found in ref. [116].

The total observed variability in dependent variable is subdivided into two com-
ponents: that is attributed to the regression analysis and, that which is not. For point

(X:,Y;) in Fig. 4.2, the distance from Y; to ¥pnean can be subdivided into:
Yi - Ymean = [K - (Yi)est.] + [(K)est. - Ymean]- (4~15)

The distance from Y; to (¥;)est. is zero if the regression line passes through the point
itself. It is called the residual from the regression. The second component [(¥;)est. —
Yinean) is the distance from the regression line to the mean of the Y’s. This distance
is explained as the improvement in the estimate of the dependent variable achieved by
the regression. It can be shown that:
n n n
D (¥ = Ymean)” = DY = (Yidest]? + D (¥i)eat. = Yimean]™ (4.16)
i=1 i=1 i=1
The first quantity is called the total sum of squares SST, the second is the residuals
sum of squares SSE, and the third is the regression sum of squares SSR.
The effectiveness of regression model depends on the relationship between these three

components. A commonly used measure of the quality of fit of a linear model is RZ,
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sometimes called the coeflicient of determination or, R Square, and can be expressed

as:

2 _ -_ = —_———

This coefficient of determination indicates how much of the total variation in Y has
been explained by the linear relationship between X and Y. As can be seen from Eq.
(4.17), the greater R2, the better or more accurate and significant. the model will be.
Another criterion used to determine the effectiveness of the model and the significance

of the independent variables is the F-ratio. This ratio takes the form:

Regression Mean Squares  Msp (4.18)
Error Mean Squares ~ Mgy’ )

F — ratio =

The mean squares for each entry is the sum of squares divided by its number of degrees
of freedom DF. This number of degrees of freedom indicates how many independent
pieces of information involving the n observations are required to compile the sum of
squares.

If the regression assumptions are met, the ratio of the mean squares regression to
the mean square residuals is distributed as an F-statistic with p and n-p-1 degrees of
freedom. The F-ratio is equivalent to the value of t-statistic of the coefficients of the
variables allowed in the model, since the F-statistic and the t-statistic are connected

through the relation F' = ¢2. The t-statistic of the coefficient defined as the ratio of the

coefficient to its standard deviation.

4.6.2 Model Building Techniques

Model building algorithms should be capable of selecting the best subset of variables
for a given data set from the original variables. There are many techniques to select
the suitable subsets of variables. All these techniques select the best set of variables
to be included in the final equation and provide the appropriate statistical parameters
and residuals analysis. In the commercial statistical computer package SPSSX [117],
there are many regression techniques such as Forward Selection, Backward Elimina-

tion, Stepwise , Enter, and Remove procedures. Among these, the most practical and
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well-known are the Forward selection, Backward Elimination, and Stepwise regression

techniques.

Forward Selection starts with no variables in the equation. The first variable
to enter into equation is the one with the largest correlation (or the smallest sum of
squares of error SSE with the dependent variable. The significance of the variable is
checked by its F-statistic or t-statistic. If the first variable selected for entry meets
the criteria, forward selection continues; otherwise, the procedure terminates with no
variables in the equation. Once a variable is entered, the partial correlation between the
dependent variable and each of the independent variables not included in the equation
are examined. This procedure is repeated until no variables qualify for entry or all the
independent variables have been entered.

The most widely used criterion for assessing whether the reduction of SSE is sufficiently
small to terminate the Forward Selection process is an F-statistic. At the first stage,
the F-statistic is calculated as in form (4. ). At subsequent stages, the F-statistic is
slightly modified to Fj = (SSEj-1 — SSE;)/Msg;, where Mgg; are the mean square
residuals of the step j. Therefore, the number of variables in the final equation is
completely dependent on the value of F;. This criterion is called F-change and in the
case of Forward Selection is called F-to-enter (FIN). Both from statistical and practical

points of view, the significance of the t-statistic for all of the coefficients in the model

should be high.

Backward Elimination procedure, in contrast to Forward Selection method, be-
gins with all variables in the prediction equation. The variables are then eliminated
one at a time until either all the variables have been excluded or some selected criterion
is satisfied. A partial F-test for each predictor variable is calculated as though it was
the last variable to enter the regression equation. At stage one, the predictor variable
is discarded that, when eliminated, yields the smallest SSE for the remaining variables.
It is noted that the predictor variable, that corresponds to the smallest SSE, is the
one with the smallest t-statistic. At subsequent stages, the predictor variable that is a

candidate for removal from the equation is that which has the smallest ¢-statistic, and

80



its F-test is smaller than the specified F-to-remove (FOUT) value. FOUT is calculated
as: Fj = (SSEj41 — SSE;)/Msg, where Mg is the error mean squares of the full

prediction equation.

Stepwise Regression procedure is a method that combines the Forward Selection
and the Backward Elimination approaches. It is essentially a forward selection pro-
cedure but, at each step of the process, the predictor variables in the chosen subset
are re-examined for possible deletion in a manner similar to that used in the backward
elimination method. Hence, after each variable is added, consideration is given to dis-
card one of the previously accepted variables. At each step of the Stepwise technique,
a predictor variable is added to the prediction equation, as in the forward selection, as
it is the largest one calculated and exceeds FIN. Next, each predictor variable already
chosen is reconsidered and eliminated from the selected subset, as in the backward
elimination, if its F-statistic is smaller than the specified FOUT. The next step is to
consider for entry the variables not included in the equation, followed by the examina-
tion for removal of the variables included in the equation. Variables are removed until
none remain that meet the removal criterion. To prevent the same variable from being
repeatedly entered and removed, FIN must be greater than FOUT. Variable selection

terminates when no more variables meet the entry and removal criteria.

Throughout the rest of this chapter a numerical example is introduced to explain
and interprete the aspects under investigation. This represents the steps which should
be followed to build a tool life model. The term of tool life T, used here as a dependent
variable (response), was considered as the time taken to reach a certain level of average
wear AW. The average flank wear was considered as the mean value of the three wear
readings, nose, flank, and notch. A criterion average wear value of 0.25 mm was used
to determine the corresponding value of cutting time from the experimental wear-time

curve, The observed tool life values for different observations are listed in Table 4.2.

Each of the model building techniques, Forward selection, Backward Elimination,

and Stepwise Regression was used in turn to estimate the model parameters for both the
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First-Order Model Second-Order Model
[12-Tests] [24-Tests]
Forward | Backward | Stepwise || Forward | Backward | Stepwise
bo 13.95 13.9 13.95 .14 9.99 774
b -2.06 -2.06 -2.06 7.33 8.14 7.33
b2 -0.92 -0.92 -0.92 - - -
b3 -2.86 -2.86 - - -
b1l ; ; . 112 -1.21 -1.12
b22 ; - - -0.36 -0.39 -0.36
b33 - - - - -0.85 -
b12 - - - -0.46 -0.49 -0.46
b13 - - - - - -
b23 - - - - - -
R? 0.89 0.89 0.89 0.96 0.96 0.96
F-ratio 21.2 21.2 21.2 84.3 93.4 84.3
SE 0.317 0.317 0.317 0.24 0.228 0.240

Table 4.3 Model Parameters and Statistical Characteristics of Tool Life Model

first and second-order models using different sets of data points. Table 4.8 summarizes
the results from these procedures.

For a first-order model of the form (4.4), the first block of data trials 1-6 was first
used. Low correlation factor of 0.53 and high standard error of 0.61 indicated that
the six tests were insufficient to build a significant and adequate first order model.
Therefore, the second block of data was added and the procedure was repeated. A
considerable improvement in the model statistics was achieved with all of the three
coefficients included into the final equation, Table. 4.3. When a second-order model
was built using different sizes of data sets, it was evident that the model using full CCD

of 24-tests was better than the model with only 18-tests (blocks 1,2, and 3).

It is evident from the results given in Table 4.3 that the best model selected by the
various model building techniques for a given set of data is not always the same. The
behaviour of the Forward Selection and Stepwise techniques seems to be the same. This
is to be expected since the Stepwise procedure uses the Forward Selection technique
for entering the variables as already discussed. One disadvantage with the Forward

Selection technique is that a variable once entered into the model is never removed,
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even though the t-statistic of its coefficient becomes unacceptable after entering another
variables. The Stepwise procedure seems to be superior to Forward Selection since it
is capable of removing non-significant variables from the model before entering any
new variables. Thus, the choice for the best technique has been confined to only the
Backward Elimination and the Stepwise techniques. Examination of the results given
in Table 4.8 indicates that the Backward Elimination technique seems to be superior to
the Stepwise procedure since it produces higher values of correlation factor and lower
values of standard error.

Balakrishnan [113] and Draper and Smith [118] agreed with the fact that only Stepwise
Regression and Backward Elimination techniques were of more practical importance.

Based on this fact, only these two techniques were recommended for use in this study.
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Block Trial Number
1 1,2,3,4,5,6
2 7,8,9,10,11,12
3 13,14,15,16,17,18
4 18,20,21,22,23,24

Fig. 4.1 Central Composite Design Of Experiments

Ef‘f‘o"':[Y'l - (Yi )est;

Y (Dependent Variabie)

Error =[yk - (ye est.J

Xy, Y

=

X (Independent Variable)

Fig. 4.2 Variables Used in the Least-Squares Procedure



Multiple R .94253

R Square .888386
Adjusted R Square .84650
Standard Error .31732
Analysis of Variance (ANOVA)

DF Sum of Squares Mean Square
Regression 3 6.41024 2.13675
Residual 8 .80554 .10069

F = 21.22038

Table 4.4 Correlation Factor and ANOVA Table for the First-Order Linearized Tool Life
Model

4.7 Examination of the Model Significance

The quality of fit of a linear (or linearized) model is often measured by its correlation
factor R? and standard error SE. Table 4.4 is an actual output from SPSSX package

for the first-order tool life model using twelve tests using Stepwise technique.

4.7.1 Correlation Factor R?

A commonly used measure of the quality of fit of the model is the correlation factor
R? as given by Eq. (4.17). In the current example of first-order tool life model, the
correlation factor is 0.89 or 89%, R Square in Table 4.4, which is fairly high suggests a
good linear correlation between the independent variable (tool life) and the independent
variables (speed, feed, and depth of cut).

Since the number of data points governs the number of degrees of freedom on which the
correlation factor is based, a misleading correlation factor may result when too many
data points are used in the analysis. To cope with this, an adjusted correlation factor

AdjR? is introduced to maintain the relative ratio between the number of data points
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and the number of the regressors in the final regression equation.

p(1- R (4.19)

AdjR® = R? — ;
n—p—1

where n is the number of data points, and p is the number of predictors in the final

model. Here the value of AdjR? of 0.84 is considered to be fairly high.

4,7.2 Standard Error of the Estimates SE

Another criterion used to examine the quality of fit is the value of the standard error

of estimates SE, labelled Standard Error in Table 4.4. This is given by:

SE - \/ ST = BestP _ e (4.20)

n—p-—1

In the example under investigation, the value of SE is 0.31732, Table 4.4. This is a
large value considering it is on a logarithmic scale. However, the confidence intervals
of the response in its natural form (tool life) should be analyzed to study the effect of

this higher standard error value on the predictive capability of the model.

4.7.3 Confidence Intervals of the Estimates

Due to the existence of the experimental error, the predicted response is subject to some
uncertainty. Hence, it is necessary to indicate the precision of the estimated response.

Such an indication is achieved by calculating the confidence intervals of the predicted

values which is given by:

[(Yi)est. * {pF1-a/2) \/ V[(Yi)est.]] H (4.21)

where (Y;)cst. is the estimated response on a logarithmic scale for trial i, ¢ is the t-
statistic, DF is the number of degrees of freedom used to estimate the residuals vari-
ance §? (residuals mean squares Msg, a is the significance level, and V[(Y;)est.] is the

variance of the predicted value. The values of both Mgg and its degrees of freedom
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Trial | Observed | Predicted | Error | 95% Confidence
No. Life Life Interval
(min.) (min.) (min.) [ Lower | Upper
1 119.00 163.05 -44.05 | 78.44 | 338.93
2 13.00 16.64 -3.64 8.00 34.58
3 20.00 20.32 -.32 9.78 42.25
4 30.00 37.21 -7.21 | 17.90 | 77.35
5 36.00 34.76 1.24 16.72 72.25
6 65.00 34.76 30.24 | 16.72 72.25
7 37.00 38.49 -1.49 | 18.52 | 80.01
8 79.00 70.48 8.52 | 33.90 | 146.50
9 79.00 86.09 -7.09 41.41 178.95
10 7.00 8.78 -1.78 4.23 18.26
11 50.00 34.76 15.24 16.72 72.25
12 35.00 34.76 .24 16.72 72.25

Table 4.5 The 95% Confidence Interval of The First-Order Tool Life Model

are shown in the ANalysis Of VAriance table ANOVA, Table 4.4. From the statisti-
cal tables, the t-statistic at 95% confidence interval with eight degrees of freedom (8,

1,0.05/2) is 2.306. The resulting model takes the form:

Y =13.95 - 2.058 X1 - 0.915 X2 — 2.862 X3,

and the model in its natural form is given by:

(InT})est. = 13.95—2.058 In V — 0.915 In ' — 2.862 Ind. (4.22)
Therefore, the 95% confidence interval of the response estimates can be expressed as:

[(In 7:)er. + 2.306/0.10069] .

Table 4.5 shows the 95% confidence interval of the response after transformation back
to its natural form (tool life). It is clear that the 95% intervals are too wide. This
degrades the model predictive capability when it is used to estimate tool life values in
the practical situations. This indicated that a first-order model is not good enough to
fit the tool life data. Therefore, the second-order form was thought to achieve a better
prediction capability.

As shown in Table 4.8, the best second-order model was obtained the backward elimi-

nation technique was used. This model has the predictive form:
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(InY:)esr. = —9.999+8.137 lnV —1.213 [ln V]? — 0.391 [In F)?

- 0.845[Ind]*—0.487 InV In F. (4.23)

Higher correlation factor and lower standard error were obtained, Table 4.3. Also, the
mean squares error is only 0.05206 with 18 degrees of freedom. From statistical tables
at (18,1,0.05/2), the t-statistic is 2.101. According to Eq. (4.21), the 95% confidence

interval equation in this case takes the form:
[0 T)esr. & 2.101v/0.05206] .

This confidence region is more compact than that for the first-order model. This
suggests that, up to this point, there is nothing against the significance of the second-
order model, and the examination procedures should be continue to check up other

aspects such as lack-of-fit, and residual analysis.

474 Pure Error and Lack-Of-Fit

One of the methods used to confirm the significance of a model is the lack-of-fit test.
This test indicates how much of the total error is due to experimental procedure and

how much is due to the fitting procedure.

Lack-of-fit uses repeated experimental tests to obtain an estimate of the true
variance of the estimates o2. Such an estimate is said to represent the pure error
because, if the setting of X is identical for two observations, only the random variation
can influence the results and provides differences between them. For this reason it was

employed when designing experiments to make repeated observations.

As indicated by Eq. (4.16), the total sum of squares SST consists of the residual
sum of squares SSE and the regression sum of squares SSR. The residuals sum of squares
can further be divided into the pure error sum of squares SSP and the lack-of-fit sum

of squares. The pure error sum of squares SSP from the X1 reading is given by [118]:

nl nl
Z(),l“ - Ynzletl.nl)2 = Z yv1214 —-nl Yrﬁeanl; (424)
u=1 u=1
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| Source DF Sum of Squares Mean Squares F-ratio |

Total 23 25.3

Regression 5 24.2 4.87

Residual 18 0.94 0.052=02 93.62
Pure Error 9 0.398 0.044=SE* 1.355
Lack-Of-Fit 9 0.539 0.060=Mgsg,

Table 4.6 The ANOVA Table Showing Lack-of-Fit Test

where n1 is the number of repeating observations, and Ymean1 = (Y11 + Y12 + ...... +
Yin1)/nl. This sum of squares has (n1-1) degrees of freedom. Since this test is not
provided by SPSSX, a computation procedure is introduced to compute the pure error
sum of squares of the developed second-order model. According to the CCD design,
the observation at the centre of the cube was repeated four times (trials 5, 6, 11, 12),
Table 4.2, and each of the augmented tests was repeated twice. The pure error sum of

squares of the central observations may be computed according to Eq. 4.24 as:
85P1=(Ys)" + (Y6)* + (Yir)* + (Y12)” — 4[(¥s + Y& + Ya1 + Y12)/4] = 0.2549;

with three degrees of freedom. Also, the pure error sum of squares due to augmented

tests may be computed as:

§8P2=1/2[(Y13 - Y19)? + (Y14 — Y20)? + (Y15 — Y21)?
+(Y16 — Y22)? + (Ya7 — Ya3)? + (Yis — Y24)?] = 0.14315;

with six degrees of freedom.

The total pure error sum of squares is SSP1+SSP2=0.3905 with nine degrees of freedom.
The ANOVA table may be rearranged to include the information about lack-of-fit test
as shown in Table 4.6. The F —ratio (Msr/SE?) is 1.355 which is not significant since
the F-value from the statistical tables at (9,9 ,0.05) is 3.18. Thus, on the basis of this
test, there is no reason to doubt the model significance. This means that the hypothesis
that the model is incorrect is rejected and S2? = 0.052 can be used as an estimate of o2,

which is used to determine the confidence intervals of the estimates. However, since
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the new approach of time-variant response is introduced in this study, it is hard to find
real identical replicates (repeated observations). The cutting time as an independent
variable is a floating parameter and moreover, the wear level as an independent variable
is an uncontrollable parameter and cannot be classified in planned levels. To examine
the lack-of-fit in such situations, Daniel and Wood [119] have suggested a method for
measuring pure error in those cases where there are no exact repeated points. The
procedure searches for points in the X-space that are near neighbours, that is, sets of
observations that have been taken with nearly identical levels of X1, X2,...,Xk. The
responses Y; from such near neighbours can be considered as repeat points and used to
obtain an estimate of pure error. As a measure of the distance between any two points
Xi1,X42,...,Xik and Xi'1, X¢'2,...,X 'k, Daniel proposed the following weighted sum

of squared distance

k . .. o N2
DY = Z [ﬂ]est.(x’z - X3 _7)] . (4.25)

i=1

Pairs of points that have small values of D2, are near neighbours; that is, they are
relatively close together in X-space. The residuals of two points with a small value of
that distance can be used to obtain an estimate of pure error.

Since it is not provided by SPSSX, an efficient computer algorithm was developed
using FORTRAN 77, and used to compute the pure error. The data were arranged in
increasing order of predicted values, then, the value of D?.’s were computed for all the
resulting twenty-three points with adjacent values of Y.,¢.. This operation was repeated
for the pairs of points separated by 1, 2, and 3 of Y, values. This produced 80 values
of D%,. The results of a sample computation are shown in Table 4.7. Values of Dz,
were arranged in ascended order, together with the values of the resulting standard

error which was computed as proposed by Daniel using the equation:

Oest. = O.rsnﬁuzl Eu- (4.26)
The m values of residuals used in calculating the standard deviation was determined
after inspecting the values of D?;. The values of ¢, which lead to large value of D7,
should not included in the calculation since they do not belong to near neighbour.

Thus, as shown in Table 4.7, the standard deviation of the pure error is found to be
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Iteration | SE Of Pure Dj; Error
No. Error &

1 0.292380 | 0.000000E+00 0.330000

2 0.155050 | 0.000000E+00 ( 2.000046E-02
3 0.180153 | 0.000000E+00 0.260000

4 0.170555 | 0.000000E-+00 0.160000

5 0.161252 | 0.000000E+00 0.140000
6

7

8

9

0.221500 | 0.000000E+00 0.590000
0.267066 | 0.000000E+00 0.610000
0.272445 | 0.000000E+00 0.350000
0.266784 | 0.000000E+00 0.250000

10 0.249852 | 0.000000E+00 0.110000
11 0.236804 | 0.000000E4-00 0.120000
12 0.239647 9.254554E-02 0.306787
13 0.230244 0.178521 0.132518
14 0.250663 0.178521 0.582518
15 0.234394 0.178521 7.482528E-03
16 0.238283 0.216011 0.334770
17 0.238089 0.216011 0.265230
18 0.225612 0.216011 1.523018E-02
19 0.230006 33.8517 0.348868

Table 4.7 Pure Error Estimation from “Near Neighbours”

0.226 for iteration no. 18. This value is very close to the standard error of the model
from regression analysis, Table 4.3. This suggests that there is no lack-of-fit of the

second-order model. However, the residuals analysis, as a standard procedures, should

be performed.

4.8 Examination of Model Adequacy

In regression analysis, the true error ¢; are assumed to be independent normal values
with zero mean and a constant variance of o2. If the model is appropriate for the data,
the observed residual ¢;, which are estimates of the true errors ¢;, should have similar

characteristics. Therefore, it is necessary to investigate if the assumptions are violated.

The relative magnitudes of residuals are easier to judge when they are divided

by estimates of their standard deviation. The resulting standardized residuals ZRESID

90



are expressed in standard deviation units above or below the mean. For example,
the fact that the maximum positive residual in the second-order tool life model under
investigation is 0.47 provides little information. If its standardized value £/5 = 2.06 is
known, it may be understood not only that the predicted value is less than the observed
one, but also that the observed value is 2.06 units, of the standard deviation, apart from
the regression line. While standardized residual ZRESID involves a constant standard
deviation for the entire set of observations, the studentized residual SRESID is the true
residual ¢ divided by an estimate of its standard deviation that varies from point to
point, depending on the distance of X’s from the mean Xean-

Fig. 4.8 is an output from SPSSX to indicate the residuals history for each data
points, together with the corresponding observed values, predicted value PRED, true
residual RESID, standardized residual ZRESID, studentized residual SRESID, adjusted
predicted value Adj PRED, deleted residual value DRESID, Mahalanobis’s distance
MAHAL, and Cook’s distance COOK D. The scatterplot on the left is called “casewise
plot ”, where its horizontal axis represents the value of standardized residual ZRESID
for each of the data points which are represented by the vertical axis. In the following
section a description is presented to explain how the residuals and their functions can

be used to examine the adequacy of a linear regression model.

4.8.1 Examination of Model Linearity

In SPSSX the model linearity is checked by plotting the residuals, or one of their
entries, against the observed Y or the predicted PRED values. If the assumption of
model linearity is met, there should no relationship with the residuals. The residuals
should be randomly distributed in a horizontal band around its zero mean. The width
of the residuals band is a good indication of the model accuracy and quality of fit.
The narrower the band, the more accurate the model will be. Fig. 4.4 shows the
scatterplot to indicate whether a relationship exists between the standardized residual
ZRESID, in the vertical axis, and the predicted values from the resulting regression

model Yest. ( PRED as it is called in SPSSX package). The residual band is almost
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Fig. 4.3 Casewise Plot and Residuals Analysis for the Second-Order Tool Life Model
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horizontal around the zero mean revealing nothing against the assumption of model
linearity. As indicated by the location of individual residuals in Fig. 4.4, twenty-two
residuals elements are between +1 unit of the standard error, while the other two are
between 12 units. The point of maximum positive error is attributed trial no. 6 in the
CCD design. This centred point was repeated four times (Trials 5,6,11, and 12). The
high error value was a result of the fact that its observed value was 65 minutes tool
life, while for the other three observations it was between 35 and 50 minutes, Table 4.3.
However, this error was attributed to the experimental error (pure error) rather than
to lack-of-fit as explained earlier. The maximum negative residual belong to trial no.
4 in the CCD design. The observed tool life for this test was only 35 minutes while
it was 79 for similar conditions (trial no. 8). This was due to the early chipping of
the tool edge, which had been treated as gradual wear during measurement. From this
discussion, the residuals distribution can be considered as a horizontal band of two unit
of standard deviation and this is considered satisfactorily low. However, Draper [118]
suggested some solutions when the linearity assumption is violated. The possible plots
of residuals may take one or more of the patterns shown in Fig. 4.5. For case (a), the
variance is not constant but increases with time, implying that a weighted least-squares
analysis should have been used. For case (b), a linear term in time should have been

included in the model. In case (c), linear and quadratic terms in time should have been

included in the model.

4.8.2 Examination of the Residuals Independency

The error components ¢; are assumed to be uncorrelated random variables. The varia-
tion in the accuracy of the measuring apparatus; in measuring skills; and, in experience
over time, may affect the residuals. Variables that exhibit correlation over time are
referred to as autocorrelated.

The occurrence of positively correlated errors has several potentially consequences. The
ordinary least-squares estimates of the parameters are affected in such a way that they

no longer have minimum variance. Furthermore, the mean squares error Msg may
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underestimate the variance. Also, confidence intervals and other tests of hypothesis,
which are developed assuming uncorrelated errors, are not valid if autocorrelation is

present. One way to determine the error autocorrelation is by using the Durbin-Watson

test as given by:

D= E?=ZZ[:‘?=:§“]2. (4.27)

This is a test to detect any time effect of sequential correlation of adjacent error terms.

The differences between successive residuals tend to be small when terms are positively
correlated and large when error terms are negatively correlated. For a suitable value
of significance level a, the critical values Dupper and Djower are obtained from tables of
D-statistic [120] according to the sample size and the number of the estimators included
in the final model. If D > Dypper, the model is accepted; but if D < Djoyer, the model
is rejected. If Dipwer > D < Dypper, the test is inconclusive, and the implementation is
that more data must be collected.

For the second-order tool life model under investigation, Eq. (4.23), the computed
Durbin-Watson value is 1.89 which is larger than Dupper value of 1.77 from statistical
tables at (0.025,5,24). Therefore, the hypothesis is rejected that the error are correlated

or the residuals are autocorrelated.

4.8.3 Examination of the Residuals Normality

One of the assumption when the model is tentatively entertained is that the residu-
als are random variables with normal distribution variables. The SPSSX regression
package investigates the residuals normality in two ways. The first is to construct a
histogram of the residuals. Fig. 4.6.b indicates histogram of the tool life model. This
contains a tally of the observed number of residuals (labelled N) in each interval and
the number expected in the normal distribution with the same mean and variance as
the residuals EXP N. A histogram of expected N’s is superimposed on that of the
observed N’s. Expected frequencies are indicated by a period. When observed and

expected frequencies overlap, a colon is displayed. Through examining this histogram,
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the normality assumption seems to be violated for the second-order tool life model.
The second way is to plot the two cumulative distributions, observed and expected,
against each other for a series of points, Fig. 4.6.a. By observing how points scatter
around the expected straight line, the residuals normality can be judged. In Fig. 4.6.q,
the observed residuals are initially below the straight line revealing that there are a
smaller number of large negative residuals than expected. Once the greatest concen-
tration of residuals is approached, the observed points tend to move above the line
revealing that there are a larger number of positive residuals than expected. Although
there is no serious deviation from normality, it cannot be said with confidentiality that
the residuals are normally distributed.

However, in many cases, the distribution of the residuals may not appear to be nor-
mal for reasons other than actual non-normality: mis-specification of the model, or

non-constant variance. These aspects are examined in detail in the following sections.

4.8.4 Examination of the Equality of Variance

One of the model’s assumptions is that its residuals are of constant variance. With
variance inequality, the analysis of data from a model would be very complicated.

Furthermore, confidence intervals which were based on a constant variance, are no

longer reliable.

Since the studentized residuals SRESID is the residual value divided by its in-
dividual standard deviation, which varies from data point to another, the variance
equality may be examined by observing its distributions when they are plotted against
the magnitudes of the predicted values, PRED, Fig. 4.7. The spread of the residuals
with the magnitudes of the predicted values is again affected by the existence of the
two components which belong to trials nos. 4 and 6. However, for the second-order
tool life, even though there is no serious deviation of the variance equality, a conclusion
may be reached that the residuals variance is not constant, and weighted least-squares

analysis may help in finding a remedy for this problem. However, further investigation
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of the residuals behaviour is required before taking further action.

4.8.5 Location of the Outliers

An outlier among residuals is one that is far greater than the rest in absolute value.
The outlier is a peculiarity and indicates a data point which is not at all typical of the
rest of the data. It follows that an outlier should be submitted to particularly careful

examination to see if the reason for its peculiarity can be determined.

Rules have been proposed for rejecting outliers by removing the corresponding
observations from the data and repeating the model fitting. However, automatic re-
jection of outliers is not always a very wise procedure. Sometimes the outliers provide
information which other data points cannot, due to the fact that they arise from un-

usual combination of circumstances which may be of vital interest and require further

investigation rather than rejection.

In SPSSX regression analysis, any residual which is equal or greater than 3.16
units of the standard error SE is considered as an outlier. Consequently, no outlier
was found for the tool life model since the max ZRESID was found = 2. However, the
magnitudes of residuals indicated a wide difference between trials nos. 4 and 6 from one
side, and the rest of data points from the other side revealing some peculiarity. Since
trial no. 6 is a repeated test, it could be removed and analysis repeated accordingly.
Although some statistical criteria were improved when the outliers had been discarded,
examination of the residuals normality and equality of variance showed no improvement.
In this case, the implementation is that examination of more residuals is required to

trace out the reason behind the residuals inhomogeneity.
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4,8.6 Identification of the Influential Cases

Certain observations in a set of data can have a large influence on estimates of the
parameters. The regression line obtained for the data is quite different if the point is
omitted. One way to identify an influential case is to compare a case when the suspected
term is included in the equation and when it is not. Some criteria and computation, to
identify the influential cases for the tool life model are as shown in the casewise plot,
Fig. 4.8. The Adj PRED is the adjusted predicted value for case i when it is not
included in the computation of the regression line. The residual calculated for a case
when it is not included is called the deleted residual DRESID.

Although the difference between the deleted and ordinary residual for a case is useful as
an index of the influence of that case, this measure, however, does not reflect changes
in residuals of other observations when the case i is omitted. Cook’s distance COOK D

does consider changes in all residuals when case i is deleted. It is defined as:

(4.28)

o = Zralest. = (F)ew
(p+1) SE? ’

where the superscript i indicates that the ith case is excluded.

The casewise plot for the tool life data in Fig. 4.8 shows that neither case 4 nor 6
are of the most influential points despite their higher values of error. The first six
influential cases were found, in descending order, as 16, 22, 14, 24, 4 and 6. The strong
influence of these points on the model parameters; variance inequality; and residual
non-normality may be diminished by using the weighted least-squares method. In the

following sections, these strategies are discussed in more details.

4.9 Violation of Assumptions

When evidence of violation of one of the assumptions appears, one can pursue one or

more of the following strategies:
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4.9.1 Modifying the Model Structure

When the variance is not constant over the operational region, Draper and Smith [118]

proposed a variety of remedial measures such as:

o When the variance is proportional to the mean of the predicted values for given

independent variable, it is better to use the square root of Yif all Y’s are positive.

o When the standard deviation is proportional to the mean, the logarithmic trans-

formation may be employed.

o When the standard deviation is proportional to the square of the mean, the

reciprocal of Y may be the solution.

o When Y is a proportion or rate, the arc sine transformation may stabilize the

variance.

In the case of the tool life model, it seems that the first case applies. Therefore,
the model was re-fitted considering ¥ = /In(7) as a dependent variable instead of
Y = In(T). However, the problem of variance inequality seemed not to be improved.
Again, the higher values of residuals for trial 4 and 6 disturbed the variance distribution.

Therefore, it was thought that a weighted least-squares estimation procedure might help

in stabilizing the variance.

4.9.2 Robust Regression Via Iterative Reweighted Least-Square

This technique is used to find a remedy for an existing ill-conditioning linear model
of influential observations and/or inequality of the residuals variance. If a point is
influential, it pulls the fit toward it, so that the magnitude of the residual is not as
large as it would be otherwise. Robust regression procedure weights the data points
differentially in such a way that points with large residuals have less impact on the

parameter estimates than in the ordinary least-squares solution.
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Robust regression via iterative estimation is first proposed by Hoaglin et al. [121].
While ordinary least-squares minimizes the sum of squared residuals, robust regression
minimizes some function of the residuals in such a way as to dampen the effect of
observations that would be very influential if an ordinary least-squares method was
used. The procedures of robust regression can be expressed in sequential functional
steps as follows:

Firstly residuals components are scaled so as to be scale-free values. Therefore, rather
than work with the residuals directly, it is useful to scale residuals to come up with
scale-invariant estimates. To scale the residuals, Hoaglin [121] proposed the robust

estimate of scale v which is given by:

[Median | e; — Median(g;) |]
_ . 4.
v 0.6745 ’ (4.29)

where Median is a statistical function which determines the central tendency or the
point at which the sample is divided into two halves. For a sample of X(1), X(2), --:y X(n)s
the Median is defined as:

X(n+1)/2) if n odd
X(n2)+ X(in/2141) ”2( 2/2+1)  if n even.

M= (4.30)

Then, the error element &; is transformed into the scaled function Z;, as follows:

Z; = (4.31)

= |2

)
Secondly the weighting function may be constructed so as to dampen the effect of
data points which have higher values of residuals. The Ramsay’s function with an
appropriate exponent can be used. Hoaglin proposed the weighting function as given
by:

WT; = 0312, (4.32)

Thirdly the iterative non-linear regression is employed to obtain the modified parame-

ters of the final model.

The resulting model from these procedures takes the form:
(0 Taw)est. = —7.953+7.275 InV — 1.121 [InV]* - 0.371 [In FJ?
— 0.81 [Ind]® — 0.4685 InV In F. (4.33)
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Trial | Observed | Predicted | Error | 95% Confidence | Weighting
No. Life Life Interval Value
(min.) (min.) | (min.) | Lower | Higher
1 119.00 126.32 -7.32 | 87.01 | 183.40 | .900243
2 13.00 10.44 2.56 7.19 15.16 .679834
3 20.00 21.39 -1.39 | 14.73 | 31.05 .888779
4 30.00 46.58 -16.58 | 32.08 | 67.62 .460915
5 36.00 39.16 -3.16 | 26.97 | 56.85 .862353
6 65.00 39.16 25.84 | 26.97 | 56.85 409746
7 37.00 28.61 8.39 | 19.70 | 41.53 635735
8 79.00 62.31 16.69 | 42.92 | 90.46 .658389
9 79.00 94.43 -15.43 | 65.04 | 137.10 | .730417
10 7.00 7.81 -.81 5.38 11.33 .825507
11 50.00 39.16 10.84 | 26.97 | 56.85 .650321
12 35.00 39.16 -4.16 | 26.97 | 56.85 .820625
13 4.00 4.44 -.44 3.06 6.44 .833074
14 140.00 121.77 18.23 | 83.87 | 176.79 | .782215
15 9.00 8.53 A7 5.88 12.39 .910235
16 96.00 74.31 21.69 | 51.18 | 107.88 | .636991
17 24.00 25.09 -1.09 | 17.28 | 36.43 .924565
18 55.00 58.39 -3.39 | 40.22 | 84.78 .899986
19 4.50 4.44 .06 3.06 6.44 .975562
20 119.00 121.77 -2.77 | 83.87 | 176.79 | .960298
21 8.00 8.53 -.53 5.88 12.39 .892864
22 65.00 74.31 -9.31 | 51.18 | 107.88 790110
23 31.00 25.09 5.91 17.28 36.43 .689233
24 48.00 58.39 -10.39 | 40.22 84.78 708180

Table 4.8 Results of the Robust Regression Second-Order Tool Life Model

A correlation factor of 0.97 and a standard error of 0.177 were found to be better than
those for ordinary second-order model. Also, lower values were resulted of the partial
standard error of the coefficients. Summary results and confidence intervals for the
robust regression model are listed in Table 4.8.
of the data points accomplished through the use of robust regression with Ramsay’s
function as a criterion. In particular, points 6 and 4 were downweighted much more

than any of the other points. Also, as would be expected, the low value of standard

Note that the differential weighting

error resulted in a more compact confidence interval.

103




4,10 Non-Linear Regression Technique

In the previous sections, a linear least-squares method was used to estimate the coef-
ficients of a model which was linear in its parameters. While the linear equation can
represent a wide variety of relationships, there are some situations in which a model
of this form in not appropriate. When definite information is available about the non-

linearity of the model, it is prefered to fit such a model rather than to fit an alternative,

perhaps less realistic, linear model.

4.10.1 Non-Linear Estimation Procedure

Generally, the non-linear model takes the form:
R = ®(£1,£2,£3,...,k;01,02,03,...,0p) + ¢; (4.34)

where R is the response or the dependent variable; £’s are the independent variables;
f’s are the parameters to be estimated; and, ¢ is a random error term with E(¢) =
0, V(¢) = 02. When there are n observations of the form R,,£ly,£2y,...,Eky, 4 =

1,2,...,n, available, the model may take the general form:
Ry, = 0(£14,£2,,834,...,Eky;01,02,03, ...,0p) + £y. (4.35)

This model can be abbreviated to:
R, = (I>(£u, 0O) +e. (4.36)

The residuals sum of squares to be minimized by non-linear squares method may be

denoted as:

SSE(0) = fj {R. — ®(£u,0)}°. (4.37)

u=1
Since R, and {u are fixed observations, the sum of squares SSE(O) is a function
of O. The non-linear estimate of © is ©,4., that is a value of © which minimizes
SSE(0).
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In contrast to linear regression, non-linear regression requires a prior knowledge of
the exact model structure that best fits the functional relationship between a response
and a number of independent variables. Furthermore, good estimates of initial values
of the model parameters are necessary. The closer these initial values to the final
unknown ones, the more rapid the procedure will converge, resulting in a more precise
and reliable model. Computational difficulties, such as overflow and underflow, may
be avoided by good selection of initial values of the parameters. Poor initial values

may result in no solution, a local rather than global solution, or physically impossible

solution.

Draper and Smith [118] proposed a number of ways to determine initial values of the

parameters. These can be summarized as:

1. Linearizing of the model using some transformation functions, and then using
the linear regression to estimate the model’s coefficients. These coefficients are

transformed back to the non-linear form and considered as initial values for the

non-linear procedure.

2. Using the prior knowledge and experience of the nature and behaviour of the true
model. Examination of the the behaviour of the equation at its extremes, as well
as the behaviour when all X’s approach zero and infinity, may give good insight

for initial values.

3. Solution of a system of equations by taking as many data points as the number

of parameters and solving them simultaneously.

Non-linear procedures in the SPSSX statistical computer package estimate the values
of the parameters for the model, and provide computational output in form of the
ANOVA table. However, the usual statistical tests which are appropriate in the linear
model case are, in general, not appropriate when the model is non-linear. However, the
significance of a model can be still examined by comparing the residuals mean squares

to the regression mean squares. While in linear models this is compared to the cor-
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responding F-value from the statistical tables, this is not correct in non-linear model.
The pure error of estimate can still be computed from repeated tests as indicated in
section 4.6.4. However, the lack-of-fit test is not applicable here, but it can be used
only as a measure of comparison [118].

Unfortunately, standard error levels of predicted values and residuals; and special resid-
uals used for outlier detection; and, influential case analyses have not yet been estab-
lished for non-linear estimation. However, as an intermediate solution, all these statis-
tics can be calculated using the ordinary linear regression using information provided
by non-linear procedure. Even it was a very expensive computation procedure, it pro-
vided very good information about the model adequacy.

The idea was to make use of the linear relationship between the parameters deriva-
tives and the residuals from the non-linear procedure. An explanation may be offered
considering the non-linear least-squares procedure when it produces an estimate of O.
To find the least-squares estimates Oe,:., differentiation of Eq. (4.37) with respect
to O is required. This provides P normal equations, which must be solved for O.;..
According to Draper and Smith [25], the normal equations take the form:

Zn: {Ry — @(6u, Ocsr.) } [@3%‘:—@)] o 0; (4.38)

u=1
for r=1,2,....,p, where the quantity denoted by brackets is the derivative of ®({u,®)
with respect to O, with all ©’s replaced by the corresponding prediction values, which
have the same subscript. For a particular case, the difference between the asymptotic
residual and its derivative may give the true error. Therefore, if one consider the
residual as a dependent variable and derivatives as independent variables, one can use

the results to examine the model adequacy as explained in section 4.8.

In the following a possibility is expressed to fit a tool life model by the non-linear

regression using the same set of data as that used in the linear estimation.
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Source DF Sum of Squares Mean Square

Regression 4 90085.872563 22521.46813

Residual 20 2939.37747 146.96887

Uncorrected Total 24 93025.25000

(Corrected Total) 23 35645.98958

R squared = 1 - Residual SS / Corrected SS = .91754

Asymptotic 95 Y

Asymptotic Confidence Interval

Parameter Estimate Std. Error Lower Upper

A0 123251.00903 85739.730934 -55598.93567 302100.95374

A -1.777665598  .149486945 -2.089489900 -1.465841295

A2 -.681920203 .098764815 -.887939996 -.475900410

A3 -1.208640656 .338716505 -1.915190904 -.502090407

Table 4.9 Non-Linear Regression Summary Statistics for Non-Linear Tool Life Model
4.10.2 Tool Life Non-Linear Model

The Non-linear regression technique was used to estimate the tool life coefficients which

resulted in a model of the form:

T =123251 V~1778 p-0.682 g-1.21 (4.39)

Table 4.9 lists summary statistics of the non-linear tool life model. The analysis of
variance table ANOVA, together with the parameters estimates and their 95% confi-
dence interval are also shown. A statistical based comparison between this non-linear
model and the linear one developed in previous sections is rather complicated, and the

model should be examined either as a stand-alone non-linear model or compared to

another non-linear model.

The ratio between regression and residuals mean squares is (22521.5/ 146.97=
153.24) suggesting a very high quality of fit. The corrected correlation factor is 0.92
which is fairly high. However, while the asymptotic standard errors of parameters are
reasonably low, the one for the constant parameter is relatively high, Table 4.9.

In contrast to linear regression, residual mean squares is no longer the standard error
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of estimates. This is due to the fact that the correct distribution properties in the
non-linear case in unknown. The determination of the confidence intervals is extremely
difficult especially when more than a single parameters is involved. This is because
the confidence region is an ellipsoidal contour rather than a straight line as in linear
regression, and sectional drawings should be constructed. However, standard error
value for individual cases of predicted values can be used as an approximation. The
total value of the prediction variance can be approximated as the summation of the

residual individual variance and the residuals mean squares as follows:
V(Testi) = Mse + (SEp:)%; (4.40)

where V(Test.i) is the variance of the predicted tool life value; Mgsg is the residuals
mean squares; and, SEp; is the individual standard error. Table 4.10 summarizes the
results for tool life non-linear model. This includes the observed, the predicted, and
the residual, together with their variance and its ratio to the regression mean squares.
The ratio of individual variance to the regression mean squares is equivalent to, but
is not, the F-ratio in the linear regression case. The ratio is very high for all cases,

revealing nothing against the significance of the model.

The pure error estimation, from repeated tests, can be computed as follows:

SSP1 = (36) + (65)% + (50)% + (35)% — 4[(36 + 65 + 50 + 35)/4]* = 597; and,

SSP2=  1/2[(4 — 4.5)% + (140 — 119)% + (9 — 8)% + (96 — 65)2
+(24 — 31)% + (58 — 48)%] = 750.6.

Thus, (SSP=SSP1+S5S5P2=1347.6); with nine degrees of freedom. The pure error mean
square is (1347.625/9 =149.36). This value is almost equal to residuals mean squares,
Table 4.9. This indicates a zero lack-of-fit of the model, and the experimental error
is the only source of the deviation between the observed and the predicted values.

Therefore, it may be concluded that there is nothing against the correctness of the

non-linear tool life model.
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Trial | Observed | Predicted | Error | Individual Total Ratio of Reg. and
No. Life Life Variance | Variance | Res. Mean squares
(min.) (min.) (min.)

1 119.00 112.10 6.90 6.61927 190.78 118.04
2 13.00 17.25 -4.25 3.88508 162.06 138.96
3 20.00 24.60 -4.60 3.28484 157.76 142.75
4 30.00 45.83 -15.83 5.80554 180.67 124.65
5 36.00 36.19 -.19 3.40187 158.54 142.05
6 65.00 36.19 28.81 3.40187 158.54 142.05
7 37.00 32.21 4.79 3.19991 157.21 143.25
8 79.00 60.01 18.99 5.69928 179.45 125.50
9 79.00 85.60 -6.60 5.97128 182.63 123.32
10 7.00 13.17 -6.17 4.68420 168.91 133.33
11 50.00 36.19 13.81 3.40187 158.54 142.05
12 35.00 36.19 -1.19 3.40187 158.54 142.05
13 4.00 10.60 -6.60 5.73524 179.86 125.21
14 140.00 131.37 8.63 7.91240 209.58 107.46
15 9.00 17.11 -8.11 3.86678 161.92 139.09
16 96.00 82.25 13.75 7.32753 200.66 112.23
17 24.00 25.56 -1.56 3.99297 162.91 138.24
18 55.00 59.07 -4.07 7.39061 201.59 111.72
19 4.50 10.60 -6.10 5.73524 179.86 125.21
20 119.00 131.37 -12.37 | 7.91240 209.58 107.46
21 8.00 17.11 -9.11 3.86678 161.92 139.09
22 65.00 82.25 -17.25 7.32753 200.66 112.23
23 31.00 25.56 5.44 3.99297 162.91 138.24
24 48.00 59.07 -11.07 | 7.39061 201.59 111.72

Table 4.10 Summary Results of the Non-Linear Tool Life Model
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As previously described, the residuals of a non-linear model can be examined by
establishing a linear relationship between the residuals as a dependent variable and
the parameters derivatives as independent variables. However, it should be emphasized
that when a linearized form of a non-linear relation is developed, all the results obtained
are only valid to the extent that linearized form provides a good approximation to the
true relationship.

The results obtained from such a strategy showed that trial nos. 6 and 4 were the worst.
Furthermore, this technique traced the most influential cases as trials 22,16,4,20,24,14.
A similar conclusion was reached when the linear tool life model was developed in pre-
vious sections.

The Durbin-Watson value is 1.95 which is higher than the one for the linearized model.
This may indicate a better distribution of residuals independency.

The residuals normality indicates much better distribution than that of the linear
model.

However, the residuals revealed a trend of increasing magnitude with the predicted
values suggesting a non-constant variance. A similar conclusion was reached for the
linearized model, and robust weighted regression was introduced. Therefore, a weighted

non-linear model was thought to stabilize the residuals.

4.10.3 Tool Life Weighted Non-Linear Model

Weighted regression procedure minimizes some functions of residuals in order to elimi-

nate the effect of observations that would be very influential if ordinary regression was

used.
In the current model, the inverse of residual value was chosen to weight the different
data points. This procedure resulted in a weighted non-linear tool life model of the

form:

T = 158873 V~1.88 p-0.803 ;-1.276 (4.41)
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Source DF Weighted SS  Weighted MS

Regression 4 64633.29258 16158.32314

Residual 20 1691.46017 79.57301

Uncorrected Total 24 66224.75274

(Corrected Total) 23 27587.86443

R squared = 1 - Residual SS / Corrected SS = .94231

Asymptotic 95 ¥

Asymptotic Confidence Interval

Parameter Estimate Std. Error Lower Upper

A0 158873.11802 112531.35781 -75863.18105 393609.41709

Al -1.880013183 .153408474 -2.200017622 -1.660008684

A2 -.8033613056 .108327815 -1.029329187 -.577393444

A3 -1.276410897 .316647377 -1.936925762 -.6165896042

Table 4.11 Summary Statistics of the Weighted Non-Linear Tool Life Model

Table 4.11 represents ANOVA table, along with the parameters estimates and their
standard errors and confidence intervals. Much improvement were achieved in residu-
als mean squares, corrected correlation factor, and parameters standard errors values
relative to those for the unweighted non-linear procedure. Table 4.12 summarizes the
obtained results from weighted non-linear estimation procedure. The most influential
observations, which were determined as trials 22,16,4,20,24, and 14, were downweighted
much higher than any other observations. This technique was found to stabilize the
residuals variance distribution. No pattern was detected which revealed that the resid-

uals distribution was not affected by the influential and outlier cases.
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Trial | Observed | Predicted | Error | Weighting
No. Life Life Value
(min.) (min.) (min.)
1 119.00 115.08 3.92 .87
2 13.00 14.74 -1.74 .94
3 20.00 23.15 -3.15 .90
4 30.00 41.46 -11.46 .68
5 36.00 33.38 2.62 91
6 65.00 33.38 31.62 .34
7 37.00 30.78 6.22 .81
8 79.00 55.12 23.88 44
9 79.00 86.56 -7.56 77
10 7.00 11.09 -4.09 .87
11 50.00 33.38 16.62 57
12 35.00 33.38 1.62 .95
13 4.00 9.11 -5.11 .84
14 140.00 130.53 9.47 72
15 9.00 13.81 -4.81 .85
16 96.00 87.82 8.18 .76
17 24.00 23.12 .88 97
18 55.00 56.01 -1.01 97
19 4.50 9.11 -4.61 .85
20 119.00 130.53 -11.53 .87
21 8.00 13.81 -5.81 .82
22 65.00 87.82 -22.82 .46
23 31.00 23.12 7.88 .76
24 48.00 56.01 -8.01 .76

Table 4.12 Summary Results of the Weighted Non-Linear Tool Life Model
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4.11 Concluding Remarks

4.11.1 Tool life Modelling Recommendations

To develop a tool life model using the experimental data, the following remarks and

recommendations may be suggested:

1. A first-order linearized model using twelve tests of the centrally designed experi-

ments may be insignificant and inadequate to represent the functional relationship

between tool life and cutting conditions, speed, feed, and depth of cut.

2. The entire arrangement of 24-tests of central composite design CCD is required

to fit a second-order linearized model using either the Stepwise or Backward

Elimination regression techniques.

3. Although the second-order linearized tool life model might fit the data very well,

examination of the residuals indicated some drawbacks such as variance inhomo-
geneity.
4. A robust regression technique via iteratively weighting data points was used to

reduce effects of outliers and influential cases on the estimated model. High im-

provement was achieved especially residuals normality and variance homogeneity.

5. A non-linear regression technique was used to estimate a non-linear tool life
model. Even though the resulting model was significant, the problem was no-

ticed of residuals inhomogeneity.

6. A weighted non-linear regression technique resulted in highly significant and ad-
equate non-linear tool life equation. This technique stabilizes residuals and pro-
duces some other advantages such as higher residuals normality and independency.
Besides, using the model with variables in their natural forms may reduce compu-

tational difficulties which are involved in data transformation and transformation

back operations.
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4.11.2 Modelling Strategy Of Metal Cutting Responses

Responses of metal cutting may put challenge to choose, from the many alternatives
of forms, the model which is most appropriate to the nature of the true relationship.
Some steps that might help in choosing, building, fitting, and examining the equation

may be summarized as follows:

1. Whenever a strong indication is available about the functional relationship be-
tween the dependent variable (response) and the independent variables, it is pref-
ered to use the appropriate regression technique (either linear or non-linear) to

estimate the model parameters in their natural forms.

2. Whenever the relationship is obscured or unknown, a linear, or linearized, form
may be a good approximation to look at the problem. Further statistical analysis
may confirm; conditionally accepted; or, reject the assumed form of model. When
the model is conditionally accepted, further modification of the model structure
may be required. These modifications depends on the type of variables, but to
large extent, the use of logarithmic transformation, the introduction of quadratic
and interaction terms (second-order terms), or the use of different mathematical

functions such as square root or reciprocal of the dependent variable, may lead

to a better model.

3. The use of robust regression technique with appropriate weighting function is
recommended in case of linear models. This may help in treating some problems

such as those resulted from the existence of outliers and influential cases.

However, whenever possible, it is of interest that different forms of model, such as linear,
linearized, or non-linear, are built using different techniques such as linear, robust, non-
linear, or weighted non-linear. The superiority of a particular model over the others
should be based on both statistical and technical interpretation aspects. Fig. 4.8 shows

a flow chart in which logical steps are followed in this study to formulate the response

of turning operations.
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Chapter 5

MATHEMATICAL MODELS
OF TOOL WEAR, TOOL LIFE,
AND CUTTING FORCE
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5.1 Foreword

In turning operation, the wear developed on the tool clearance face is one of the prin-
cipal factors affecting production optimization. Improved understanding of wear be-
haviour will lead to enhanced tool life and reliability and to safer and more efficient
operation. Tool wear mechanisms for newer tool and workpiece materials are still very
little understood, making it difficult to fulfill the target of manufacturing optimization.
For conventional materials, the determination of the optimal tool life has been made
difficult due to ambiguity of defined wear processes and to inaccuracy in their quantifi-
cation. Although there are many descriptive theories for metal cutting, few have been
well documented and used to improve decision making on the workshop floor. None of
the available theories of the mechanics of the cutting process, which consider only per-
fectly sharp tools, are capable of describing all the observed data quantitatively; since
they neglect the changes brought about by the added complications of wear. An intel-
ligent system in which the model of the cutting process adapts itself to the changes in

the system characteristics has great potential to enhance the optimization of the entire

process.

The introduction of the computerized numerical control machine tools CNC fitted
with a host computer has added to the flexibility of control of the machining operation.
More recently, the advent of adaptive control of machine tools AC has offered a unique
opportunity to achieve the ultimate targets of unmanned manufacturing and production
optimization. To make full use of these advanced technology, compatible approaches
are required to deal with the problem of when to remove or change the cutting tool,
with minimal degradation of the efficiency of the entire process. Among the possible
solutions are in-process monitoring of the tool state; and, the use of the machinability
data base systems. These approaches require accurate predictive models which link
the un-measurable parameters such as tool wear with more easily detectable variables
such as tool forces and tool vibration. Mathematical modelling of the cutting operation

may produce a practical solution to achievement of such requirement since it capable
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of simulating industrial metal cutting processes.

This chapter is devoted to the presentation and to the analysis of collected exper-

imental data of tool wear and cutting forces; and the following topics will be covered:

1. The understanding and the characterization of the tool wear behaviour for the

multi-coated carbide tips employed in the experiments.

2. The search for the best tool life model which can be confidentiality employed in

predicting both of the useful tool life and the optimal cutting variables for certain

production situations.

3. The study of cutting forces characteristics within the different phases of the tool

working life.

4. The investigation of the possible use of the variation in cutting force, due to wear

progress, for in-process monitoring of tool wear.

5.2 Mathematical Models of Tool Wear and Tool Life

Tool wear can be defined in terms describing the size or extent of the wear scars on the
tool faces, or in terms of the shape of the cutting edge, (see Fig. 2.1). The term “tool
wear” considered in this analysis is the width of wear scars on the tool clearance face
when the tool is in continuous contact with the workpiece. As discussed in Chapter
2, the crater wear on the tool face are not likely to exist when coated tools are used.
Moreover, the wear scars on the clearance face are the most reliable and common by
used criterion. In addition, it affects almost all output parameters such as cutting

forces; temperature; tool vibration; and, surface quality and dimensional accuracy of

the workpiece.
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5.2.1 Experimental Results and Discussion

As discussed in Chapter 3, section 3.4, the wear scars were measured on three
different locations of the tool clearance face at regular intervals of two minutes. These
measures, as shown in Fig. 3.37, are: the nose wear NW at the insert radius at its point
of maximum projection into the work material; the flank wear FW as the maximum
wear land at the tool flank; and, the notch wear NCW at the point of intersection of
the depth of cut with the clearance face. The wear-time curves for each of these wear
elements, for each test of the central composite design CCD (see Table 4.2), together

with the average value of these elements AW, are shown in Fig. 5.1.(a-c).

All the curves reveal the general three-region wear-time trend (see Fig. 2.5). At
the beginning, when a new tool is used, the tool edge is quickly broken down and a
finite wear land is established. The amount of this initial wear W, is dependent on
cutting conditions but, for a given tool, the values of the initial wear developed on the
different locations- nose, flank, and notch- are generally similar.
Following this primary stage, the tool wears progressively at an almost constant rate
until it reaches the final stage at which wear develops at an increasing rate leading
to the tool failure. At the second stage, the tool wears at rates which depend on the
variables employed in such a way that the time required for a tool to attain a certain

wear level, or to reach its final stage of life span, is less for more severe conditions.

Among the three wear elements, the nose wear NW is not only the most severe
but, in most cases, for instance Test# 3, 9, and 12, determines the tool lifetimes.
Moreover, the time required for nose wear level to reach the failure zone is less than
that for the other elements. In other words, tool failure always originates at the nose
area and, is subsequently triggered on the the flank and notch areas. This observation
may be explained by the experimental results of tests no. 3, Fig. 5.1.a, and no.9, Fig.
5.1.b. At the early stages of cut, the level of the nose wear is lower than that of the
notch wear. At later stages, its level is rapidly increased while the flank and notch wear

rates are constant. Two minutes later, the flank wear is triggered and a higher level is
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attained.

In practice, the notch wear NCW is lower and the tool seldom fails by this
mechanism. In some cases, however, high level of notch wear are noticed and this is
due to random disturbances, such as chipping and fracture, which occur in the early

stages of cutting.

In summary, the wear developed on the clearance face is not of a uniform pattern
and the frequent chipping and fracture of the cutting edge complicates this mechanism.
However, a degree of reliability and repeatability should be achieved when a reliable
approach has been developed to the characterization of the tool wear mechanism. In-
vestigation of the individual characteristics of a particular case, rather than identifying
the general trend, usually adds little towards the establishment of a universal solution.
Therefore, any mathematical formulation should provide the functional relationship

between the parameters over the entire operational region.

5.2.2 Mathematical Models of the Wear-Time Behaviour

It has been suggested by many investigators [#7,48,65122] that the first two regions of

the wear-time curve can be adequately approximated by a straight relation line of the

form:
W =W, + mt, (5.1)

where W is the wear scar, W, is the initial wear, m is the slope of the linear portion
of the curve in the second region, and ¢t is the cutting time. However, experience, Fig.
5.1, has indicated that the second stage of the wear-time curve is seldom characterized
by a straight line, since it always exhibits some non-linearity which cannot be ignored.

Therefore, higher order terms in time have frequently been proposed [17] so as Eq.

(5.1) becomes:

W=W,+mlt+m2t+.. (5.2)
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Test Parameters Coefficients Statistical Criteria
No. || ao | al | a2 | a3 | a4 R* | SE
a) Second-order polynomial [ model (5.2)]
1 ][ 0.145 | 0.0004 | 3.7 107° 0.97 0.009
6 0.134 | 0.0024 | —9.0 10—© 0.94 0.010
13 0.966 | -.59 0.105 1.00 0.000
14 |( 0.107 | 0.0006 | 2.510°¢ 0.90 0.017
b) Second-order polynomial with exponential term [model (5.3)]
1 0.148 [ 0.003 | 4.0 10~° | -2.285 |-2.207 | 0.98 0.009

6 0.291 | -0.003 | 0.00004 | -0.1788 | -0.053 [ 0.96 0.008
13 | 0.546 | -0.637 0.1002 0413 | 0.116 | 1.0 0.000
14 || 0.111 | 0.0006 | 2.9 10~¢ | -2.405 | -2.196 | 0.905 0.171

Table 5.1 Non-linear Estimation of the Wear-Time Polynomials

However, as an attempt to include both of the early and the last stages of wear-time

curve, an exponential term in cutting time was thought to improve the quality of the

model.
W = W, +al t + a2 t? + a3 e*%, (5.3)

Non-linear regression procedure is used to determine the coefficients estimates for each
of Eqns. (5.2) and (5.3) for each test in turn. Different models result for each of
the wear elements- nose, flank, notch, and average wear. Table 5.1 lists the values of
the coefficients, together with their statistical criteria as resulted from the regression
analyses, for some selected tests. These tests represent the boundary of the operational
region of the central composite design. The results in Table 5.1 are for the average wear
AW which has been found to have the best criteria among the various wear elements.
This is expected since the use of the average wear apparently dampen the effect of the
random disturbances which are usually occur unexpectedly. This, however, has the

disadvantage that it does not accurately reflect the actual state of the tool.

The experimental AW-t data together with the predicted values from each of
models (5.2) and (5.3) are plotted as shown by Fig. 5.2. Between the second-order

polynomial (5.2) and the relation with the extra exponential term (5.3), the latter
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seems to have a slightly better capability to fit the experimental data, especially at the
very early and the very late stages of cutting. However, in most cases, both models
fail to reasonably estimate the wear level at the end of tool life when a tool fails
catastrophically. The tool fails almost instantaneously attaining a very high level of
wear and this sudden change in wear-time attitude cannot be estimated by the wear-
time models. Moreover, the mathematical formulation of an individual test is always
influenced by the local characteristics of the tool and does not reflect the global effect
of the entire operational region. Thus, a more generalized approach is required to

formulate the tool wear behaviour as has been affected by the cutting variables: speed,

feed, and depth of cut.

Equation (5.1) may be generalized to take the form:
W =W, + AW, (5.4)

where AW is the wear increase at particular cutting time and it is dependent on the

cutting conditions employed.
W =W, +ao V! F°% 4°3 t°4, (5.5)

where V, F, and d are the cutting speed, the feed, and the depth of cut respectively.
Another approach is to assume a model in which the variation in the initial values of

wear is embodied within the effects of the cutting conditions.
W = bo Vb Fb2 b3 ¢b4, (5.6)

Instead of dealing with the individual tests, the entire set of data of the central com-
posite design CCD (669 data points for 24-test in Appendix A), is used, in association

with the regression procedures, to determine the coefficients estimates of models (5.5)

and (5.6).

To develop a model of the form (5.5), both of the initial wear, and the wear
increase, are dealt with separately. The initial wear for each test is determined as the

intercept of the wear-time curve shown in Fig. 5.1 by projecting the curve back to zero
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cutting time. As mentioned earlier, similar values of initial wear are found for all the
wear elements and therefore, the average initial value AW, is considered to reasonably
represent each of the three wear elements. Non-linear regression procedure has resulted

in a model of the form:
W, = 9.3 x 10~3 y0-5133 f0.0059 ;-0.0597 [,0.0371 (5.7)

where D is the workpiece diameter in mm. Statistical criteria indicate a moderate
value of the correlation factor of 0.75 and a relatively high value of standard error of
estimates. However, this model gives a very good explanation of the tool wear behaviour
in the first few moments of cutting. The values of initial wear is positively affected,
to different extents, by the values of each of the speed, the feed, and the workpiece
diameter, while it is negatively affected by the value of the depth of cut. While the
effect of the cutting conditions on the value of initial wear is essential, the effect of the
workpiece diameter needs some explanation. Since the hardness of a workpiece varies
so that harder material is found for larger diameters [30 & 123], the initial wear seems

to be hardness dependent for a given set of cutting conditions [50].

To determine the coefficients a’s and b’s in equations (5.5) and (5.6), first-order
linearized models are found to adequately fit the experimental data. However, the
models are found to be influenced by the behaviour of certain data points of higher
values of the residuals, which increase the values of standard errors of estimates. These
influential cases are found to belong to the points at which the sudden increase in wear
level has occurred. Removal of these cases from the experimental data has improved
the statistical characteristics of the models without affecting their predictive capability.

The resulting models are as follows:

A) Models for wear increase

AWNw = NW — W, = 7.44 x 10~¢ /0698 [0.403 ;0.606 10602, (5.8)
AVVFW =FW-W, = 3.83 X 10—4 V0.786 FO.398 d0.513 t0‘609' (5 9)

AW, =NCW — = 5. = :
NCW W, = 5.83 x 10~¢ 0613 0467 ;1.004 t0.627; and, (5.10)

122



AWAW =AW - Wo = 3.35 x 10—4 V0.775 F0.427 d0.782 t0'652. (511)

B) Models for wear level

NW = 8.873 X 10—3 V0.559 1;10.174 d0'159 t0'259; (5.12)
FW =7.205 x 1073 y/0-585 f0.145 40.165 40.226, (5.13)
NCW = 9.08 x 1073 V0-506 [0.165 40.325 40.234, 4y (5.14)
AW = 7.620 x 10—3 V0.577 F0.168 d0.248 t0'245. (5.15)

Statistical criteria of these two sets of models are summarized in Table 5.2. A relatively

Models of Wear Increase Models for Wear Level
AWnw | AWrw | AWnew | AWsw | NW [ FW | NCW | AW
R? 0.78 0.70 0.65 0.83 0.73]0.74 | 0.64 | 0.84
SE 0.29 0.34 0.40 0.26 0.15(0.13 | 0.16 | 0.10
F-Ratio 568 376 296 790 441 | 455 | 289 | 831

Table 5.2 Statistical Criteria of Wear Models (5.8 - 5.15)

low values of the correlation factor R? and high values of standard error S E are resulted.
A second-order model, achieved by including the quadratic and the interaction terms
of the cutting variables, has added almost nothing to improve the models behaviours.
However, the higher values of the F-ratio confirmed the significance of these models to
be used in tool wear prediction. Analyses of the residuals of the models do not reveal
any inadequacies.

Among the wear elements, the models for the average wear AW gives better statistical
criteria. Fig. 5.3 shows plots of the predicted values for each of the models (5.11) and
(5.15), together with the relevant experimental data. It is seen that a better predictive
capability is obtained when the wear level is estimated according to the models of wear
increase (W = W, + AW). However, for Test#13, both models fail to give a reasonable
estimation of tool wear level. A high value of cutting speed of 206 m/min of this test

has caused the tool to be plastically deformed after only four minutes of cut. The final
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wear level at the end of six minutes cut is 1.2 mm, and this is found among the outliers

and influential cases which have been eliminated from the experimental data.

In summary, tool wear estimation based on models of wear-time or wear-time-
cutting conditions has shown to well predict the wear levels within only the first two
stages of wear-time trend. The third stage, at which a very high wear rate occurs, is

usually not detectable using this technique.

5.2.3 Mathematical Models of Tool Life

The term “tool life” can be defined as the ultimate time after which tool is no longer
able to perform an efficient cut. The appropriate criterion to determine the end of the
useful tool life usually depends upon the production requirements. Whilst a certain
variation in the magnitudes of cutting forces can be used as a criterion to measure wear
in rough cutting, specification of an acceptable level of surface finish and dimensional
accuracy is more suitable in finish cutting. However, the criterion of specifying a fixed
wear level on the cutting edge may combine the two objectives since wear progress

affects the tool forces; and, the workpiece surface finish and dimensional accuracy.

Tool life was first characterized by Taylor’s equation which relate the life of
the HSS tools to the cutting speed by a power transformation. Even though this
technique is still widely used as an approximate index of machinability, many obstacles
are practiced when it is applied to metal cutting data. Generally these difficulties may
be classified being due to: Taylor’s approach; and, to the nature of tool wear and tool
life data. The invalidity of Taylor’s equation has been experienced when it is applied
for machining data of newer tool and workpiece materials and also, when a more severe
feeds were employed [21 & 22]. Furthermore, Taylor’s equation covers only a narrow
range of cutting speed [20] and this is economically undesirable in today’s production
engineering. Besides, from experimental viewpoint, Taylor’s approach of one-variable-

at a time is very time and material consuming.
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Aside from these drawbacks, the in-deterministic nature of tool wear mechanism has
added more complication in determining the tool life. For a set of identical tools under
nominal identical machining conditions, a large variation in tool lives may be obtained.
This difficulty may result from many possible sources such as: the slight variation in
hardness and machinability from one workpiece to another, or from one cut to another;
the variation between cutting tools of the same compositions; the variation due to
different measuring accuracies; the variation due to the different criteria used to assess
the wear level at which tool life is terminated; and, the variation due to slight differences
in the nominal values of cutting parameters from one cut to another. These may cause

significant difference in machining performance between cuts, and between cutting tools

of the same grade.

In this section, the approach of tool life determination is investigated through
the establishment of the mathematical models which relate the tool life to the cutting
variables- speed, feed, and depth of cut. Different model building techniques and sta-
tistical analyses are used to develop and carefully examine the models. More advanced
regression techniques, such as robust regression, described in Section 4.9.2 for differen-
tially weighting the experimental observations, are used to detect the sources of tool

life variation and to dampen their influence on the resulting models.

The selection of a suitable wear level criterion has long been investigated for a
reliable description of the tool lifetime. It has been found that the optimal tool life may
be practically defined as the cutting time required for the tool to enter the third stage
of the wear-time curve (see Fig. 2.5). This was described by points P’s in Fig. 2.6
in Chapter 2. These points represents the limits between the temperature insensitive
wear region at which wear rate is likely to be constant, and the temperature sensitive
region at which wear is rapidly accelerated resulting in tool failure and breakage [12].
However, the determination of the beginning and the end of this failure zone is ex-
tremely difficult [124]. Furthermore, tool failure is almost instantaneous and the point
at which the tool fails does not follow any regular pattern or physical mechanism. How-

ever, it has been well established and accepted to use a fixed wear level on the cutting
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edge as an indication of tool life. However, the appropriate wear value of this level
usually depends on the machining system and on the production requirements. Whilst
specifying a low wear level may be economical undesirable, the selection of high wear
criterion value should be checked against the capacity, the rigidity, and the strength
of the different elements involved in the machining process. Also, the selection of the
appropriate type of wear on the clearance face is of crucial factors in tool life determi-
nation. Experimental data in Fig. 5.1 indicate that the wear on the nose area is always
predominated and, that the tool may already have failed due to excessive nose wear
while the flank and notch wear elements are still within the accepted range. Therefore,
it may be concluded that both the flank wear FW and the notch wear NCW cannot

be used as a reliable tool life criteria.

A fixed level of 0.25 mm is used to determine the experimental values of tool life
for each test in Fig. 5.1. This value of wear level has been chosen to adequately cover
both the average and the nose wear data for all the 24 tests. This has resulted in 24
data points for each of the nose wear NW and the average wear AW and these data,

have been used to develop the tool life models.

In Chapter 4, tool life model was developed and examined using different model
building techniques and tests of hypothesis. The average wear AW was used as a
criterion tool life measure. The robust regression procedure via iteratively re-weighting

least-squares (see Section 4.9.2), resulted in the best second-order model of the form

(4.33):
InTaw = —7.953+7.275 InV—1.121 [In V]?~0.371 [In F]>~0.81 [In d]*~0.469 In V In F.

With a correlation factor of 0.97 and a standard error of 0.177, the robust regression
was found to stabilize the residuals through reducing the effects of the influential cases
and outliers. This eliminated the effect of tool life variation which were noticed in the
experimental tool life values of the repeated tests. Also, tests of hypothesis of residual
normality, independency, and lack-of-fit revealed nothing against the adequacy of the

developed model. Details of the steps which were followed to develop and examine this
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model are found within the text of Chapter 4.

The same steps are followed to develop a tool life model using the nose wear
as a tool life measure. The first-order linearized model has been found inadequate to
fit the experimental data. Plot of the residuals against the predicted values revealed
a parabolic pattern which suggested that a second-order model might lead to better
results [118]. Therefore, a second-order model was assumed and, linear regression in

association with the experimental data has resulted in a model of the form:
InTnw = 8.271 —0.357 [InV]? —0.448 [[n F]* — 0.53 lnVIn F. (5.16)

The statistical criteria of this model are as follows:

Correlation Factor R? = 0.88
Adjusted Correlation Factor Adj. R? = 0.86
Standard Error SE = 0.42

F-Ratio = 47.0

The lack-of-fit test confirmed the model significance to be used in predicting tool life
data. The ratio of lack-of-fit mean squares to that of pure error is 0.11 and this value
is found far less than the F-value from the statistical tables at (3,21,0.05) = 3.47.

The residuals did not exhibit an autocorrelation among their successive values. The
Durbin-Watson value of the model’s residuals was 1.47 and this was found greater
than Dypper from the statistical tables at (0.01,3,24) = 1.41. However, the high value
of standard error of 0.42 raised doubts about the model quality. This lead to wider
confidence intervals which degrade the predictive capability of the resulting model.
Analyses of the residuals indicated that the cases which belonged to trials 19,711,
and 2, (see Table 4.2), were of the highest error values. The examination of their
standardized residual values ZRESID, which was defined in Chapter 4 as the ratio
between the error value to the regression standard deviation, has indicated that these
points were not from the most influential cases. However, the Cook’s distance, which

indicates the effect of the elimination of a particular case on the predictive capability
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of the rest of the observations (see Section 4.8.6), has indicated that trials 22,19, and
16 were of the most influential. The examination of the experimental results in Fig.
5.1.c for Test#22 indicated that a tool failure has occurred at the nose area after 26
minutes of cutting. This resulted in almost instantaneous wear increase from 0.17 to
0.24 mm. For Test#16 in Fig. 5.1.b, which is a repeated test with nominal conditions
as for Test#22, the wear level at 28 minutes cutting is only 0.18 mm. Since error
€ =Y —Yes., a maximum positive residual resulted from Test#22 while it was negative
for Test#16. A similar tool failure, to that which occurred for Test#22, has been found
at the nose area of Test#16 at 30 minutes cutting time. This indicates that the lowest
level of feed of 0.06 mm/rev used in these two tests is not favourable. This causes higher
vibrational amplitudes and machining instability which usually result in a local random
disturbances of tool chipping and fracture. This indicates the abnormality involved with
the experimental results of these two tests and therefore, a robust regression technique
with Ramsay’s damping function is used to re-weigh these two cases so as to reduce
their influence on the resulting model. Details of the robust regression procedures can
be found in Section 4.9.2.

These procedures have resulted in a second-order linearized tool life model of the form:
InTnw = 8.12—0.341 InV]?> - 0.33 [ln F]? — 0.45 InV In F. (5.17)

An improvement is achieved in the value of the correlation factor from 0.86 in case of
conventional regression to 0.91 when robust regression is used. Also, a reduction in the
value of standard error is obtained from 0.42 to 0.3. However, a standard error value
of 0.3 is still relatively high considering it is on a logarithmic scale.

Comparing the parameters of the conventional model (5.16) to those for the weighted
model (5.17) shows that the feed parameter is the most affected by the weighting
procedures. This confirms that the high error produced by trials 16 and 22 is basically

due to the effect of the low value of feed employed in these two tests.

Between the two types of tool life models, the one using the average wear Taw,
(4.33), gives a better and more reliable predictability. The effect of cutting variables

on tool life for both models, however, follows a similar trend. The cutting speed has
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the strongest effect on the values of tool life followed by the feed. While the quadratic
effect of the depth of cut is included in the average wear model (4.33), neither of its
value nor its quadratic or interaction terms is significant to enter into the nose wear
tool life model (5.17). This is essential; since the depth of cut usually governs the level

of notch wear which is among the elements involved in the computation of the values

of the average wear.

However, for a better understanding of the effect of the cutting variables on the
values of tool life, the graphical representation of the response surface for both models
is now explained. The values of tool life may be represented by a surface bound by
the extremes of the experimental operational region. Fig. 5.4 shows how the tool life
surface for each model is influenced by the speed and by the feed. Fig. 5.4.ais for the
average wear tool life model Tqw for a given value of the depth of cut of 2.25 mm, Eq.
4.33, while Fig. 5.4.b is for the nose wear tool life model Tnw, Eq. 5.17. Both surfaces
show a similar trend to predict values of tool life using feed and speed. Generally,
tool life values at the corners of the speed-feed plane are of similar magnitudes. The
effect of the quadratic and the interaction terms of speed and feed is represented in
the figure by the non-linear distribution of the surfaces. However, for the nose wear
tool life model in Fig. 5.4.b, the cutting speed has a stronger negative influence on
tool lives. A higher negative effect of feeds is observed at lower cutting speeds and
this decreases non-linearly with speed increase. However, both of the surfaces reveals
a very interesting observation of sudden change of its attitude below a cutting speed of
100 m/min. In this speed range, feed values less than 0.12 mm/rev tends to negatively
affect the resulting values of tool life. The cutting conditions of both Test#16 and 22
are of 104 m/min speed and 0.06 mm/rev feed and these values are within the region
at which tool life surface reversed its trend. This confirms the conclusion already drawn
that the use of low feeds, which are always accompanied by tool vibration, increases

the wear level on the cutting edge and, as a result, reduces tool life.

Another way to obtain a quantitative information from the tool life models is

by developing contours or surface projection in the speed-feed plane. As indicated in
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Fig. 5.5, each line represents a certain level of tool life in minutes. The non-linear
behaviour of tool life is more distinctive at lower values of feed and speed. The region
at which the tool life reverses its attitude is characterized by the circular curves near
the origin. However, the contour of the nose wear tool life model in Fig. 5.5.b indicates

lower effects of low-to-moderate feed-speed combinations on the values of tool life than

in the case of average wear tool life model in Fig. 5.5.a.
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5.3 Mathematical Models of Cutting Force Response

In turning operation, cutting forces can be represented by a three-component system as:
the vertical component F;; the feed component F;; and, the radial component F;, see
Fig. 3.1. For each sub-test, a simultaneous records of these components were collected
and processed using the dynamometer and the data processing procedures which were
explained in Chapter 3. A sample of the force signals are shown by Fig. 5.6. During
stable cutting with sharp tool, force signals fluctuate around a constant level as shown
in Fig. 5.6. The width of the dynamic force fluctuation is dependent on the wear level
developed and on the cutting conditions employed. While higher cutting speed and
wider wear land always reduce the band width, lower feed and speed tend to excite
the system resulting in a wide band of force fluctuation. Also, the formation of dis-
continuous chips usually causes a larger variation in the force signals and consequently,
leads to wider dynamic width. The effect of some disturbances during cutting on the
behaviour of force signals is illustrated by a sample results as shown in Fig. 5.6. As
shown in Fig. 5.6.a, a sudden increase in the magnitude of both feed F; and radial F,
components was resulted from tool chipping and fracture. When chipping and fracture
occurs, a new and wider tool-workpiece contact area is developed which increases the
normal force on the clearance [12](see Fig. 2.7 ). The vertical component F,, however,
shows almost no variation as a result of tool chipping. Nevertheless, vertical force F;
seems to be the most sensitive to the machining instability as shown in Fig. 5.6.b by
the increased amplitude of force between the cutting time of 42-100s. At the end of
this sub-test the workpiece surface was examined and it was found that at the region,
between the times in question, three bright-spots were observed each of approximately
30 mm?. These were associated with increased material hardness, i.e. hard spots, and
were deemed responsible for the observed instability. Fig. 5.6.c shows the force signals
for the last sub-test of Test#3 where the local failure has occurred at the nose area
while the other elements of the flank and the notch wear are of lower levels (see Fig.
5.1.a). This causes a sudden force increase followed by a steady fluctuation, but at a

higher level. Again the vertical force component F, is the least sensitive to local tool
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failure. Fig. 5.6.d shows the force signals of the last sub-test of Test#13 at which the
tool failed catastrophically due to material softening or plastic deformation. The tool
damage was spreading over the whole contact area so causing a rapid rate of increase
of force for both feed F; and radial F, components. From the above discussion it may
be concluded that a strong correlation exists between the force variation during cutting
and the tool state.

In this section, the effect of several wear elements on the variation in the different force
components, and on their ratios is investigated. Both linear and non-linear regression
procedures are used to develop and examine the possible mathematical models of force
and force-wear interrelationships. A complete set of force histories, for each test stud-
ied using the central composite design, (see Table 4.2), is shown in Fig. 5.7. For each
sub-test, the static force value was determined by filtering and smoothing the corre-
sponding dynamic signals using a specially written computer program. Each sub-test
is represented by a single value at the end of cut and, for each test, the force-time curve
consists of its successive sub-tests as shown in Fig. 5.7. Force-time curves shown in
Fig. 5.7 indicate a similar trend to that of wear-time relationship. After a few second
of cut, a fixed value of initial force is attained followed by a second phase at which a
longer period of uniform force rate is noticed. Finally, the force exhibits a higher rate
of change near the end of the tool life. The magnitudes of initial forces are strongly
dependent on the cutting variables used, particularly the feed and the depth of cut.
Similar values of initial forces are found for both feed F, and radial F; components.
The value of initial force for vertical component Fj is the largest in magnitude but
typically, its ratio with F. or F, varies according to the conditions used, and to the
levels of wear scars developed on the clearance face.

In the second phase of force-time curve, forces increase with rates depend on the cutting
conditions employed especially the speed and the feed. The more severe these variables
are, the higher the wear rates which will result and, as a result, greater variation is
observed in the force values.

In the third region of the force-time characteristic, the forces vary differently for various

force components. The radial component F; is usually the most affected by the wear
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level at the nose area. The effect of lank wear FFW seems equal for each of the feed
F; and radial F, components. However, a quantitative explanation of the character-
istics of the force-wear-conditions interrelation may be obtained by the mathematical

formulation of the relevant parameters.

5.3.1 Mathematical Models for Initial Forces

The initial force system can be defined as that which results when the workpiece is
machined by a sharp tool. As explained by many investigators [9 & 23], the initial force
for a given tool-workpiece combination basically depends on the cross-sectional area of
the cut. The effect of the cutting speed on the initial force has been studied as early
as 1946 when Arnold [125] indicated that the force tended to decrease by increasing
cutting speed up to certain limit after which the force magnitude was slightly affected
by any further increase. At low cutting speed, high force are generally obtained due to
the welding occurring between the tool and the chip thus forming a built-up-edge [126].
An increase in the cutting speed causes an increase in the shear angle which results in

a shorter length of the shear plane and, in turn, causes a reduction in tool forces.

In this study, the initial forces for a particular component is considered as the
intercept by projecting the force-time curves back to zero cutting time. A total of
24 data points is obtained for each force component and these are used to develop
mathematical models which relate the initial force to the cutting conditions- speed,
feed, and depth of cut.

A first-order model using linear regression procedure is found to adequately fit the
experimental data for each force component in turn. Tests of significance and adequacy

have revealed nothing against the characteristics of the models which take the forms:

Fyo = 318.62 FO33 g1.062, (5.18)
Fyo = 2344.9 V~0.064 [0.729 10.9%3. (5.19)
Fyo = 699.20 V-0146 10359 d0-880. gnd (5.20)
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Correlation Factor | Standard Error | F-Ratio
R? SE
Fio 0.89 0.091 86
Fyp 0.99 0.042 790
Fy 0.90 0.090 59
Fizo 0.91 0.082 68

Table 5.3 Statistical Characteristics of the Models of Initial Force

Fzzo =727.8 V—0.109 F0.324 d0'998. (521)

where Fgo, Fyo, Fzo, and Fizo are the initial force for the feed, the vertical, the radial,
and the thrust components respectively. Statistical criteria for these models are listed
in Table 5.3. The thrust component Fz,, is the resultant cutting force in the horizontal
plane normal to the cutting edge (see Fig. 2.7). This component is thought to have
a better correlation with tool wear than if an individual component would has been

used.

The models of the initial force (5.18 — 5.21) signify the strong dependence of the
initial force on the cutting conditions, especially the depth of cut and the feed. For the
feed component F%, the influence of the cutting speed is not significant enough to be
included into the model. However, both of the vertical F;, and the radial F, components
are negatively affected by the cutting speed for given values of feed and depth of cut.
The depth of cut has the strongest effect on the force magnitude for all components. The
effect of feed is found similar for the feed and the radial components, while similar effect
of depth of cut is observed for the vertical and the thrust components. This indicates
that the ratio of the initial values for each of the feed or the radial components to the
vertical one depends only on the value of feed used. To confirm this phenomenon, the
same set of data is used to establish a quantitative relationships of the ratios of various

force components. This has resulted in the following set of equations:
Fio/Fpo) = 0.193 F~%4; 5.22
v
(Fo/F,,) = 0.186 F~%%;and, (5.23)

134



(Fozo/Fyo) = 0.253 F~0-405, (5.24)

For the range of feeds used in this study (0.06 — 0.6 mm/rev), the ratio of the feed to
the vertical components (Fz,/Fy,) varies between 0.24 and 0.59, while for the radial
to the vertical (F3,/Fy,), it varies between 0.22 and 0.53. This contradicts the general
idea which has been long established that the relative magnitudes of the different force
component are constant and independent of cutting conditions. However, the fact
that force ratio is independent of both cutting speed and depth of cut may help in
isolating the effect of tool wear progress on the variation of cutting forces. However,
these relationships represent merely the situation when the tool is sharp and further

investigation is required to determine the force characteristic under various levels of

tool wear.

5.3.2 Effect of Tool Wear on the Force Characteristics

The effect of wear progress on the instantaneous value of force components Fj(t) is
investigated through the establishment of the mathematical formulae to relate each of
force component to the relevant parameters of wear elements; cutting conditions; and,
cutting time. The whole set of data (669 data points) for the CCD are used to find the
best possible functional relationships. Among the different structures of models, the

first-order linearized model is found to give the best results. The resulting models are

of the forms:

F(t) = 22248 V—45 P24 ¢93 =15 N5 Fw41 NCW 13, (5.25)
F,(t) = 8400 V% F-36 483 t—00 12 py-58 NCOW 03, (5.26)
F,(t) = 66138 V0 F2° @51 4=20 N9 W4 NCW4; and, (5.27)
F..(t) = 47525 V~47 F24 @77 =17 NWS4 FW4l NCW 13, (5.28)

When the average wear is used instead, the following models are resulted:
F.(t) = 23861 Yy —450 235 7883 4—.154 AW 982, (5.29)

F,(t) = 8375 V180 627 4884 ;=049 AW (5.30)
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Correlation Factor Standard Error F-Ratio
R? SE "
Wear Elements | AW || Wear Elements | AW || Wear Elements | AW
F; 0.84 0.84 0.116 0.117 492 672
Fy 0.97 0.97 0.060 0.062 3170 4156
F, 0.83 0.81 0.130 0.137 456 563
F,, 0.84 0.83 0.117 0.120 509 670

Table 5.4 Statistical Criteria for Models of Force Wear Relationship [(5.25)-(5.32)]

F,(t) = 86509 V~526 p-243 §.440 =200 fypy1-270, 50, (5.31)

sz(t) = 55354 V—.484 F.236 d.715 t—.173 AWLOQQ. (5.32)

Statistical criteria for this set of models are listed in Table 5.4. Among the various
force components, the vertical component F, seems to be the least affected by the tool
wear. Among the different wear elements, the notch wear NCW has the least influence
on all force components. The effect of the flank wear FW is found similar for both the
feed and the radial components. The nose wear NW affects the radial component F,
more than it does for the feed component F,. However, the global effect of tool wear as

it is represented by the average value AW seems to be higher for the radial component

.Fz.

To investigate the effect of tool wear on the different force ratios, the following

models are resulted:

(Fz(t)/F,(t)) = 2.65 V26 p=39 g07 4=10 Ny-28 piy-26 NCW10; (5.33)
(F3(2)/F,(t)) = 7.87 V—32 =38 =35 =15 NSl P26 NCW Y and, (5.34)

(Frz(t)/ Fy(t)) = 5.64 V=29 F=39 =09 ¢4=12 Ny 37 pw 26 NCWL. (5.35)

For a given cutting conditions, force ratios are positively affected by the level of wear
elements on the clearance face. The nose wear NW has the most influence on the
force ratios with higher effect on the ratio (F;/Fy). A similar effect is observed on the

different force ratios of each of the flank wear FW and the notch wear NCW.
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Generally, forces on the cutting tool are strongly influenced by wear progress on
the tool’s clearance face so that it can be applied for an in-process monitoring strategy.
However, for a universal approach to be developed, the force variation due to only

wear variation should be properly separated from other effects caused by the cutting

conditions.

5.3.3 The Detection of Tool Failure by Force Variation

One disadvantage of the linear force models (5.25 — 5.32) is that the force variation is
a function of too many interrelated variables. However, for an in-process technique to
be more universal, the detector variable should rely on as a few parameters as possible
and the variation due to other effects should be eliminated. One approach is to isolate
the different effects from each other so that they can be dealt with and accounted for
individually. Even though the implementation of such idea was almost impossible in
the past due to computational and modelling difficulties, it is now possible since the

non-linear regression techniques are well qualified to deal with such problems.

The force-time trend, as shown in Fig. 5.7, can be expressed by the following

relationship:
F; = F;y + bo (W - W,,)%, (5.36)
where F; can be either Fy, F,, F,, or F;,, and F,, is the corresponding initial value.

The wear W can be either NW, FW, NCW, or AW, while W, is the initial wear in

the running-in area.

As explained earlier, each of the initial wear and the initial force are cutting conditions

dependent and therefore, Eq. (5.36) may be re-written to take the form:

F; = ao V® F°% d° 4 bo (W — co V! F? 43)01, (5.37)

Since this model cannot be linearized using a simple logarithmic transformation, the
non-linear procedure was the only way to fit the data and then, to estimate the coef-

ficients in the final equation. However, due to some computational difficulties such as
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underflow and overflow involved in the non-linear estimation procedure, the structures
of the models models were continuously adapted to give the best results. Although it
was a very expensive computational procedures, non-linear models of very high quality

are resulted. The final developed models are summarized as follows:

A) Feed Component F,

Fr = 459 F*%d® 43397 [AW195 _ g1o1nV];  (R? = .86). (5.38)
= 294 P19 d% 43346 Aw1es, (2 = g5). (5.39)
= 321 F¥ 4 {1844 Nw21s, (g2 = 91). (5.40)
= 386 F*1 d'!! 14338 Fwase,  (p2 = 76). (5.41)

= 354 F36 d1'14 + 1497 NW264 FW—.72 NCWAI; (R2 — .92) (542)
= 629 F3d7 41199 (Nw3.s8 _ go3 v27)

(FW=%—-023 V") (NCw93 _ 023 V?); (R®=.94) (5.43)

B) Vertical Component F,

Fy, = 1829 F® g4 | 1373 [Aw35 _ o731aV];  (B? = .97). (5.44)
= 1930 F%0 4105 | 1049 AW 95, (B2 = .97). (545)
= 1907 F¥7 g104 040 N3, (R? = .97). (5.46)
= 1995 F7 4100 4 1049 P99, (R? = .96). (5.47)

= 1916 F g105 4 1547 NWw4® FW NCW?2; (R®=.97). (5.48)
= 1862 F% g111 | g0y (NW24— .05 1InV)

(FW _ 05 nV) (NCW8 - .05 lnV); (R?=0.94). (5.49)
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C) Radial Component F,

F, = 415 F%d"° 43014 [AW173 _ poalaV]; (R? = .86). (5.50)
= 415 F%2 4" 13803 A1, (R = .85)- (5.51)
= 418 P d'% 42351 Nwis2,  (R?=.93). (5.52)
= 592 F% d™° 4731 Fw222, (R*=.72) (5.53)

= 425 F%6 g9 4 9947 Np1s0 pyy18 NCW ™5 (R =.93). (5.54)
= 500 F4 d81% 4 2377 (NW1.93 _ (.007 InV)

(FW6 - .007 InV) (NCw-33 _ 007 InV); (R*=0.93). (5.55)

D) Thrust Component F,,

Fp, = 612 F* d® 44806 [AW'S6 _ qqinV]; (R = .87). (5.56)
= 442 % d"1 1 4846 AWee, (R% = .87). (5.57)
= 479 F* dM5 | o789 NWwz02, (g2 g3). (5.58)
= 604 F7d°%® 16120 FW241, (2 = 7¢). (5.59)

= 500 F*? a1 2509 NW223 pyy-18 NOow 3, (R? = .93). (5.60)
= 472 F* d""® 42547 (NW220 4 103 y-2.29)

(FW™18 4103 V-22%) (NCW3 4 103 V-2%9); (R? = 0.94). (5.61)

The strong correlation is clear between the force variation and wear progress. From
the statistical standpoint, these models are more precise to represent the functional
interrelation between the dependent variable F; and the set of the independent variables.
For instance, the values of the correlation factor for Eqns. (5.42), (5.48), (5.54), and
(5.60) are 0.92, 0.97, 0.93, and 0.93 respectively while the corresponding values for the
linear models (5.25 — 5.28) are only 0.84, 0.97, 0.83, and 0.84. This indicates that the
force variation is more accurately detectable if the effect of the tool wear is properly
isolated from the other effects of cutting conditions and cutting time. However, a
careful investigation of these models is required to choose from the one which is most

sensitive to wear progress.
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The effect of excluding the cutting speed may be examined by comparing the
models when it is included and when it is not. The results indicate that the cutting
speed can be confidentiality removed without degrading the predictive capability of
the models. The worst recorded case is for the pair of models (5.42) and (5.43) when
a insignificant reduction in the values of the correlation factor from 0.94 to 0.92 is
observed. Thus, it may be concluded that for a given tool-workpiece combination,
the force variation, after attaining an initial value, which mainly depends on the cut

cross-sectional area, corresponds only to the amount of wear developed on the clearance

face.

As concluded previously, the force variation is found to be differentially influ-
enced by the various wear elements. However, for the purpose of an in-process tool
wear monitoring to be reliable and more accurate, both of the most predominant wear

element and the most sensitive force component should be selected.

The rate of change due to wear progress of the vertical force F is noticed to
be the least among all components, which makes it a less reliable for an in-process
purposes. This is expected since the vertical component is predominantly determined
by the cross-section of a cut and changes only slightly as a tool wears, while both the
feed and the radial components are mainly penetrating and frictional loads and very
sensitive to wear. Between the components of feed F, and radial F;, their resultant
(the thrust component F;,) tends to give slightly better results. However, a conclusion
may be drawn that any of the feed component F;, the radial component F,, or the
thrust component Fr, may be satisfactorily used to detect tool failure and to predict
tool wear levels. Fig. 5.8 shows the plots of the predicted values from both of the
linear continuous model (5.28) and the non-linear discrete model (5.60), together with
the experimental data, of the same set of tests used in producing Fig. 5.2. It can be
seen that both models fit the experimental data very well. However, the non-linear
model is superior at the end of tool life especially in the cases when the tool fails
catastrophically. The poor fit for Test#6 reaffirm that this test is abnormal and this

conclusion was reached when a tool life model was processed. By observing the plots
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for all the 24 tests of the CCD, this test was the least reliable in every respect. The
tool used exhibited lower values of wear than those identical trials nos. 5, 11, and 12.
Almost the same conclusion is noticed from Fig. 5.9 when the average wear AW is

used in place of the individual wear elements (models (5.32) and (5.57)).

However, the low values of correlation factor when only the flank wear FW is used
as a regressor for the force variation may discard the idea of using it as an in-process
detector. Again, either the nose wear NW or the average wear AW may be adequately
used in the purpose of an in-process tool wear detection. This is noticeably from Fig.
5.10 when both models of nose wear (5.58) and average wear (5.57) are plotted against
the experimental data for the same set of tests used in producing Fig. 5.9. The high
quality of the predictive capability of the models can be noticed especially at the end

of the tool life when the forces rapidly increase due to the tool failure.

In the actual situation, the force transducer can be used to measure the various
force components and the values of wear level may be estimated accordingly. This
requires a mathematical formulation in which the tool wear is regressed on the variation

of the cutting forces. This functional relationship can be approximated as:
W =W, + ao (F; — F,,)*'. (5.62)

Since W, and F; are basically dependent on the cutting conditions, this equation may

be re-arranged to take the form:
W = bo F? @ V% 4 a0’ (F)*, (5.63)

where the coefficients bo and ao’ usually depend on the tool geometry; the workpiece
hardness; and, the type of lubricant. While both the tool geometry and the type of
lubricant may be considered constant for the same set of tool and cutting conditions,
the effect of the variation in the workpieces hardness may be dealt with by using the
ratio of either the feed component F;, or the radial component F,, to the vertical

component Fy, [90]. Thus, Eq. 5.63 may be take the form:
W = bo V¥ F®? " 4 b4 (F;/F,)*. (5.64)
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Non-linear regression procedure using the experimental data resulted in the following

form of models:

AW = 0.132 FO58 4035 1 0.35 (F,/F,)''¥; and, (5.65)

NW = 0.255 F09 ¢0B } 0.48 (F,/F,)**2. (5.66)

The improvement gained by applying the force variation is clear from Fig. 5.11 for
average wear AW and, from Fig. 5.12 for the nose wear NW. These figures are a
re-production of Fig. 5.3 after adding the non-linear model (5.65). Even though the
linear model has a better capability to estimate wear levels in the early stages of the
tool life, it fails to detect the tool failure and breakage at the end of tool life. This is
accurately detected by the non-linear model using the ratio of the radial to the vertical
components (F;/F,). The variation in this ratio is very sensitive to wear change on
the clearance face. For Test#1, Fig. 5.11, no change is noticed in the estimated wear
level until the point of 105 minutes cutting time where a higher increase in the ratio
(F;/F,) is observed. As shown in the wear-time curves in Fig. 5.1.a, a sudden increase
of the wear level from 0.24 to 0.29 mm occurred on the nose area at that moment. The
same has happened for Test#6 at 30 minutes time and this explains the increase in the
estimated wear levels shown in Fig. 5.11.

For Test#14 in Fig. 5.11, a sudden decrease in the estimated wear values is noticed
within the period between 90 and 133 minutes cutting. This drop of force values is
noticed in the magnitudes of each of the vertical and the radial components as shown
by Fig. 5.7.b. During this period of cutting, a tool failure has occurred at the nose
area as shown in Fig. 5.1.b and, the resulting recess was filled of workpiece material.
The frequent formation and breakage of this weld junction caused tool chatter and
machining instability. During the wear measurement it was very difficult to remove this
hard spot from the tool edge lest for the damage of the tool. This gave a misleading
setting of the depth of cut for the successive cuts so that less material was machined
and therefore, lower cutting forces were resulted. The hostile conditions of low cutting
speed of 50 m/min used in this test has maintained this mechanism until a further

uniform deformation had occurred on the nose area resulting in higher force values.
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This indicates that not only the wear progress and tool failure but also the random
disturbances and machining instability can be detected by observing the variation in

the force or in the force ratios.

In Chapter 8, however, the possible detection of the random disturbances and system

instability are investigated using the tool dynamic characteristics.
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5.4 Conclusions

In this chapter, mathematical models are developed of the tool wear and cutting forces.

Results of this study may be summarized as follows:

1. The establishment of wear-time polynomial for an individual test has proved to be
impractical since the resulting model is always affected by local characteristics of
the test under investigation. In some cases, a first-order polynomial was adequate

while in others, a polynomial of higher orders was required.

2. The mathematical models of the relationship between the wear level and the
cutting conditions were found to be more appropriate in estimating the wear
levels only within the region of constant wear rate. The point at which a tool
fails catastrophically is usually not detectable by using this approach. Among the
various wear elements on the clearance face, the average wear AW gives better

results when it is used in models to simulate the functional variability in the

wear-time conditions relationships.

3. Mathematical models are developed to relate the tool life to the cutting conditions-
speed, feed, and depth of cut. Both of the nose wear NW and the average wear
AW are found to be good criteria for tool life modelling. A first-order linearized
model is found inadequate to fit the experimental tool life data. A second-order
model is found to give better statistical criteria and to improve the models pre-

dictability. However, the resulting models are found to be affected by some out-

liers and influential cases. This increases the standard error of estimates and
causes the residuals inhomogeneity. The careful examination of these influential
cases indicates their abnormality and peculiarity and therefore, the robust regres-
sion procedures, via iteratively re-weighting least-squares, is used to minimize and
dampen their influence. A considerable improvement is achieved in the statisti-

cal criteria and predictability of the models. Between the two types of tool life

models, the one using the criterion average wear is found to be more consistent
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and reliable.

. The behaviour of tool lives within the operational region of speed and feed is
examined by using the response surface methodology and surface contours. The
tool life surface exhibits a non-linear trends especially at low-to-moderate range of
cutting conditions. It has been found that for a low-to-moderate range of cutting
speed, there is a certain value of feed of 0.12 mm/rev below it the tool life is

positively affected by the value of feed employed.

. The force variation during cutting has been found not only to well correlate with
the wear level on the clearance face but to be very sensitive to any tiny distur-
bances such as tool chipping and machining instability. Mathematical models for
various force components are developed to quantify such an interrelation. Each
of the feed component F and the radial one F}, are found to be very sensitive to
the gradual progress of tool wear. The effect of wear progress of the various wear
elements on the different force components is investigated. The nose wear NW
has the strongest influence on all force components with its highest effect on the
radial component F,. The flank wear FF'W equally affects both of the feed and

the radial components. Among the various wear elements, the notch wear NCW

has the least effect on all force components.

. Mathematical models are developed to investigate the effect of cutting conditions
and wear progress on the relative magnitudes of the force components. When the
tool is new, each of the ratios (Fz/F;) and (F,/F,) is found to be dependent on
the value of feed employed. At later stages, the level of the nose wear has affected
these ratios and with higher effect on the ratio (F;/F,). The ratio of (F;/F})

is found constant and insensitive to wear progress throughout the entire span of
tool lives.

. An approach of the tool failure detection using the force variation has been pro-
posed. The force variation due to only the wear progress and tool failure has
been properly isolated through the development of non-linear discrete models.

The variation in the workpiece hardness is eliminated by using the force ratio as
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an independent variable to detect the wear variation. The ratio of (F,/Fy) has
been found to give the best results when it is used in estimating and predicting
both the gradual and the random forms of each of the nose wear and the av-
erage wear. The proposed approach has shown a good validity to be used for
the purpose of an in-process monitoring of tool state for a wide range of cutting

conditions and workpiece materials.

146



Chapter 6

MATHEMATICAL MODELS
AND MONITORING
STRATEGIES FOR TOOL
CONDITION BASED ON
TOOL VIBRATION
CHARACTERISTICS
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6.1 Introduction

The wear of a cutting tool in centre lathe turning operations is one of the most im-
portant limiting parameters in manufacture involving metal cutting. Since, as yet, the
measurement of tool wear during continuous machining can not be made reliability,
several attempts have been developed to monitor wear indirectly, which concentrated
on the idea of finding a strong correlation between tool wear behavior, and one or
more of the operating parameters. These parameters could be one or more of cutting
variables; one or more of the system outputs (responses); or, one or more of the system

characteristics. Details and an historical review of such techniques have been previously

surveyed in Chapter 2.

Although some of the attempts have achieved part success in determining tool
wear indirectly using cutting force and some other machining responses, such as those
mentioned in [72;, further developments are still required before a computer aided tool

management system can be realized for industrial applications.

In recent years, effort has been devoted to investigate the possibility of using tool
vibration characteristics and system acoustic emission to predict; to estimate; or, to

monitor manufacturing system conditions and tool wear behaviour.

The potential to use vibration to monitor tool wear drives from several reasons
which are now discussed. Since in turning operations the tool is always in intimate
contact with the workpiece, any change in the system vibration behaviour could lead
to knowledge about the state of the cutting tool, and hence the technique provides a
unique and attractive opportunity for monitoring the details of a cutting process. The
considerable amount of information generated by vibration response provides, however,

a formidable challenge to isolate; and, to characterize only those specific signatures and

responses relevant to tool wear diagnosis.

Although the subject of the effect of tool wear on tool vibration has been handled
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as early as 1946 [125], contradictory conclusions are the only outcome from reading
through such literature. Some individual efforts claimed success in exploiting tool
vibration to predict the tool state during cutting. A few years ago, PERA [127] revealed
that a tool-breakage vibration-based device has been successfully built. Twenty years
ago, Weller [129] claimed that there was a definite relationship between tool wear and

the sound emitted during machining. Accordingly, tool wear detector hardware was

built.

However, for a wear monitoring vibration-based approach to be universally ac-
cepted, a number of problems require solution. Firstly, one needs to isolate relevant
information from the huge amounts of data in the noisy environments which the vibra-
tion signals are carried during industrial manufacture. Secondly, a flexible approach
must be achieved which permits interchangeability among the different manufacturing
systems; since different systems lead to variability in masses, weights, rigidity, stiffness,

frequencies, etc. Thirdly, the designed strategy has to be economically feasible.

In this study, a tool wear monitoring vibration-based approach is investigated
using advanced vibration analysis instrumentation such as the Fast Fourier Transform
FTT analyzer; and, the Power Spectrum Technique PST. This includes the identifi-
cation of the possible interrelation between the tool wear and tool vibration in stable
centre lathe turning operation. The vibration element most sensitive to tool wear has
been isolated. An in-process tool life determination vibration-based approach has been
proposed. Finally a tool-wear prediction model using the force-vibration combination

has been proposed which is capable of being used in real time manufacturing process

control.

6.2 Tool Vibration In Centre Lathe Turning Operation

The cutting of metal in centre lathe turning is often considered as a steady state (static)

process. As schematically shown in Fig. 6.1.a, it is a process in which cutting proceeds
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with constant chip thickness; constant feed; constant cutting speed; constant cutting
angles; and, with permanent sharp tool edge. Under these conditions, it is supposed
that the resulting cutting force will remain constant. In practice, however, the cutting
force fluctuates around an average value, Fig. 6.1.b. Such force variations are due to
many factors, among them, variation in tool-chip friction; disturbances from out of
balance rotating elements; tool striking a hard spot in the machined surface; cutting
an existing irregular surface; etc. The tool thus changes its position relative to the chip
and to the workpiece at periodic intervals. This in turn produces a variation of the
chip thickness, feed, tool geometry, etc. This is referred as dynamic cutting.

When the tool vibrates it may achieve one or more of the shapes indicated in Fig.
6.2. Whether excessive vibration occurs depends on whether these initial oscillations
will increase or decrease in amplitude. Therefore, dynamic cutting could be either
stable or unstable. Unstable dynamic cutting produces high amplitude vibration which

are known as chatter. Although the current work basically concerns stable dynamic

cutting, a general review is next presented.

Tool vibration might be due to self-excited or to forced vibration or to both, and

these two situations are now considered in turn:

6.2.1 Forced Vibration

Forced vibration results essentially from an external periodic force which is quite in-
dependent of the system on which it acts. The amplitude attained depends on the
magnitude and frequency of this force and the inherent damping, but if the frequency
is close to the natural frequency of the system, a large vibration may result from a
relatively small force.

In other words, forced vibration is the response of the machine structure to the fluctu-
ation of force acting on it. This is due to out of balance rotating masses; gear contact,
varying chip thickness; discontinuous cutting (milling); etc. [129]. Therefore, forced vi-

bration of machine tools can be remedied by accurate balancing, mounting on vibration
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isolators, etc.

6.2.2 Self-Excited Vibration

A self-excited vibration results when the internal energy of a system varies in such a

way that during a cycle of deformation, more energy is stored than is released during

a single cycle.

Machine tool chatter is a self-excited vibration the amplitude of which can build
up without the presence of any oscillatory force [130]. Chatter, therefore, results from
the machine structure and the cutting force combining to form a dynamically unstable

system, in which an infinitesimal amplitude of vibration can grow in an unbound fashion

[130].

One of the most common forms of self-excited vibration in machine tools is regen-
erative chatter. Suppose, during cutting, the tool strikes a hard spot on the workpiece
material, or the system is excited by any source of disturbances, then the machine is
set into vibration to give relative tool-workpiece displacement, and hence a wave will
be produced on the workpiece surface, Fig. 6.3.a. During the next revolution this wave
causes a a variation of the chip thickness, Fig. 6.3.b, which produces a varying cutting
force [130]. This varying force excites the system, and consequently, further relative
displacement between tool and workpiece and hence the production of another wave in
the machined surface. The surface is thus regenerated, on the leading edge in the case
of turning, from one revolution to the next.

When the amplitude of the regenerated wave is larger than that of the generating wave,
the amplitude will increase from one revolution to the next, and the system becomes
unstable (chatter occurs). If, however, the amplitude decreases, the system is stable,

and disturbances die out [130].

Tobias and Fishwick [131] considered machining chatter as a dynamic instability

condition in which the force variations are brought about by the variation of chip
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thickness (regenerative effect), by the variation in the feed penetration; and by the

variation in the workpiece angular velocity.

Arnold [125] claimed that the only reason for the self-excited vibration was the decrease

of the vertical cutting force F; with increasing cutting speed, Fig. 6.4., this is called

the “falling characteristics .

Jemielniak and Widota, [132], concluded that the spindle speed variation (SSV)

during machining was one of the self-excited vibration sources. This confirmed the idea

of falling characteristics proposed by Arnold [125].

However, Marui et al. [133] concluded that the chatter vibration occuring with
turning tools is a self-excited vibration to which vibration energy is supplied due to the

frictional force acting when the flank surface contacts the workpiece.

Tobias [134] stated that even with a falling characteristics, it is doubtful whether

the negative damping introduced is large enough to overcome the positive damping of

the system.

Doi and Kato [135] indicated that chatter is self-induced and caused by a lag in
the fluctuation of horizontal cutting force F; behind the horizontal vibration of work.
Because of such lag, an amount of energy per cycle is maintained resulting in increased
vibration of the workpiece. Also, it was ascertained by them, [135], that in some cases
of cutting without chatter, the fluctuation in horizontal cutting force F; lagged behind
the variation of undeformed chip thickness. In recent research, Mauri et al. [136] have

reached absolute agreement with the results of Doi and Kato [135].
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6.3 Historical Review Of Tool Wear-Vibration Relation

The effect of tool wear on the tool vibration was studied as early as 1946, [125], and
some studies were done between early 50’s and late 60’s. Because of the complication
involved in manipulating the tool vibration aspects, the possibility of finding a relation
between the tool wear and the tool vibration was so low that efforts were directed
toward finding the best conditions which would ensure the most stable cutting process
rather than investigating the causes of such instability. However, due to the recent

developments in instrumentation and in microcomputer interfacing, the possibility now

exists to achieve these goals.

Arnold [125] was the first to try to build a qualitative relation between progressive

tool wear during the turning operation and the tool tip vertical vibration amplitude.
Tool oscillations have been found to correspond to the natural frequency of the tool.
With the progress of tool wear, Arnold suggested the trend shown in Fig. 6.5, where
two distinct phases are evident. In the first, the vibration is initially small and increases
slowly; and, according to Arnold, is somewhat irregular. In this phase the wear of the
tool edge continues to increase steadily.
In the second phase, a large steady vibration persists at almost constant amplitude,
while the rate of wear increases significantly after a temporary pause. The transition
period between low and high amplitudes was claimed to be short and was, in most cases,
instantaneous. Arnold indicated that this merely indicated the general characteristics
and, the high amplitude could be attained more quickly if higher cutting speed was
used. This means that the jump point from low to high steady amplitude is reached
after a certain wear level has developed at the tool edge. This implies that using a
cutting speed which is much higher than that used by Arnold could lead to a constant
vibration amplitude which is insensitive to tool wear progress.

Although it was the first fundamental study of tool vibration performed, Arnold faced

strong criticism at that time and subsequently thereafter.
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Tourret [126] suggested an explanation for Arnold’s findings by stating that the
wear on a clearance face, after reaching a certain level, might promote vibration by caus-
ing an additional periodic force to act on the tool, this means inducing an additional
forced vibration which did not exist at the beginning when the tool was sharp. Twenty
years later, Tobias [134] refuted Arnold’s suggestion that a sharp tool exhibits virtu-
ally no vibration. Tobias stated that this contradicts the well-known workshop dodge
whereby chatter can be remedied by rounding off the cutting edge. Tobias added that
Arnold’s experimental arrangement for studying tool vibration was arranged so that
some of the disturbances were eliminated, and that the results were obtained under,
what Tobias called, controlled conditions.

Five years later in 1969, Weller et al. [128] published their work which was a part of a
larger program to develop diagnostic techniques for many types of machinery and struc-
tures. It was thought by Weller that the same analysis and data reduction techniques,
which had been successfully used to determine the internal conditions of machinery
by studying their structure-borne sound emission, could be applied to metal cutting
applications. In the first serious and effective study to address the problem, Weller
recorded the vibration during turning operation using an accelerometer. They found
that the signal obtained could be divided into low frequency band (0—4 kH 2) and high
frequency band (4 -8 kH z). A worn tool exhibited a higher amplitude at high frequen-
cies which was not observed with a sharp tool. A low frequency amplitude band was
found to be insensitive to tool wear progress. They explained that the tool vibration
in the X —Direction (horizontal) was initiated by the force increase in that direction
after a certain level of wear was attained on the tool’s clearance face. The greater
the wear level was, the broader the flank wear land became, producing an increasingly
greater rubbing effect and, in turn, more horizontal vibration. Also, Weller claimed
that the worn tool vibrated in the vertical direction (Y) as a result of the cutting force
falling characteristics proposed by Arnold [125]. Although Weller agreed with Arnold’s
tool wear-vibration trend, Fig. 6.5, they stated that the jump point from low vibration
amplitude, by a sharp tool, to a high one could not generally be calculated; and, the

high-frequency high- amplitude was noticed only after a noticeable wear progress had
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occured. However, they did not agree with Arnold concerning the constant vibration
amplitude following the jump point. They noticed that the vibration amplitude in-
creased rapidly with tool wear to the point where the workpiece surface waviness was
beyond tolerance. However, they [128] reported some problems in the system perfor-
mance due to the effect of the cutting heat; and, generally there some uncertainty about
what the behaviour would be if different conditions were to be used. Besides, it was
not clear how they distinguished between the frequency bands using the time-domain
signals. Even though they claimed that the problem was entirely solved and a tool
wear detector was build for the GENERAL ELECTRIC COMPANY, surprisingly it

was found, twenty years later, that the same company was still looking for a solution

for the same problem, [137].

In his work, Pandit et al. [138)found that a vertical vibration mode in the fre-
quency band of 4.3—4.7 kH 2z, which was found to be around their tool-holder’s natural
frequency, appeared in all three tests conducted and the area under this peak decreased
at the early stages of wear and then increased at later stages. However, no attempts
has been made to study the effect of the progressive tool wear on the vibration in the
X —direction. Besides, only three tests were conducted representing a narrow range of
cutting conditions; which, from an experimental data validity standpoint, is inadequate

to draw any firm conclusions. Also, at that time, there was no other data available in

the literatures to support such findings.

Taglia [139]examined the variation in the total vibration power in the frequency
range (0— 2.5 kHz) as a function of tool wear; and found that total power, expressed as
the whole area underneath the frequency power spectrum, decreased as wear increased,
reaching a minimum value at very advanced tool wear level, after which it increased.
In his study, Taglia commenced with a relatively high wear level claiming that before
this level the trend was ambiguous and contrary to that revealed by subsequent data.
However, he was doubtful about using the term of “total power”, and he recommended

a further study to be made to explain which specific band of frequency would be more
sensitive to tool wear progress.
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A somewhat different approach was suggested by Rao [123], and later by Lind-
strom et al. [194 that a tool wear monitoring technique based on the vibration signal
alone was not enough to represent the process; and, that a combination of the signals
due to dynamic cutting force and to vibration amplitude (in the X —direction, in the
case of Rao case, and in the Y —direction, in the case of Lindstrom) was required to
achieve a good wear monitoring approach. Rao [123] also stated that the cutting force

and acceleration signals, in directions other than the X —direction, did not reveal any

useful information.

Micheletti et al. [14/] presented the first results of research concerning the relation
between the steady-state vibration of the form tool in an automatic screw machine,
under normal cutting conditions, and the tool life corresponded to several machining
parameters. Despite the accuracy involved in the data collection system and in the
analyses, it was concluded that no correlation existed between tool vibration and wear.
Reaching such a disappointed conclusion was a direct result of the proposed strategy
to determine and to define tool life. For every cut, the tool vibration was measured
in the first span of tool life (early stage of wear) in order to see whether the vibration
pattern could be used for tool life forecasting. In fact this stage is much too early to
obtain significant indication, and a record of the whole tool life may be necessary to
find such a relation. For instance, if data had been collected for longer periods, or
the signal had been ignored in the first few minutes of cut, as has been suggested by
Taglia [139], a different outcome might be reached. Besides, in screw machining no
overlapping of cuts exists (i.e. the situation is avoided where part of material from the

previous revolution(s) is cut in the current revolution) then virtually no forced vibration

is available to excite the system.

Martin et al. [142] used the total power of the vibration signals because it was
impossible to isolate the variations due to cutting conditions from the experimental
errors. The experiment showed that the vertical vibration of a lathe tool in the course
of stable machining is almost sinusoidal, with frequency perceptibly equal to the natural

frequency of the tool. In the range of values studied, the power of the acceleration signal
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determined by spectral analysis was a linear function of the cutting speed, and of the

tool wear; the signal increased in the ratio of {11—0} between the new and worn tool.

In summary, the problem of finding a consistent trend of the tool vibration-
tool wear has not been resolved. This is reflected in the contradictions encountered
among those ideas which have emerged so far. Even though some investigations have
reached agreement concerning few essential aspects, the problem of identification is still

unsolved. Generally the situation may be expressed as follows:

1. what is the nature of tool vibration at different wear levels?;

2. which direction of tool motion is most dynamically affected by wear levels?;
3. what are the effect of cutting conditions and wear on tool vibration?;

4. what is the effect of the system characteristics on tool vibration?; and,

5. how can the approach of tool wear monitoring, if found, be implemented?

All these queries have to be answered if a universal approach is to be developed.

The current study is an attempt to make some progress in this way. This includes
the identification of relevant information and its isolation; and of how, the in-process
tool wear monitoring approach, based on tool vibration, could be more generally used.
The study has been developed for tool vibration mechanism under several tool wear lev-
els. Great attentions has been given to distinguishing the local dynamic characteristics
of the individual machining system elements from the general dynamic characteristics

of different systems.

In the following section, a study is produced to identify the tool’s dynamic signa-
ture using the experimental vibration data in connection with the tool’s dynamic char-

acteristics which were determined during the dynamic calibration of the dynamometer.
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6.4 Results Analyses and Discussion

6.4.1 Power Spectrum And Envelope Identifications

The vibration signals for both horizontal (X) and vertical (Y') directions were recorded
and later analyzed using a FFT analyzer, as explained in Section 3.2. Both the vertical
(Y —direction) and horizontal (X — direction) vibration signals were fed to the analyzer
by playing back from magnetic tapes. The two signals were simultaneously processed
using the dual channel mode of the FFT analyzer. Power spectrum of the input voltage
in root mean squares (RMS) was produced.

The spectrum is considered as a measure of the energy distribution in tﬂe frequency
domain. Several frequency ranges of the analyzer were chosen and it was found that,
for all the available signals, frequency range up to of 10 kHz was adequate to fit the
current system; and, no responses was found outside this range. Therefore, a 10 kH 2
frequency range was the limit of the useful frequency of the system. This range was
well within the linearity ranges of the accelerometer, the recorder, and the tapes used

in this study.

A power spectrum pattern for all the tests involved was found to have the form
as shown in Fig. 6.6. Two frequency ranges can be recognized, lower frequency low-
amplitude (0 — 4 kH z) and higher frequency high-amplitude (4 — 10 kHz). Also, it
was found that there were six frequency bands which dominated the behaviour of the
two spectra. For the horizontal (X) spectrum, Fig. 6.6.a, these were around the values
of 1350, 1850, 2000, 3200, 6200, and 9800 Hz while for the vertical (Y') direction
were 1350, 1850, 3200, 4500, 6200, and 9800 Hz, Fig. 6.6.b. However some shifting
from these specific values may occur but generally, they are still around the central
frequencies mentioned, and the patterns shown in Fig. 6.6 pertain to all conditions.
Also, it sometimes occured that one or more of these dominating bands, especially in
the lower frequency low-amplitude section, lost their domination. In fact, they were

immersed into the flat portion of the base power. For both spectra, it was found that
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four of the six dominating frequencies were in the range of 1000 to 4500 H z, while the

remaining two peaks were in the range of 6000 to 10000 H z.

Identification of such signature and recognition of pattern elements may be demon-
strated in connection with the result of the dynamic calibration test of the dynamometer

system which was done during the dynamometer design stage.

During the dynamic calibration of the dynamometer, section 3.1.4, it was found
that the resonant frequencies w, for horizontal (X), vertical (Y), and radial (Z) direc-
tions were 1360, 750, and 3000 Hz respectively, (see Fig. 8.20). These were further
confirmed by obtaining the equivalent damped natural frequencies w,q through apply-
ing a hammer blow on each direction and the number of oscillations per second were
counted. The determined damping natural frequencies were 1650, 850, and 3046 Hz
respectively.

The spectra shown in Fig. 6.6 could be explained in the light of such dynamic aspects.
The first dominating frequency band in both spectra, which is 1360 Hz, seems to be
the first fundamental natural frequency of the tool-toolholder system in the horizontal
(X) direction. The second one, 1850 H z, is thought to be the first fundamental nat-
ural frequency for the Z—direction in which no accelerometer was fixed. As shown in
Fig. 8.20, this frequency has only dominated in Z—direction; and, having appeared in
both the horizontal (X) and the vertical (Y) spectra, Fig. 6.6, it appears to highlight
dynamic cross-sensitivity between vibration in the radial Z and in each of the other
directions. Also, confirmation of the idea that 1850 Hz corresponds to Z—direction is
evident from Fig. 8.20 where the cross-sensitivity due to the frequency 1850 Hz was
higher for the Y —direction; and, a similar effect was found in the spectra where the
frequency of 1850 Hz is generally greater in amplitude for the Y —spectrum. However,
this peak at 1850 Hz, was not present in all spectra and this confirms the conclusion
that it is a characteristics of the Z—direction. The frequency band 3200 Hz appears
in both X— and Y —spectra. This is thought to be the second fundamental frequency
of the X —direction or, the first fundamental c;f Z—direction. The frequency band of

4500 Hz, which has a higher amplitude than the preceding frequencies, appears only in
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the spectra of the Y —direction. In fact this frequency represents the boundary limit
between lower and higher amplitude frequencies in the Y pattern. However, there is
insufficient evidence to identify the high frequency, high-amplitude bands of 6200, and
9800 Hz. Nevertheless, they could be attributed to the characteristics of one or more
of the system elements such as tail-stock, head-stock, machine carriage, machine beds,

or even the dynamometer base.

As a result of the above discussion, it can be concluded that each of the X—
and Y —spectra consists of individual frequency bands which represent the dynamic
behaviour of the tool, toolholder, dynamometer, machine, workpiece system. As far
as the effect of the toolholder and the dynamometer are concerned, the X and the Z
natural frequencies and their harmonics have a major effect on the power spectrum
while the vertical natural frequency in Y —direction has found to have a little effect.
The high frequency responses of acceleration are several times higher than the lower
natural frequencies of the dynamometer, which therefore, acts as an attenuator. This
situation could be avoided if the accelerometers were located on the moving mass of the
dynamometer. With regard to the location of the accelerometers it is the acceleration
components of the mass of the dynamometer cutter head which should be measured,
since these best reflect the cutting force components which act at the tool tip. Such
forces, and their variations provide a direct measure of the influence of tool wear on the
cutting process. However, it is not always practical to locate the accelerometers in close
proximity to the cutter tip and in some applications a more remote location is necessary.
Such conditions prevail in the research reported here, and the accelerometers were
located at the back of the dynamometer as shown in Fig. 3.33. Since this location is not
ideal due account has to taken in the interpretation of the results. The dynamometer
is bolted to a clamping plate, and to a base, both of which have large mass, and so the
accelerometers will measure the response of this system and will reflect forces which will
be different from those encountered by the tool tip. Hence the acceleration measured in
the experiments will be regarded as reflecting the response of a system which contains

a variable element: namely the cutter-workpiece interaction.
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However, in the following section a general discussion and analyses is produced
to investigate the possible existence of an interrelation between the system’s dynamic

characteristics and the tool state.

6.4.2 Tool Wear-Vibration Interrelation - Data Reduction Technique

The output from the FFT analyser was obtained in the form of power spectra of RMS
voltage values which represented a specific sub-test of the test involved. Originally,
the signal was recorded at the beginning of each cut and lasted throughout the whole
cutting time, which was about two minutes. A dynamic history of a specific test is
represented by a group of spectra which represented its individual sub-tests.

A unique and consistent spectrum envelope, Fig. 6.6, was obtained for all the sub-
tests through the wide variety of cutting conditions used. Analysis of power spectral
plots along with the values of different dominating frequencies (peaks) were examined
for the purpose of finding any trend that might exist among any mode of vibration,
aggregated cutting time, cutting force, and the progress of tool average flank wear
during machining. The area underneath each mode was examined using different pass
band frequencies, 10,5, and 2 kH z.

From now on, the test number refers to the test position in the central composite design
(CCD) which was used in the experimental tests design. However, for some technical
and economic reasons, not all the (CCD) set were tested. The experimental data used
in this study are listed in Appendix B. Nine levels of cutting speed (50 — 230 m/min.),
eight levels of feeds (0.06 — 0.6 mm/rev.), and six levels of depth of cut (1.5 — 3 mm)
were used in this study. Different workpiece diameters (193 down to 50 mm) were
employed to obtain the desired surface speed. Cutting was started and ended up at

different locations on the workpiece length which was about (500 mm).

Although the wide variation in cutting conditions; system parameters; and, time
effect, a consistent envelope pattern was obtained for all tests. This implied that the

experimental set up was reliable and therefore, one of the obstacles which confronted
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previous investigators had been eliminated. The problem of variation of the spectrum
envelope, when one or more of the conditions were changed, has long been a very serious
problem for many investigators. This problem would manifest itself if the approach were
to be applied on an Adaptive Control system AC, where flexibility would be required to

change one or more of the conditions at any time to satisfy the production requirements.

In the following is a try to investigate the possible existence of a correlation
between one or more of these dominating frequencies (peaks) and the whole story
of tool life. The tool state, represented by its wear level, has been investigated in

association with the corresponding vibration amplitude at different frequency bands as

it is explained next.

For each test, the power value underneath each of the dominant peaks has been
plotted against cutting time; tool wear; and, cutting force. Fig. 6.7 shows a typical ar-
rangement for such procedures for Test #2 which has the conditions (145.88,0.12,2.5),
which refers to speed; feed; and, depth of cut respectively. The vibration power am-
plitude for each peak, along with their ratios, are plotted against the cutting time; the
average wear AW; and, the thrust force component F,. As seen from Fig. 6.7, the
only trend, which is consistent with the all other tests, is the one in plot (a) for the
frequency band of 1350 Hz which is the the dynamometer first natural frequency for
X —direction. The other plots, (b — f) in Fig. 6.7, which represent the other dominant
peaks and their ratios, do not reveal much useful information. The same conclusion
is obtained if all the other tests are considered. The power spectra for this test are
collected together as shown in Fig. 6.8. While Fig. 6.8.a is for the X —direction, Fig.
6.8.b is for Y —direction. Also, power spectra for Test #13, which has the conditions
(206,0.2,2.25), are shown in Figs. 6.9.a & b. Analysis of different vibration modes of
this test, as affected by the wear progress and force variation, are shown in Fig. 6.10.
As a result of analysing all tests involved (13 — test), the following observations can be

extracted:

o At the beginning of each test when the tool was new, the total power of the
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spectrum for the vibration signal from the Y —direction was higher than that
from the X —direction. Once some wear had developed on the cutting edge, both
values became closer until, in many cases, they reached an identical value, Fig.
6.8.a & b and Fig. 6.9.a & b. In fact, this could be due either to an increase in
X total power or to a decrease in Y total power. The analysis of individual sub-
tests did not give a firm answer. However, the domination of the total power for
the Y —direction at the very beginning was anticipated for the following reasons:
First, the magnitude of the vertical force component F, was the largest among the
others and therefore, any slight variations would cause large vibration amplitudes;
this may be observed from the time-domain dynamic cutting force signals for
almost all the tests (see Figs. 3.31 & 5.6). Second, the natural frequency of
the Y —direction was the least among the others (760 Hz); consequently, it was
the least rigid direction, and a larger amplitudes may be produced for a given
source of excitation. However, this may be due to the fact that the vibration
principal direction is not coincident with either X or Y directions, and probably
in the thrust direction XZ. As a result, the response in each of X and Y directions
are only components of the superposition of motion in the actual force principal

direction [129)].

In some stages, when a 10 k Hz band pass frequency of the analyzer was selected,
some of the low-frequency peaks were difficult to be distinguished from the base
power. Using a lower band pass, such as 2 kHz or § kH z, these peaks were

amplified and then became more detectable.

The peak corresponds to the natural frequency of the X —direction was the only
mode in the power spectrum to reveal a significant general trend between power
amplitude and either wear or force history, Figs. 6.7-6.10. Generally the power
amplitude at this frequency decreases by increasing the tool wear. The reduction
in the power amplitude continued until it reached a limit after which it tended to
increase. The point at which the amplitude was later increased was found to be in

good agreement with the point at which both the wear and the force underwent
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a rapid rate of increase. However, this rate of increase in the power amplitudes
seemed to be dependent upon cutting conditions. Higher rates were noticed in
some cases, lower rates in others, and even constant rates were also observed.
Generally, the conditions which induce higher wear rates tended to cause higher
increase of the vibration amplitudes after changing its direction. Similarly, the
rate at which the amplitude decreased before reaching the minimum limit was

also cutting conditions dependent.

¢ Since the mode of tool natural frequency in X —direction (1360 Hz) always ap-
peared in both the X and Y spectra while the one in Y —direction (750 Hz)
appeared only in the Y spectra, an approach based on vibration in only the
X —direction was more reliable. This idea was supported by the fact that the
vertical force component F;, was the least sensitive to tool wear which initially

had controlled the tool vibration.

In summary, only the power amplitude at the frequency band of 1350 Hz in the
X —direction exhibited a strong correlation with both tool wear and cutting force.
Therefore, the analyses were confined only to investigate the effect of wear progress on

the variation of this mode of vibration.

In the following section, an analytical discussion is produced of the phenomeno-
logical interrelation between this mode of vibration and the cutting state. This is to
shed some lights on the dynamic characteristics of the cutting tool as affected by the

variation in each of tool wear and cutting force.
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6.4.3 Tool Wear Characteristics Under Oscillating Conditions

Fig. 6.11 shows the the plot of the time history of the vibration power amplitude, at a
frequency band of 1350 Hz in X —direction, and each of the corresponding average wear
flank and cutting force for Test #2 which has already discussed. It can be seen that the
vibration power amplitude decreases by increasing the level of flank wear reaching a
minimum value, after which, the trend is reversed and the amplitude starts to increase.
It is clear how good the agreement is between the point at which the amplitude changes
its direction and the point at which both wear and force value enter the last stage of tool
life. Again, Fig. 6.12, which represents Test #13, indicates that the same conclusion
is quite evident. Generally, such trend has been revealed among all tests performed,

(13—test), except for some minor disturbances which are next discussed.

Fig. 6.13 represents the relationship between the vibration power amplitude at
1350 H z for X —direction, and each of the average wear AW and the thrust force F, for
Test #3. The cutting conditions for such test are (145.88,0.12,2.5). This figure shows
a deviation from the general wear-vibration trend which is already discussed. However,
there were some points suggested that these plots should be discussed in an association
with the individual tool wear values at the different locations of tool clearance face. As
mentioned before, the average wear considered here is the mean of three values of wear
developed in three locations, nose, flank, and notch. In practice, these wear elements are
not of equal levels, and irregular wear distribution over the clearance face is frequently
observed, (see Fig. 3.87.b). When a certain element dominates over the others, this will
not be faithfully reflected by the average wear value. This one disadvantage of using
the term of average wear as a tool life termination criterion. However, as far as Test #3
is concerned, a sudden edge chipping in the notch area NCW occured during the second
sub-test after four minutes cutting (see Fig. 5.1.a for Test#3). As a result, a rough
contact existed between the tool and the rotating workpiece. This continued through
the third and fourth sub-tests. The resulting crevices caused a machining instability

which started at the second sub-test and lasted for a while during the third sub-test. By
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the end of the fourth sub-test, the irregular asperities were rubbed out which resulted
in a more homogenous and smooth contact between the tool and the workpiece. This
regained the machining stability and then, the vibration amplitude started to again
decrease taking the same general trend as that observed in stable conditions.

The vibration mode at a frequency band of 1350 H z was the most affected by the system
instability, and that confirmed its reliability to represent the dynamic characteristics
of the cutting operation. Also, a frequency band of 6200 Hz was also affected by such
instability, which suggests that this mode may be one of the dynamometer modes.
Also, test #14 did not produced good agreement with all the other tests neither for
vibration amplitude nor the wear force component, Fig. 6.14. This was a result of the
hostile cutting conditions under which the test was conducted, (50.2,0.2,2.25). A low
cutting speed with a relatively high feed and depth of cut produced thick broken chips.
This imposed a cyclic variable force on tool face every time the chip separated from the
work material. Besides, the speed used in this test, 50.2 m/min., is well within the range
in which the force falling characteristics is likely to occur. All these features contributed
to instability during Test #14 and consequently, made such a low speed as 50.2 m/min
used in Test #14, outside the speed range in which the proposed phenomenon might
be expected to occur. Although the instability was noticed throughout {he whole fesk,
as shown in Fig. 6.14, there was a specific period in which the instability reached its
ultimate level. As indicated, the instability started when a chipping occured and lasted
for about ten sub-tests forward. This agrees with the observations for Test #3 that the
sudden increase of wear is always accompanied by cutting instability. This mechanism
of tool chipping suggests that not only the gradual wear, but tool fracture and chipping
could be detected using the tool vibration criterion. To distinguish between the higher
vibration amplitude which is due to local disturbances such as chipping, fracture, etc.,
and that which results from actual gradual wear, the cutting force should be considered.
It surprisingly was found that the instability due to chipping was always accompanied
by drop in the corresponding force values. In normal situation (stable cutting), the
force increases if such instability was resulted from gradual wear. This is evident from

the force-vibration plot in Fig. 6.14 within the interval from 39 to 64 minutes cutting
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time. However, this force drop may be due to the fact that less material is cut when
the tool loses some of its material. As explained in Chapter 5, page 141, the force
drop in Test#14 was noticed due to the tool fracture and chipping, and to the frequent
formation and breakage of workpiece materials which filled the crevices. This gave a
misleading setting of the depth of cut for the successive cuts so that less materials was

machined. Measurement of the machined workpiece diameters confirmed this fact.

However, a common trend has been elicited for the variation of vibration am-
plitude against the tool wear behaviour for the first fundamental frequency of the
toolholder. While cutting continued, the average tool wear level increased and power
amplitude decreased. At a later stage of tool wear, the power amplitude reached its
minimum limit after which it tended to increase again. In most tests it has been found
that the point at which the amplitude changed its behaviour corresponded to the point

at which the wear entered the region of rapid wear rate, the failure zone (see Fig. 2.5).
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6.4.4 Phenomenological Analyses of the Tool Wear-Vibration Behaviour

This trend of the vibration amplitude in relation to the tool wear is very similar to the
well-known trend of the tool wear rate. In the light of this fact, an explanation is now
given:

The initial higher vibration amplitude exists during the initial region of tool wear, re-
gion A, Fig. 6.15. After some wear has developed, the second phase commences in
which the amplitude continues to decrease. This stage is terminated when the tool
exhibits a considerable wear level. Beyond this point, the amplitude enters its third
phase in which an amplitude increase is produced due to the higher wear rate. Using
this fact, one can consider the point of minimum amplitude to be the the critical wear
limit. Therefore, the end of the useful life of the cutting edge can be determined by
observing the vibration behaviour.

Pandit et al. [138/ reached a similar trend for the power amplitude corresponding to the
natural frequency in the Y —direction. However, they did not investigate X —direction.
Providing their tool system had a square cross-sectional area, both Y and X natural
frequency would be the same and the mode of vibration appeared in the Y —direction
was, in fact, a dynamic cross-sensitivity of the X —direction. Also a similar trend might
have been observed by Taglia [139] if he had not ignored the vibration signal in the
first part of tool wear. Taglia commenced investigating the relation between wear and
vibration at a very advanced stage of tool wear of 0.4 mm. However, he noticed that
the total vibration power was decreasing until it reached a minimum value at the tool
failure region, and then, it increased.

This provides a very attractive in-process solution to the problem of tool life termi-
nation. Tool wear is by no means a deterministic parameter and therefore, in-process
approach is the most suitable. Among those approaches, the current vibration ap-
proach seems to be most favourable for several reason. First, the approach can easily
be achieved on-line using a small accelerometer, which can be safely located anywhere
in the cutting vicinity; and, using suitable software, which could be included in the

memory of the host computer of any CNC or DNC machine tool. Second, the vibration
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based wear monitoring approach proved to be sufficiently sensitive to detect not only
gradual tool wear, but also any tiny disturbances to the system during the actual cut-
ting. Third, the hidden system instability could then be detected, saving the product,
tooling system, and even the machine and the operator. Finally, a vibration approach
could produce a very good early warning system giving an opportunity for operator
actions to be taken.

Also, it is very important to emphasise here that a good agreement between cutting
force-wear behaviour and vibration amplitude-wear trend is evident and confirmed.
However, and for the emerged approach to be trusted, a good understanding of the

nature of the physical behaviour should be established.

Pandit et al. [1¥3] tried to investigate the variation of the dynamic coefficient of
friction when the tool vibrates vertically. The friction force and friction coefficient were
computed to show that they decrease at the initial stages of wear, reach a minimum
near the critical wear; and, then increase again. It is clear that this trend is identical
to that trend revealed in this project for the tool wear-vibration relationship. However,
since Pandit’s work was devoted for the Y —direction and due to to the high scatter
involved in his data, the validity of applying his idea to the X —direction requires further
explanation. However, in conjunction with the available information the following
explanation could be offered: at the beginning of cut when the tool is sharp, then
the tool-workpiece contact area is small, being almost line contact, flexibility exists
for the tool to vibrate freely and hence attain higher amplitudes. Moreover, the first
engagement between the tool and the workpiece has the nature of a discontinuous
machining which leads in the case of sharp tool to the initiation of a chipping mechanism
[33]. This induces more forced vibration into the system causing the tool to oscillate
with higher amplitudes. As cutting continuous, a wider contact area is developed on
the tool flank area causing an increase in the feed force. Such an increase acts as
a damping force or as a resistance to tool vibration. As wear increases more and
more, the feed force continues to increase, and consequently, a higher damping force

is produced generating a stronger restriction on the tool movement. This phenomenon
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is supported by the fact that, for a given test, the dynamic force signals exhibited a
narrower bands at higher wear levels as indicated in Chapter 5. As the tool reaches
the high wear region, an external factor is involved; this is the high increase in the
dynamic coefficient of friction in the Y —direction, Pandit [1431. Then, the system
stability is disturbed, and the input vibration power exceeds the resistance (internal
damping) power. This produces higher vibration amplitudes in both the Y — and the
X —directions. This might be the reason why the amplitudes in the Y —direction is

larger than of X —direction when a very high wear level is developed, Figs. 6.9 (a &
b).

These findings of tool wear-tool vibration trend, and tool wear characteristics
under oscillating conditions are best described by formulating or mathematical mod-
elling of the relevant parameters. This may provide a quantitatively understanding of
the emerged ideas. These are explained in the following sections, and include: %) the
formulation of the effect of the cutting variables on the initial vibration amplitude when
the tool is sharp; ii) the determination of the useful tool life using the approach of tool
vibration and dynamic characteristics; and, #i¢) the establishment of an in-process vi-
bration based approach for detecting and predicting tool wear using the force-vibration

combination.
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