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Abstract 

 

Surface and free diffusion of rhodamine-B poly(ethylene glycol) (RPEG) on a bare 

silicon substrate and a poly(ethyl methacrylate) (PEMA) thin film is investigated across a 

temperature range including the 𝑇g of the PEMA thin film. 

The glass transition temperature of poly(ethyl methacrylate) (PEMA) and polystyrene 

(PS) thin films are measured by ellipsometry. The diffusion of RPEG, measured with 

fluorescence correlation spectroscopy (FCS), as a function of temperature, is enhanced at the 

glass transition temperature of a PEMA thin film. It produces two broad peaks at different 

maxima at different temperatures. The RPEG appears coupled to the PEMA thin film as it 

approaches the glass transition temperature and has enhanced mobility however the precise 

mechanism for this is unclear due to irregularities with the results. Pure rhodamine-B dye and 

RPEG have 3D diffusion coefficients that are of similar order. This suggests that the two peaks 

are a result of dissociated dye. 

DOSY NMR was used to measure the 3D diffusion coefficient for RPEG as a 

comparison to the FCS. The FCS and DOSY NMR results were a similar magnitude and order 

larger than the literature, it is likely that the polymer has degraded. FITC-dextran 3D 

diffusion coefficients, measured using the FCS equipment, were an order of magnitude 

larger than those in the literature. The similar disparity between measured values indicate a 

systematic problem with the FCS apparatus. FITC-dextran has shown a decreasing 2D 

diffusion coefficient as a function of temperature on a silicon surface.  

New FCS equipment found the rhodamine-B and RPEG had similar 3D diffusion 

coefficients indicating the RPEG had dissociated. The 3D diffusion coefficient for FITC-

dextran was in good agreement with the literature suggesting the previous FCS equipment 

requires servicing. There is a peak in 2D diffusion coefficient of FITC-dextran about the glass 

transition temperature for a thin film. 
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Symbols and Abbreviations 

𝑎 Monomer length 

𝐴 Initial amplitude of an electromagnetic wave 

AFM Atomic force microscopy 

AG Adam-Gibbs 

𝑏 Diffusion path length 

𝑏 Size of a compression blob 

𝐵𝑦(𝑧, 𝑡) Magnetic field 

𝐵0𝑦 Amplitude of the magnetic field 

CRR Cooperatively-rearranging region 

c Speed of light in a vacuum 

𝐶(𝒓, 𝑡) Spatial and temporal molecule concentration 

𝛿𝐶 Local concentration fluctuation 

𝐷 Diffusion coefficient 

𝐷SE Stokes-Einstein diffusion coefficient 

𝐷Rouse Rouse model diffusion coefficient 

𝐷Zimm Zimm model diffusion coefficient 

DOSY Diffusion ordered spectroscopy 

𝐸𝑥(𝑧, 𝑡) Electric field 

𝐸0𝑖 Amplitude at boundary of incident electric field 

𝐸0𝑟 Amplitude at boundary of reflected electric field 

𝐸0𝑡 Amplitude at boundary of transmitted electric field 

𝐸0𝑥 Amplitude of the electric field 

𝐸1 Heat of adsorption 

𝑬i Electric field incident on interface between two media 

𝑬r Electric field reflected from interface between two media 

𝑬t Electric field transmitted through interface between two media 

𝑬𝑥 Electric field vector component acting in the 𝑥-direction 
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𝑬𝑦 Electric field vector component acting in the 𝑦-direction 

𝐹ads Free energy of adsorption 

𝐹int Free energy of interaction 

FCS Fluorescence correlation spectroscopy 

FITC Fluorescein isothiocyanate 

FPEG Fluorescein isothiocyanate-poly(ethylene glycol) 

𝑓 Force exerted on a particle as it is diffusing 

𝑓 Fraction of adsorbed particles diffusing two-dimensionally 

𝑓 Fraction of molecules detected in FCS experiment adsorbed to the surface 

𝑔 Number of monomers within compression blob 

𝐺(𝜏) Autocorrelation function 

𝐺2D(𝜏) Autocorrelation function for 2D 

𝐺3D(𝜏) Autocorrelation function for 3D 

𝐺triplet(𝜏) Autocorrelation function for the triplet state 

H Hydrogen 

𝐼 Intensity of light 

𝐼0 Intensity at (0,0,0) 

𝐼(𝑡) Intensity at time 𝑡 

𝐼(𝒓) Excitation energy distribution 

𝛿𝐼 Fluctuation in intensity 

𝐽 Diameter of compression blob cylinder 

𝑘 Wavenumber 

𝑘a Adsorption coefficient 

𝑘B Boltzmann constant 

𝑘d Desorption coefficient 

𝐿F End-to-end distance of an unconfined real polymer chain in mean field theory 

𝐿0 End-to-end distance of an unconfined ideal polymer chain in mean field theory 

𝐿|| Ideal chain tube length in mean field theory 
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LCD Liquid crystal display 

LCL Locally correlated lattice 

𝑛1,2,3… Refractive index of  

𝑛𝑖  Refractive index of the medium an electromagnetic wave is incident 

𝑛𝑡 Refractive index of the medium an electromagnetic wave is transmitted through 

𝑁 Degree of polymerisation 

𝑁 Number of beads in the Rouse model 

𝑁ads Number of adsorption sites both vacant and filled 

NMR Nuclear magnetic resonance 

OLED Organic light emitting diode 

𝑃t Fraction of diffusing molecules excited to the triplet state 

𝑃v Vapour pressure 

PEG Poly(ethylene glycol) 

PEMA Poly(ethyl methacrylate) 

PMMA Poly(methyl methacrylate) 

PS Polystyrene 

𝑞 Fluorescence quantum yield 

𝑟 Radius of a spherical particle in Stokes-Einstein model 

𝑟 End to end distance of a polymer 

𝑟𝑖𝑗 Reflection coefficient at interface between medium 𝑖 and 𝑗 

𝑟⊥ Amplitude reflection coefficient perpendicular to plane of incidence 

𝑟|| Amplitude reflection coefficient parallel to plane of incidence 

r(t) Final position vector 

r(0) Initial position vector 

𝑅 Molar gas constant 

𝑅 Radius of spherical confocal volume 

𝑅H Hydrodynamic radius 

𝑅total The total reflection coefficient 
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RFOT Random first order theory 

RPEG Rhodamine-B-poly(ethylene glycol) 

SE Stokes-Einstein 

𝑆(𝒓) Optical transfer function 

𝑡 Time 

𝑡total Total measurement time 

𝑡𝑖𝑗 Transmission coefficient at interface between medium 𝑖 and 𝑗 

𝑡⊥ Amplitude transmission coefficient perpendicular to plane of incidence 

𝑡|| Amplitude transmission coefficient parallel to plane of incidence 

𝑇 Absolute temperature 

𝑇c Crystalline transition temperature 

𝑇g Glass transition temperature 

TPD N,N'-bis(3-methylphenyl)-N,N'-diphenylbenzidine 

𝑉 Volume 

𝑉eff Effective volume 

𝑉f Free volume 

𝑉f:vib Vibrational free volume 

𝑉f:exs Excess free volume 

𝑉oc Occupied volume 

𝑉vib Vibrational volume 

𝑊(𝒓) Spatial parameter of intensity fluctuation 

𝑧 Number of molecules involved in mixing 

𝑥 Distance travelling by diffusing particle 

𝛼 Fraction of occupied sites in Langmuir’s surface adsorption 

𝛼 Thermal expansion coefficient 

𝛼g Thermal expansion coefficient for a glass 

𝛼l Thermal expansion coefficient for a liquid 

𝛽 Ratio of adsorption and desorption coefficients = 𝑘a/𝑘d 
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Γ Structual parameter 

𝛿 Adsorption energy per monomer 

Δ Ellipsometric parameter 

Δ Film thickness 

𝜖𝑖𝑗 Interaction energy between molecules 𝑖 and 𝑗 

𝜂 Viscosity 

𝜂Z Viscosity in the Zimm model 

𝜂0 Photon count 

𝜃i Angle of incidence 

𝜃r Angle of reflectance 

𝜃t Angle of transmission 

𝜅 Photon detection efficiency 

𝜆 Wavelength of light 

𝜈 Solvent quality parameter 

𝜉 Frictional coefficient 

𝜉bead Frictional coefficient of a bead in the Rouse model 

𝜉R Total frictional coefficient in the Rouse model 

𝜉Z Frictional coefficient in the Zimm model 

𝜌 Ellipsometric ratio of reflection coefficients = 𝑟||/𝑟⊥ 

𝜎 Molecular absorption coefficient 

𝜏 Relaxation time 

𝜏 Experimental observation time 

𝜏D Diffusion time 

𝜏t Triplet state lifetime/diffusion time of fluorescent molecule before entering triplet 
state 

𝜏2D Diffusion time in 2D 

𝜏2Dx Diffusion time in 2D along the 𝑥-axis 

𝜏2D𝑦 Diffusion time in 2D along the 𝑦-axis 
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𝜏3D Diffusion time in 3D 

𝜙 Average volume fraction of a chain section 

𝜙 Electromagnetic wave phase shift 

𝜒 Flory interaction parameter 

Ψ Ellipsometry parameter 

𝜓ads Adsorbed chain thickness 

𝜔 Angular frequency 

𝜔𝑥𝑦 Beam decay waist in (𝑥, 𝑦) plane 

𝜔𝑧 Beam decay height along 𝑧 axis 
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CHAPTER 1: Introduction 

Polymers have had an intertwined existence with humanity and civilisation, from the 

synthetic polymers that have shaped our technological advances to the biopolymers that 

allow life to thrive. We owe much to this form of soft matter and our developing 

understanding has allowed us to produce more beneficial polymer-based systems. Polymers 

are available in a variety of ways, from bulk solutions to nanoscopic thin films. There is a wide 

range of uses for polymer thin films – pharmaceuticals including hydrogels for drug delivery 

[1, 2], microfluidic devices and the coating industry [3], e.g. antireflection coatings i.e. 

LCD/OLED screens, lasers and other photovoltaic devices [4].  

Due to their macromolecular architecture, polymers do not, regularly or as easily, 

form a crystalline structure when undergoing a phase transition from liquid to solid, they 

instead form a state of matter referred to as a glass. In layman’s terms, the definition of a 

glass is one that exhibits solid-like properties but lacks the atomic long-range order found in 

crystals.  

Materials that can crystallise have a characteristic temperature at which the phase 

transition occurs. Polymers, too, have a temperature at which they vitrify, aptly named the 

glass transition temperature, 𝑇g. It has been shown consistently, via experimental research 

and simulation, that the properties of polymers diverge from their bulk behaviour when under 

confinement. Such properties include their relaxation dynamics [5] and their glass transition 

temperature [6, 7]. In the case of thin films, we usually restrict the polymers to the 

nanometre-length scale, typically via 1D confinement. There is a good understanding of what 

happens at the glass transition, but a unified theory of the processes and molecular 

mechanisms leading up to the glass transition has not yet been established. 

 Several factors are known to influence the value of the glass transition temperature: 

molar mass [8], molecular architecture [9], interfacial effects including the substrate-polymer 

interaction [10, 11] and thickness [12]. An Investigation into 𝑇g for polystyrene thin films, of 

varying thickness, revealed thinner films had lower glass transition temperatures than the 

bulk value [6], it was hypothesised that there may exist a surface layer with more liquid-like 

mobility. After mounting evidence of this layer, it was suggested by de Gennes that we should 

not think of the glass transition temperature as a single value for the whole film but, instead, 

we should consider a distribution of glass transition temperatures throughout the film [13]. 

Since that initial suggestion, there have been a flurry of further simulations and experimental 

research that have supported this idea [14-16].  

There have also been a variety of techniques used to probe this mobile layer and to 

develop our comprehension of the mechanisms behind it. This is intrinsically linked with our 

evolving understanding of the glass transition and the aforementioned factors that influence 

it. By understanding the distribution of 𝑇g throughout the polymer thin film and how the 

mobile surface layer affects the diffusion of particles on the surface, we can enhance our 

development of thin films and produce more advanced films in the engineering and biological 

fields. This can be done by specifically tailoring each of the thin film to our exact specifications. 
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1.1 Aims for this work 

Firstly, in chapter 1, a brief overview of the basics of polymers including their structure 

and dynamics will be provided [17, 18] to establish a way of understanding theories.  

In chapter 2, the theory of the glass transition and single molecule diffusion will be 

analysed. Beginning with an overview of polymer models and their differences, the theory 

behind segmental dynamics and relaxation timescales will be addressed. After stating how 

we define the glass transition, a literature review on the progress made on the mechanisms 

of the glass transition and the factors that influence it will be conducted. Furthermore, the 

idea of the distribution of the glass transition and the evidence for the mobile surface layer 

will be explored. This work will compare different theories, simulations and experimental 

work that both support and contradict what has been theorised and seen [19, 20]. The 

mechanisms incorporate the models for the glass transition and fundamental principles 

behind polymers.  Finally, there will be a consideration of the models and influences for single 

molecule surface diffusion.  

In chapter 3, the experimental techniques of ellipsometry, fluorescence correlation 

spectroscopy (FCS) and diffusion ordered spectroscopy nuclear magnetic resonance (DOSY 

NMR) will be discussed. From their mechanical workings to the underlying mathematics that 

governs how they operate shall be reviewed. 

For chapter 4, our own investigative research into measuring the glass transition 

temperature of thin poly(ethyl methacrylate) and polystyrene films shall be detailed using 

ellipsometry. With the use of FCS, the surface mobile layer will be probed as we increase the 

temperature of a thin film and monitor how the 2D diffusion coefficient of fluorescently 

tagged poly(ethylene glycol) changes. DOSY NMR will provide further evidence of the 

condition that the fluorescently tagged PEG is in. 

Chapter 5 will conclude on the conducted research and summarise the work 

presented in the previous chapters. 

 

1.2 Polymers: An Introduction 

The microstructure of a polymer can be discerned by its etymology, with “poly” 

meaning “many” and “mer” meaning part thus a polymer is made of many parts. We define 

these individual parts as ‘monomers’, these are the repeating units within a polymer that are 

connected via covalent bonds. The total number of monomers is called the degree of 

polymerisation, N, and so the molar mass of the polymer is the product of the degree of 

polymerisation and the molar mass of the constituent monomers. The molar mass is equal to 

the mass of one mole – when there are an Avogadro’s number of molecules (6.02×1023 

molecules mol-1. Therefore, molar mass has the units of g mol-1 or Daltons (Da). 

The simplest form of a polymer is a homopolymer where all monomers (denoted as 

A) are identical and arranged in a linear chain as shown in figure 1.1 
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Figure 1.1: Homopolymer of N monomers of molecule A arranged in a linear chain configuration. 

  

For a real world example, we can consider the polymerisation of the molecule in Figure 

1.2, where the R can be any chemical species. In the simplest case, the R groups would be 

hydrogen atoms, H, in which case, the monomer on the left would be ethylene and the 

resulting polymer would be polyethylene. The standard naming convention is “poly” and then 

the monomer from which the polymer has been created.   

 

 

 

 

Figure 1.2 N ethylene molecules undergoing polymerisation to polyethylene with a degree of 

polymerisation N. 

 

Figure 1.3: (A) M methyl methacrylate monomers undergoing polymerisation to form poly(methyl 

methacrylate) with degree of polymerisation M. (B) N styrene monomers undergoing polymerisation 

to form polystyrene with degree of polymerisation N. (C) X ethyl methacrylate monomers 

undergoing polymerisation to form poly(ethyl methacrylate) with degree of polymerisation X. 

 

Other examples, of particular importance to this work, would be the monomers 

styrene and ethyl methacrylate which form polystyrene and poly(ethyl methacrylate) 

respectively (figure 1.3). Polystyrene needs no introduction, commonly associated with 

packaging in our daily lives, in 2015 there was close to two million tonnes of demand in Europe 

alone [21]. Poly(ethyl methacrylate) (PEMA) has a similar chemical structure to poly(methyl 

methacrylate) (PMMA) but with an extra methyl group and lower glass transition 
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temperature. PMMA is often referred to as Perspex and has a demand of close to half a million 

tonnes in Europe in 2015 [21]. 

 Polymer architecture also influences properties of polymer systems, such as a film. 

There are a variety of types of polymer architecture: linear chain (as mentioned previously), 

ring, ladder, randomly branched etc. A polymer network forms when there is a high degree 

of cross linking. Polymer conformations can then affect the properties after the 

polymerisation stage – this is defined as the “spatial structure of a polymer determined by 

the relative locations of its monomers” [17]. Other factors include, monomer interaction with 

each other and interaction with surroundings as we shall discuss in chapter 2. 

For the last twenty years, a large amount of research has been dedicated to further 

our understanding on the glass transition. Although we have a well-defined understanding of 

what occurs upon reaching the glass transition, the mechanisms and processes leading up to 

vitrification are still debated. In this section, we shall review the microscopic detail of the 

glassy system, consider and compare the current models to describe the process of 

vitrification and we will discuss what factors influence the glass transition temperature – 

including what the theory predicts and what experiment evidence tells us. 
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CHAPTER 2: Theory 

2.1 Diffusion 

Unlike the glass transition, there have been some successful theories for diffusion. The 

process has benefited from over 100 years of developing theory, beginning with the studies 

by Brown in 1827 when observing the diffusion of pollen under a microscope [22]. One can 

apply a mechanical method of thinking to the dynamical system and form mathematical 

relationships from the observed behaviour.  

By understanding the theory of single molecule diffusion, molecular mechanisms at 

play during the glass transition and the interactions with a surface can be inferred. 

Furthermore, the development of a theory of what operations occur within the surface layer 

can be ascertained. To understand the complexities of a single diffusing particle on a surface, 

one must develop a theory using the foundations of the simplest case and add layers of more 

intricate detail. The final goal is to have a thorough theory with the right assumptions such 

that we can model and predict the behaviours of any chemical molecule diffusing on a 

polymer surface. Beginning with the simplest case of 3D bulk diffusion (section 2.1.1), the 

assumptions of the diffusing molecule will be gradually removed to resemble polymer chains 

diffusing. 

 

2.1.1 Stokes-Einstein (SE) Model 

 The simplest case is that of a solid particle, assumed to be a sphere, undergoing 

Brownian motion (see figure 2.2). This starting point assumes no interactions with other 

particles and surrounding medium. Following the standard derivation [18], first, consider a 

particle undergoing a random walk as shown in figure 2.1: 

 

Figure 2.1: A random walk of a particle (sphere). Final position vector (green), 𝑟(𝑡), and initial vector 

(blue), 𝑟(0), are defined from the origin of the coordinates to their respective positions. The end to 

end vector (red) is the difference between the final and initial vector. 
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 In such a situation, the average of the displacement will always be zero due to the 

random nature of the system, however, the average of the square of the displacement will be 

proportional to the number of steps and therefore time. The mean-squared displacement of 

the particle, after time 𝑡, is given by: 

〈[𝑟(𝑡) − 𝑟(0)]
2
〉 = 6𝐷𝑡 

where D is the diffusion coefficient of the particle undergoing random motion. As reported 

by Brown [22] the random motion of particles in a liquid must be a result of collisions 

executing a force on the diffusing particle. By considering the equation of motion for the 

system, that incorporates a drag force, the drag force will be proportional to the velocity of 

the diffusing particle, with a constant of proportionality, 𝜉. Physically, the interpretation of 

the constant of proportionality is that it is a representation of the interactions between the 

diffusing particle and its surrounding medium. 

 Using Stoke’s law [23] for the viscous force on a spherical particle of radius 𝑟 travelling 

through a liquid with viscosity 𝜂, assuming low Reynolds regime (small particles in viscous 

media), we find this frictional coefficient, 𝜉, as: 

𝜉 = 6𝜋𝜂𝑟 

 Returning to the equation of motion for the diffusing particle. As the forces are 

random, each space dimension must be the same such that there is no acceleration. This is 

the approach that Einstein took when deriving an expression for the diffusion coefficient [24]. 

Assuming the particle is in local thermal equilibrium, the equipartition of energy theorem can 

be applied, thus he arrived at this relation: 

𝐷 =
𝑘B𝑇

𝜉
 

where 𝐷 is the diffusion coefficient, 𝑘B is the Boltzmann constant (𝑘B = 1.38064852 ×

10−23 m2 kg s−2 K−1), 𝑇 is absolute temperature and 𝜉 is the frictional coefficient as defined 

in equation 2.2. Making a simple substitution of equation 2.2 into 2.3, we yield the Stoke-

Einstein equation: 

𝐷SE =
𝑘𝐵𝑇

6𝜋𝜂𝑟
 

For molecular diffusion, the radius of the ‘particle’, 𝑟, is replaced with the 

hydrodynamic radius 𝑅H – based on the average end to end distance. One can measure 

diffusion coefficients by dynamic light scattering and using equation 2.4 the size of the 

unknown particles can be deduced. 

Varma and co-workers [25] derived an equation for the time taken, 𝜏D, to diffuse 

through a distance 𝑥 with diffusion coefficient, 𝐷, as defined in equation 2.3:  

𝜏D =
𝑥2

4𝐷
 

 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 
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. 

 

 

Figure 2.2 The Stokes-Einstein model of diffusion, central circle is spherical particle, of radius 𝑟, 

diffusing under a force 𝑓 that is equal to the drag force. The smaller blue surrounding circles are the 

surrounding media (solvent) particles. 

  

It is important to note that there are limitations to the SE formula due to its very 

simple approximations.  There are suggestions that the SE relation should depend on 

viscosity, 𝜂𝑃 (𝑃 = 0.686 ± 0.011), as well [27]. This assumption is based on the diffusion of 

Xe atoms through liquid hydrocarbons at 20°C. It is better to think of the SE theorem as a 

starting point to build on for more realistic systems as discussed by work authored by Zwanzig 

et al. who also expand on the viscosity dependence and relate this to an effective 

hydrodynamic radius [26]. 

Simulations suggest that when the particle size of nanoparticles, suspended in 

polymer melts, is larger than the gyration radius of the polymer chain, the SE formula predicts 

the particle diffusion well [28]. This, however, breaks down when the diffusing particle is 

smaller than the polymer chain, since the diffusion depends on nanoviscosity rather than 

macroviscosity as is the case in the Stoke-Einstein formula. This supports the idea of a viscosity 

dependence but with specific attention paid to which viscosity we are referring to. A fractional 

Stokes-Einstein relation, where separate contributions from both the diffusing particle and 

surrounding media are considered, is another suggested modification of the Stokes-Einstein 

theory [29].  

Temperature plays a key role also; the SE relation breaks down weakly in the high 

temperature regime and strongly at low temperatures [30]. This is a necessary consideration 

as we approach the glass transition and cooperativity increases, relaxation times increase and 

dynamic heterogeneity plays a larger role. The importance of these studies is that the SE 

relation is merely a first step to which we enhance and remove assumptions to apply a more 

complex system. There are limitations to what we can mathematically define due to the large 

number of molecules that exist in a system but we still endeavour to find a simplification in 

our models. 
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2.1.2 Rouse model 

 In the case of a linear polymer, we have to consider a series of small particles 

(representing the monomers). We can visually represent a polymer as a series of 𝑁 beads 

coupled via springs as depicted in figure 2.3. The spring permeates interactions with other 

beads and each bead has its own frictional coefficient, 𝜉bead, that it attains via the movement 

through the surrounding medium. There will be 𝑁 − 1 springs that can be mathematically 

represented as harmonic bonds. This model was first developed by Rouse [31]. 

 

Figure 2.3 Visual representation of the Rouse model for polymers. The blue circles are the surrounding 

medium, the yellow circles with blue outline are the monomers of the polymer each with their 

individual friction coefficient connected via springs. 

 

 The main difference between the Rouse and SE models is now there are 𝑁 

independent spherical Brownian particles in the Rouse model. Two forces are exerted, the 

random force that is a result of the collisions and the frictional force. Both forces are exerted 

locally on each bead by the surrounding medium. Breaking the system down with an equation 

of state for each monomer, incorporating a frictional coefficient, the system is very similar to 

the SE model. The main difference for the Rouse system is that there are 𝑁 friction 

coefficients. Assuming that all the beads are identical and they experience the same drag 

force, the total frictional coefficient 𝜉R is 

𝜁R = ∑ 𝑛i𝜁i

𝑛i=𝑁

𝑛i=1

= 𝑁𝜁bead 

Substituting this equation into equation 2.3 we find the diffusion coefficient for a Rouse chain, 

𝐷Rouse, to be 

𝐷Rouse =
𝑘B𝑇

𝜉R
=

𝑘B𝑇

𝑁𝜉bead
 

 The Rouse theory holds for short chains in a concentrated regime. As with the Stokes-

Einstein model, there are continuous evolutions of the Rouse model. In 1988, the inertia of 

the beads was incorporated into the model [32]. The idea of free volume was included in the 

theory to account for good solvent quality by using a Gaussian repulsion between bead-spring 

chain [33]. The latter work is found to be in good agreement to a threshold value. The polymer 

(2.6) 

(2.7) 

𝜉R = ∑ 𝑛i𝜉i

𝑛i=𝑁

𝑛i=1

= 𝑁𝜉bead 

 

. 

. 



9 
 

. 

. 
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and solvent can be considered as two separate phases with the polymer modelled as a 

dumbbell [34].  

 An extension to the Rouse model was proposed incorporating the inability of polymers 

to cross over each other. This was done using slip springs that are local, pairwise, invariant 

interactions both rotationally and translationally between polymer beads [35]. This model 

was tested further with experimental research [36] that showed that it was in good 

agreement with the Rouse model. The detailed dynamics of the beads in a Rouse chain have 

been explored through varied examples of forces applied and studying how the dynamics of 

the middle bead change over time [37], this was directly extrapolated on the diffusion model. 

An extension on the springs that connect each bead has been explored, considering a non-

linear connection [38-40].  

 As we develop our theories of diffusion, we find for large molecules that we can still 

treat the system as a larger unit made of individual identical components, such is the case 

with the Rouse model and polymers. 

 

2.1.3 Zimm Model 

Zimm proposed that the diffusing particle is impeded by a drag force and undergoes 

a hydrodynamic interaction with surrounding medium particles [41] (see figure 2.4). For a 

polymer chain, the interaction can be between the individual monomers or with the solvent 

and monomer which induces a force on the solvent molecules. Within a certain volume the 

monomers will cooperatively move with the moving chain. The polymer is still modelled as a 

series of 𝑁 beads connected via Hookean springs. 

Consider the polymer chain and the interacting solvent as a solid sphere of radius 𝑟. 

The surrounding solvent particles not experiencing an interaction are unperturbed and are 

not considered. The end to end distance must depend on the degree of polymerisation and 

the monomer length, 𝑎 

𝑟 ≈ 𝑎𝑁𝜐 

The degree of polymerisation is raised to a power, 𝜐, that indicates solvent quality 

(equal to 0.6 for a linear chain in a good solvent). We use Stoke’s law, again, to define the 

frictional coefficient, 𝜉𝑍, of a chain, as described by the Zimm model, as it translates through 

a solvent of viscosity 𝜉𝑆: 

𝜉Z ≈ 𝜂S𝑟 

Following the same methodology as previously discussed, via substitution of this 

equation into the equation 2.3:  

𝐷Zimm =
𝑘B𝑇

𝜉
=

𝑘B𝑇

𝜂S𝑎𝑁𝜐
 (2.8) 
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Figure 2.4: Visual representation of the Zimm model for diffusing particles. Here, the blue circles are 

the solvent particles, the thick black line is the polymer chain and the yellow circle is the sphere of 

hydrodynamic interaction. 

  

 The theme throughout this theoretical background is the emphasis on building on 

models from the most simplistic to real life representations. Of course, the main issue with 

real systems is the shear amount of factors that must be taken into account to the point where 

even the most powerful supercomputer won’t be able to deal with it. Nevertheless, some 

advances have been made on the Zimm model.  

 A mean field theory of the Zimm model was developed specifically for single molecule 

experiments [42]. In addition, the model is extended for nonequilibrium monomer 

distributions. Fluorescently tagged single DNA molecules with polystyrene beads at the end 

of them were used. By directly, visually monitoring the relaxation of the molecule the model 

was reviewed and developed their mean field theory extension. It was found that the Zimm 

model holds for short to long range polymers far from equilibrium however it breaks down 

for longer chains becoming inhomogeneous. 

 An extension to this model for polymers confined by a harmonic potential has been 

produced [43]. Polymer chains when collapsed to their equilibrium conformation were 

investigated. The Zimm and Rouse model predicts the correct conformational behaviours in 

the cases where there is and is not a hydrodynamic interaction, respectively. Therefore, we 

can infer that this interaction only affects dynamics and not the equilibrium properties. 

 For longer chains (~100 monomers), individual polymer chains are unable to relax 

within the entire space therefore entanglement will occur due to crowding. To combat this 

problem, it was suggested each chain be surrounded by a tube which it is confined. The radius 

of the tube is then fixed by the density of entanglements among chains [44]. 

In the concentrated regime, it is suggested the chains can escape via a snake-like 

movement, that is called reptation [45]. For infinite chains, the reptation time scales with 𝑁3. 

Experimentally, one finds 𝑁3.4 due to fluctuations in the length of the tube [46]. One can 

accurately measure the diameter of this ‘tube’ by defining it as the mean square displacement 

over which the chains can react without encountering an obstacle [20]. It is important to note 

that in this regime, hydrodynamic interactions are unlikely to be relevant. 
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 What is clear from the SE, Rouse and Zimm models is that they can predict the 

behaviour for very specific scenarios, such as those with short chains. For the purpose of this 

research, equation 2.5 will be used. 

 

2.2 Surface Adsorption 

An understanding of diffusion provides an initial insight into what properties are at 

play during two-dimensional surface diffusion. However, this alone has not tackled the effects 

of polymer chain surface adsorption in its full detail. Adsorption is one of the main influences 

during diffusion, depending on how strong the adsorption energy is will result in how a 

polymer will change its conformation and how able it is to diffuse along a surface. Therefore, 

an understanding of adsorption and how it arises, what parameters affect it and the effects 

on the polymer chains will aid with completing the picture of the underlying physical 

principles at work. Following a similar methodology used thus far, the simplest model will be 

established and then corrections are made by gradually removing assumptions until a model 

that applies to polymer chains is established. 

The first step is to state how a surface is defined. The simplest form of a solid is a 

simple cubic lattice. It is assumed that the lattice extends infinitely in all directions and is free 

from defects. An infinite crystal has six neighbouring atoms. In the case of a surface, the 

surface is assumed to be completely smooth, no additional or missing atoms. The simple cubic 

lattice is now confined to two dimensions, with the surface of this lattice having five near 

neighbours of which four are on the surface. There is now an unoccupied bond on each of the 

surface atoms that would otherwise be occupied as before. These spare bonds allow for 

future interactions and offer the possibility of bond sites for adsorption. 

Work published by Langmuir [87] was the first to characterise this adsorption based 

on spare bonds. The theory uses adsorption of vapour molecules onto a surface as the 

idealised model. The non-ideal case was then addressed in later work [88]. It is this that the 

building blocks of more developed models with added complexity can be established.  

 

2.2.1 Langmuir adsorption 

 Langmuir’s treatment of adsorption (see figure 2.5) has several assumptions: 

adsorbed atoms do not interact with each other; each adsorption site is identical in terms of 

its physics and chemistry; the adsorbing atoms will only form a one atom thick layer and the 

mechanism each atom adsorbs to the surface is the same for all atoms. Additional 

assumptions that don’t directly relate to the spare bonds are that the adsorbate acts as an 

ideal gas and they have a strong affinity for the adsorption site only. The rate of adsorption 

i.e. the rate of increase in the fraction of occupied sites, 𝛼, is expressed as 

𝑑α

𝑑𝑡
= 𝑘a𝑃v𝑁adsorption(1 − 𝛼) (2.9) 
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. 

, 

where 𝑘a is the adsorption coefficient, 𝑃v is the vapour pressure and 𝑁adsorption is the total 

number of adsorption sites both vacant and filled. The rate of desorption is independent of 

vapour pressure and is expressed as 

𝑑α

𝑑𝑡
= −𝑘d𝑁adsorption𝛼 exp [−

𝐸1

𝑅𝑇
] 

where 𝑘d is the desorption coefficient, 𝐸1 is the heat of adsorption of the monolayer, 𝑅 is the 

molar gas constant and 𝑇 is the absolute temperature.  

 

Figure 2.5: Depiction of Langmuir adsorption. The grey rectangle is the ideal surface, completely 

smooth and infinite in two dimensions. The blue lines represent the spare bonds on the surface where 

the middle blue line is missing as an atom has bonded to the surface and the spare bond now is 

occupied. The blue circles represent atoms assumed to be spherical in this illustration. The left atom 

is currently in the process of being adsorbed with adsorption coefficient 𝑘a, the middle atom has been 

fully adsorbed and the right atom is undergoing desorption with desorption coefficient 𝑘d. As shown 

only one layer of atoms are adsorbed. 

 

 The fraction of occupied sites can be found under the assumption that the system is 

in equilibrium. The two rate equations (equations 2.9-2.10) equated and rearranged yield 

𝛼 =
𝛽𝑃v

1 + 𝛽𝑃v
 

where 

𝛽 =
𝑘𝑎

𝑘𝑑
 

The ratio of the two coefficients, 𝛽, affects the equilibrium surface coverage. These 

coefficients, in turn, depend on the surface, gas and temperature of the system considered. 

Higher temperatures result in more energy to overcome the adhesive energy, gas atoms with 

a stronger affinity for the surface will have a larger 𝛽 value and surfaces with large thermal 

energy will cause adsorbing atoms to desorb faster. These dependencies of 𝛽 translate into 

any system, not just this idealised treatment. This theory does offer a useful starting point to 

build on with a very simple but effective visualisation of adsorption. 

 

(2.10) 

(2.11) 

(2.12) 
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Where Langmuir's theory requires the first extension is correcting for the assumption 

that the adsorbates form a monolayer of atoms. Real systems, such as those involving 

polymer chains, require a theory that accounts for this. Brauner, Emmet and Tell (B.E.T.) 

published work that accounts for layers with more than one atom of thickness but treats each 

individual layer as though it would obey the same theory as Langmuir’s [88].  

 

2.2.2 Polymer chain adsorption 

Thus far, the interactions between atoms have been neglected but with long polymer 

chains, there are bountiful opportunity for interactions between monomers within chains and 

adjacent chains, although the latter is not as important for the single molecule system. 

Thence, in order to have a more robust and applicable theoretical model for adsorption of 

polymer chains, a revision must be made to address this. Changes that can refine the model 

include appreciating the interactions between atoms (both within a polymer chain and 

between polymer chains), entropy, polymer conformations and reviewing other parameters 

that affect polymer adsorption, all of which will be addressed in the following discussion. 

 

Entropy at adsorption  

Entropic considerations provide further issues to the Langmuir and B.E.T. models. 

When a chain adsorbs onto a surface it is localised and ‘locked’ into place. Reductions in 

entropy occur since there is a restriction in available polymer conformations and orthogonal 

to the surface the motion is restricted, hence conformational and translational entropy are 

reduced, respectively.  

The spare surface bonds will attract polymer molecules within the vicinity of the 

surface. Surrounding atoms, when they get closer to the binding site, will begin to exert forces 

on one another. Atoms from other adsorbates and the surface atoms will also experience this 

force and possibly will be displaced from the surface. The entropy change from the 

displacement of other atoms could have a larger net effect than the reduction from the bound 

atoms.  

 

Variables that affect polymer adsorption 

 A smooth surface, no interactions between atoms and no consideration for the 

specific adsorbate are recurring themes thus far. Moreover, the surface-adsorbate affinity 

strength and adsorbate conformation’s effect on the system are further omissions. In real 

systems, the aforementioned factors have a significant effect on the fraction of adsorption 

sites filled or left vacant. As each assumption is addressed and accounted for, a model that is 

applicable to real systems can be constructed that can produce the necessary predictions for 

systems that incorporate polymer adsorption. 
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 The first assumption to require focus is the solvent in which the adsorbing molecules 

are immersed. There is an effect on the interfacial energy that will influence the amount of 

adsorption. There is an interaction parameter, 𝜒, to quantify the interaction energies 

between identical and different molecules when each species exchanges a molecule [102] 

𝜒 =
𝑧(2𝜖AB − 𝜖AA − 𝜖BB)

𝑘B𝑇
 

where 𝑧 represents the number of molecules in the exchange process, 𝜖ij is the interaction 

energy between each molecule where in this example the two different molecules are 

labelled A and B. 

 In the total free energy of mixing, the entropy of mixing must also be accounted for 

and here it is assumed that the entropy of mixing does not overpower the energetic 

contributions as it has been reported [103]. The value of the interaction parameter gives 

insight into the favourability of mixing between two different molecular species. For 𝜒 > 0, 

exchanging molecule A into the region of B molecules or vice-versa is energetically 

unfavourable as the free energy of the system will increase, demixing will occur. However, for 

𝜒 < 0, the opposite is in effect, the interfacial energy between similar molecules is now 

greater than the interfacial energy for dissimilar molecules, mixing is preferred. 

 Polymer chains adsorbing to a surface will reduce the amount of available polymer-

solvent interaction points. A good solvent, for a given molecule, is defined by a preference of 

mixing between that molecule and solvent molecules. Adsorption allows for a reduction in 

polymer-solvent interaction in theta and poor solvents.  

Secondly, real surfaces are never flat, completely smooth nor free from defects. The 

properties of the surface influence the affinity of atoms or molecules to the adsorption sites. 

If an adsorption site is more polar, polymers with a polar side group are more likely to adsorb 

to that surface [104]. Surface roughness is another factor, not only does this influence the 

surface area thus changing the number of adsorption sites but it also affects the interactions 

between the adsorbing polymer chains as depicted in figure 2.6. 

A final parameter affecting polymer adsorption is the polymer size and conformation 

when adsorbed to a surface. To understand the effects of polymer size, a definition of ‘size’ 

is required. Polymers, even linear chains, are able to wrap round themselves, have different 

shapes and conformations which makes defining a size more difficult. There are two distinct 

categories, an ideal chain where monomers only interact with neighbouring sites and there is 

a real chain where all monomer-monomer interactions are accounted for. The latter has a 

special case, the 𝜃-temperature, where a real chain can be treated as an ideal chain due to 

the monomer attractive and repulsive interactions cancel. The effects of polymer 

conformations are plentiful and thus require more detailed attention in the following 

sections. 

 

 

(2.13) 
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Figure 2.6: Illustration of how smooth and rough surfaces vary with adsorbing polymer chains. The 

surface is the grey, the thick, black lines are the bonds that an adsorbate can bind with and the purple 

lines are representing simplistic generic polymer chains. (left) The surface is smooth and free from 

defects. Each polymer chain is able to adsorb without influencing other chains too strongly. (right) A 

rough surface, with peaks and troughs that creates more surface area and more potential bond sites. 

Therefore, the polymer chains can overlap potentially and exert a greater influence with neighbouring 

chains. 

 

de Gennes scaling theory 

There are two different general mechanisms to describe the adsorption of polymers. 

The first is by de Gennes [125], which was originally for three-dimensional systems but can 

be adjusted for surfaces. The limitations for this theory are that it is only applicable for large 

molar mass chains in low concentrations, quite useful for single molecule diffusion. 

For an adsorbed chain with thickness 𝜓ads, there will be a characteristic length when 

a small section of the polymer chain has a total energy of interaction of order 𝑘B𝑇. This 

characteristic length is referred to as an ‘adsorption blob’. The larger the adsorption blob, the 

larger the interaction energy, which in turn forces other chains onto the surface. Smaller 

lengths have a lower interaction energy and when this energy is less than the thermal energy 

of the system, it will be incapable of adsorption. 

It is possible to determine an approximate size of the adsorbed polymer. Beginning 

with an assumption that the characteristic size, referred to as the ‘compression blob size’, is 

the length scale when the statistics of the chain sections compress into a cylinder of diameter, 

𝐽, from an undeformed chain (see figure 2.7). This diameter can be written explicitly for the 

ideal and real chain (in a good solvent) systems 

𝐽 ≈ 𝑏𝑔
1
2 

and 

𝐽 ≈ 𝑏𝑔
3
5 

(2.14) 

(2.15) 

(ideal chain) 

(real chain), 
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where 𝑏 is the size of the compression blob and 𝑔 is the number of monomers within the 

compression blob. The adsorbed chain has a conformation comprising a series of 

characteristic length sections that each approximate a compression blob. Therefore, the 

average volume fraction of a chain section, 𝜙, is expressed as 

𝜙 ≈
𝑏3𝑔ads

𝜓ads
3 =

𝑏

𝜓ads
 

and 

𝜙 ≈
𝑏3𝑔ads

𝜓ads
3 ≈ (

𝑏

𝜓ads
)

4
3
 

 

Figure 2.7: An illustration of the de Gennes scaling theory. The black cylinder represents the cylinder 

of diameter, 𝐽. The red line indicates a polymer chain adsorbed to the surface. The blue circles are the 

compression blobs of size 𝑏. The adsorbed chain has thickness 𝜓ads from the surface which is 

illustrated as a grey rectangle.  

 

Using the monomer number density, 𝜙/𝑏3, and the volume of the layer within 

distance 𝑏, 𝜓ads
2 𝑏, the total number of monomers within this characteristic length in contact 

with the surface can be approximated as 

𝜙

𝑏3
𝜓ads

2 𝑏 ≈
𝜓ads

𝑏
 

and 

𝜙

𝑏3
𝜓ads

2 𝑏 ≈ (
𝜓ads

𝑏
)

2
3
 

Next, the total energy gain per adsorption blob can be defined as 

𝛿𝑘B𝑇
𝜓ads

𝑏
≈ 𝑘B𝑇 

and 

(2.16) 

(2.17) 

(ideal chain) 

(real chain). 

(2.18) 

(2.19) 

(ideal chain) 

(real chain). 

(2.20) (ideal chain) 
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, 

. 

. 

𝛿𝑘B𝑇 (
𝜓ads

𝑏
)

2
3

≈ 𝑘B𝑇 

where 𝛿 is the adsorption energy per monomer. Each of equations 2.20 and 2.21 are of order 

𝑘B𝑇 due to the initial conditions for the characteristic lengths to exist. Via rearrangement of 

the equations, the adsorption blob (characteristic length of adsorbed chain) can be defined 

as 

𝜓ads ≈
𝑏

𝛿
 

and 

𝜓ads ≈
𝑏

𝛿3/2
 

The free energy of adsorption of a chain can be approximated as 

𝐹ads ≈ −𝑘B𝑇
𝑁

𝑔ads
≈ −𝑘B𝑇𝛿1/(1−𝜈) 

this free energy depends on the fractal dimension of a polymer chain, 𝜈, whose value depends 

on the chain in question, for ideal chains 𝜈 = 0.5 and for real chains 𝜈 = 0.6. 

 

Mean-field theory 

 Another theoretical approach to how polymers adsorb to a surface is the mean-field 

theory. This model aims to allow for the measurement of values that can then be fitted to the 

approximations provided in this framework. As the theory name suggests, a mean field is 

required, hence concentrated solutions are necessary. The biggest drawback about this 

model is the assumption that the concentrated polymer regime is the largest factor in the 

properties of the adsorbed chain.  

 Firstly, the distance between the surface and monomers is uniformly distributed up to 

an adsorption thickness, again, defined as 𝜓ads. It can therefore be stated that the fraction of 

monomers touching the surface within a distance 𝑏 is 𝑏/𝜓ads and the total number of 

monomers contacting the surface is 𝑁𝑏/𝜓ads. 

 The free energy of interactions for the surface and all contact monomers will be 

𝐹int ≈ −𝛿𝑘B𝑇𝑁
𝑏

𝜓ads
 

Although there is an energetic gain during this chain adsorption, there will be an entropic cost 

as the confinement reduces available conformations and movement. The length of occupied 

space by an ideal chain is the length of a tube 𝐿||. This tube is independent of confinement 

because each monomer acts independently. The characteristic length will have a random walk 

equal to 𝑁/𝑔 and the tube length can be approximated to this. Substituting this random walk 

into equation 2.14 the length of the tube is 

(2.21) (real chain), 

(2.22) 

(2.23) 

(ideal chain) 

(real chain). 

(2.24) 

(2.25) 
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. 

𝐿|| ≈ 𝐿 (
𝑁

𝑔
)

1
2

≈ 𝑏𝑁
1
2 

 There will be repulsion between the chains in real systems and this must be addressed. 

The repulsion will effectively remove other surrounding chains from the tube hence no 

overlap will occur, this gives the tube length an order of 𝑁 as follows 

𝐿|| ≈ 𝐿 (
𝑁

𝑔
) ≈ (

𝑏

𝐿
)

2
3
𝑁𝑏 

 The confinement energy of an adsorbed chain is ≈ 𝑘B𝑇 per compression blob hence 

the total confinement energies for ideal and real chains are 

𝐹conf ≈ 𝑘B𝑇
𝑁

𝑔
≈ 𝑘B𝑇 (

𝐿0

𝐿
)
2

 

and 

𝐹conf ≈ 𝑘B𝑇
𝑁

𝑔
≈ 𝑘B𝑇 (

𝐿F

𝐿
)

5
3
 

where 𝐿0 and 𝐿F are the the end-to-end distances of ideal and real unconfined chains, 

respectively. Adding the free energy of confinement to the interaction energy (equation 2.25), 

the total free energy of an adsorbed chain can be written as 

𝐹ads ≈ 𝑘B𝑇𝑁 [(
𝑏

𝜓ads
)
2

−
𝛿𝑏

𝜓ads
] 

and 

𝐹ads ≈ 𝑘B𝑇𝑁 [(
𝑏

𝜓ads
)

5
3
−

𝛿𝑏

𝜓ads
] 

An optimal adsorption thickness can be found from the minimum of the total adsorption free 

energy equations 

𝛿𝐹ads

𝛿𝜓ads
= 0 

that yields 

𝜓ads ≈
𝑏

𝛿
 

and 

𝜓ads ≈
𝑏

𝛿3/2
 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

(ideal chain) 

(real chain), 

(2.30) 

(2.31) 

(ideal chain) 

(real chain). 

(2.32) 

(2.33) 

(ideal chain) 

(real chain). 
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. 

 Referring back to equations 2.22 and 2.23, the above ideal thicknesses are identical in 

both theories. This yields an identical expression for the total adsorption energy,  

𝐹ads ≈ 𝑘B𝑇𝑁𝛿1/(1−𝜈) 

 

2.3 The Glass Transition 

2.3.1 The Basics of the glass transition 

Solids and liquids are familiar concepts that are taught early on in education. Visually, 

we can represent these states of matter as an arrangement of spherical particles and their 

interlinking bonds as lines. An example of the arrangements for both a liquid and a crystalline 

solid can be seen in figure 2.8. For a liquid, the particles possess random orientation and lack 

long-range order, they are free to move around one another. For a solid, the particles are 

locked into a correlated structure but are free to vibrate about their equilibrium position and 

no translational movement can occur. Another way to think of the defining properties of solid 

and liquid are their volumetric tendencies. A liquid will assume the volume of a container 

within the limits of its own volume whereas a solid will remain stationary within its own 

dimensions.  

 

Figure 2.8: Crystallisation of a liquid (left) using spherical particle representation, to a crystalline solid 

(right). The process occurs in a characteristic relaxation time, 𝜏. 

 

 Now we consider the phase transition from a liquid to a solid via crystallisation. 

Imagine we have the arrangement shown on the left-hand side of figure 2.8. As we reduce 

the temperature of the system, we remove kinetic energy from the liquid particles. They will 

move to acquire positions that result in the minimum free energy of the system – their 

equilibrium positions – the particles form stable interatomic bonds. At the transition 

temperature, the liquid phase is metastable, via nucleation and expansion of crystalline 

domains a phase transition occurs. There are interfacial energetic costs that arise from the 

domains forming. This is the resultant crystalline structure. The time it takes for the particles 

to relax, and find the orientation and configuration with the minimal free energy, is the 

relaxation time, 𝜏, which varies depending on the material.  

We can experimentally see this effect via measurements of volume as a function of 

temperature. Volume is a more measurable thermodynamic quantity and it is easier, 

conceptually, to explain what is causing the volume of a sample change in comparison to 

(2.43) 
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energy or entropy. As expected, when we reach the glass transition temperature, there will 

be a sharp decrease in volume. This is a discontinuity in the temperature volume profile. We 

can exploit this discontinuity in determining the transition temperatures (figure 2.9). 

By increasing the cooling rate and removing the thermal energy quickly, the particles 

are not given adequate time to relax, they are out of equilibrium. There is not sufficient time 

to nucleate and grow a crystalline phase. The particles must condense to whatever 

conformation they possessed at the time – this is the glass transition. There is an induced 

molecular motion slowdown. There is no discontinuity but a continuous reduction in volume. 

As depicted in figure 2.9, the glass transition occurs at a distinct glass transition temperature, 

𝑇g, however in actuality there is a glass transition region. As we decrease the cooling rate, the 

glass transition temperature decreases. 

 
Figure 2.9: Volume (V) – Temperature (T) relationship for crystalline materials and glassy materials. 

There is a discontinuity at the phase transition temperature, 𝑇c, for the crystalline (solid-liquid) phase 

transition. There is no gradual decrease in volume for the glass system, with a change in gradient upon 

glass transition at its characteristic glass transition temperature, 𝑇g. 

 

The glass transition is not a true thermodynamic phase transition because there are 

no discontinuous changes in a physical property [47]. The transition is purely kinetic.  An 

important concept is the idea of relaxation time, this plays a vital role in the glass transition. 

We find that the segmental time which follows changes in molecular mobility increases 

rapidly upon cooling, as we would expect. Furthermore, there are two different definitions of 

glass transition temperature. There is the thermal 𝑇g which is defined from a thermodynamic 

point of view and the dynamic 𝑇g is defined from kinetics, such as the consideration of 

segmental dynamics. 

 

2.3.2 Theories and models of the glass transition 

 There are a wide variety of theories that try to explain the dramatic reductions 

microscopic mobility that induce such a reduce in viscosity and increase in relaxation times. 

Energetically, we can think of the glass transition as when the energy landscape of the system 
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. 

becomes more jagged as temperature is decreased, developing canyons and wells of 

increasing depth [20, 48]. If the energy landscape were to be mapped to an (𝑥, 𝑦) plot, the 𝑥-

axis would be the position in the molecular system and energy would be plotted along the 𝑦-

axis. This energy landscape can be thought of more easily if we think of the solid-crystalline 

version, in this the energy landscape would develop wells and valleys of a more structured 

order and defined positions and not as rugged. This energy landscape way of thinking is useful 

as the characteristic defining property of the glass transition is the interplay with energy 

considerations. 

 Firstly, the Adam-Gibbs (AG) theory [49] uses the energy landscape via cooperative 

dynamics. This entails cooperative rearrangement of particles in the system as they move 

through the energy landscape. There is a temperature dependence on size of the 

cooperatively-rearranging regions (CRRs). This is what determines the energy barrier to allow 

a phase transition. These CRRs describe the minimum number of molecules that must move 

cooperatively in order for motion to take place.  

 Secondly, the Random First Order Transition (RFOT) [50, 51] theory suggests that a 

system is more like a mosaic of disordered subsystems that are in contact with one another. 

Similar to the AG theory, the structural rearrangement free energy scales with the subsystem 

size raised to a power. 

 Thirdly, there is the Dyre shoving model [52], which treats the system more as a solid 

than a liquid and assumes that most of the molecular motion is vibrational. Once sufficient 

local work has been done on the particles by the particles vibrating, their displacement can 

occur enabled by an increase in free volume. The work done requires that nearby molecules 

shove against their surroundings. This rapid vibrational motion resembles the behaviour of 

an elastic solid.  

 A theory that is returned to frequently, due to its simplicity and scope for 

development, is the Free Volume Theory by Fox and Flory [53] that was later refined by 

Turnbull [54]. Although similar to the AG theory, it does not in fact contain any consideration 

of cooperativity. This theory suggests the kinetic mobility of the fluid depends on its free 

volume [20]. The free volume is the additional volume required to undergo translational and 

rotational motion by a molecule. Free volume is easily defined microscopically and so can be 

used to define how glassy a system is.  

 Returning to determining 𝑇g, as we discussed before, we can measure volume as a 

function of temperature. When we measure the volume of the system we are measuring the 

contributions from the excluded volume occupied by the molecule, 𝑉𝑜𝑐, and the remaining 

contribution is from free volume 𝑉f: 

𝑉(𝑇) = 𝑉oc(𝑇) + 𝑉f(𝑇) 

 The temperature dependence from the excluded volume arises from the molecular 

vibrations increased amplitude and for rotational and translational motions required at higher 

temperatures where more motion is necessary. Vibrational nature does not depend on 

(2.7) 
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freedom of motion therefore has no phase dependence and thus displays no discontinuities 

at the phase transition. We expect a discontinuity in free volume. 

 By measuring the change in volume as a function of temperature, one cannot easily 

distinguish the different contributions of 𝑉oc and 𝑉f. Therefore, it is often easier to measure 

viscosity and infer changes of the free volume from that. Nevertheless, there is continued 

evidence that there is a close correlation between 𝑇g and free volume for different glass-

forming polymers [55]. A locally correlated lattice (LCL) model can be used to find the free 

volume in bulk far from 𝑇g and then extrapolate to the glass transition temperature. It was 

with this method that the correlation between 𝑇g and free volume is developed. The 𝑇g values 

are experimentally measured since the LCL model itself does not predict the glass transition 

which is a drawback to this method. By taking the LCL equation of state and fitting it to 

experimental pressure-volume-temperature data, the free volume available in the system can 

be calculated. By comparison with measured glass transition temperature of 51 polymers, 

they found that there is a linear correlation with glass transition temperature and free 

volume. It was also suggested that temperature itself plays a major role in the glass transition. 

 Recently published data suggests there is a correlation between free volume and 

relaxation times (dynamics) of glasses [56]. For a fixed temperature, the logarithm of 

relaxation times is linearly proportional to the inverse of free volume. The linear relationship 

suggests a connection between liquid equilibrium thermodynamic properties and dynamic 

relaxation. This again uses the LCL equation of state. It is interesting to entertain the 

possibility that free volume availability dictates the relaxation dynamics of glass forming 

liquids. The limited free volume will result in longer relaxation times and thus form a glass 

more readily. 

 There is, in fact, a correlation between all the theories discussed this far. They display 

that a glassy system will exhibit ‘dynamic heterogeneity’. We can consider the system as being 

made up of smaller distinct sections which are governed by their own local dynamics as 

opposed to that in the bulk [57, 58]. However, it is experimentally difficult to observe this 

phenomenon for glassy systems. It has been possible to show via simulation that there exists 

a cluster-like pattern of ‘fast’ and ‘slow’ particles that exists within a system [59, 60]. This 

suggests that there are indeed differences in local dynamics that are segregated from one 

another. This is appealing as it resembles the idea of nucleation and growth of crystalline 

domains. When one considers how glasses as a snapshot of uncorrelated liquid order, the 

idea that there do exist pockets of different dynamics within the system is logical. 

 Building on the idea of dynamic heterogeneity, there are other models that consider 

how liquids assemble into preferred local structures as they cool. One such set are the 

frustration models, that link competing structural aspects to glassy behaviour, that has been 

reviewed in detail [61]. With this model, there is a locally-preferred molecular order that 

expands to a limit thus promoting finite length scale molecular cooperativity. This again 

reflects the idea of heterogeneity within glassy systems but provides a potential reasoning 

behind it. The frustration stems from the inability to continue growing and this molecular 
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slowdown on the mesoscopic scale can help explain the tremendous increase in viscosity that 

we see with glassy systems.   

  

2.3.3 Parameters that can infer 𝑇g 

 The models described in the previous subsection are useful, but it is difficult to 

theoretically predict a glass transition temperature, for a given history and cooling rate, due 

to the energy landscape being extremely large and complex. It is therefore easier to measure 

a glass transition temperature with a selection of methods available. The basic concept is to 

look for a microscopic quantity to pass a predefined threshold value.  

 As volume is a more easily accessible and measurable thermodynamic property, it is 

customary to use volume as an indicator for identifying a phase transition. An equation of 

state approach has been developed [62] where the model can be fitted to a known property, 

such as volume of a sample, which leads to predictions for other properties inaccessible by 

experiment and to predicting the glass transition temperature of thin polymer films. The glass 

transition temperature of a specific material can be defined as when the sample-averaged 

volume drops below that of the bulk glass value. This model is specific to polymer films and 

takes into consideration the effect of surface layers and interfacial interactions. There are 

some drawbacks to this method, understandably. It does not consider the effect that moving 

from bulk to thin film has on the temperature dependence of volume. The results indicate no 

molar mass dependence. The study does not address substrate-supported polymer thin films, 

only freestanding films and hence development of this theory is needed.  

 For films, their thickness as a function of temperature can be plotted. The glass 

transition temperature is defined as the point where the gradient increases, signalling a phase 

change from the glassy state to the melt/liquid state [63, 64]. There are several methods for 

determining the exact glass transition temperature that will be discussed in detail in 4.2. 

 

2.3.4 Factors affecting 𝑇g and the mobile surface layer 

Importantly, when developing models for the glass transition and the effects it has on 

the properties of polymers and their thin films, one must consider what affects the glass 

transition and what properties it changes.  Of interest to researchers of polymer thin films is 

the effect of confinement and interfacial interactions e.g. polymer/substrate interactions and 

free surfaces. For the case of polymer films, we can confine them to the nanometre length-

scale, often supported by a substrate e.g. silicon or glass. For many years, we have 

investigated this area and the effects it has on the polymer physics [65, 66]. 

 Let us consider the effects on polymer properties when under confinement where 

interfacial effects play a large role. Here we are confining at least one dimension to be within 

100s of nm in thickness. Not only is the position of the glass transition altered in this case 

from bulk values but also the dynamics of the system. This plays an important role for the 

applications of polymer films as understanding how the properties change can lead to greater 
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definition and reliability. There is a greater deviation from the bulk due to the larger 

contribution from the interface.  

Chain conformations are altered during the glass transition temperature [67, 68]. An 

example of this considers entropic and energetic contributions to the equilibrium 

concentration formed by compressible polymer melts near solid neutral, attractive and 

repulsive walls [68]. For low concentrations, it is found that the density profile grows linearly 

near the wall and becomes exponential approaching the bulk. This establishes the behaviour 

of polymers near surfaces and how their conformations will change depending on the 

strength of the attractive and repulsive forces present, a necessary consideration when 

forming polymer thin films. 

 Thin films have a high surface-to-volume ratio hence interfacial effects dominate their 

behaviour. We can review the substrate-polymer interactions via the work by Keddie et al. 

[10] who helped initiate this discussion. They considered the thickness dependence of the 

PMMA glass transition temperature. They then looked at two different substrates and the 

effect this had on the thickness dependence. They found with native oxide of a silicon 

substrate there was a slight increase in 𝑇g with decreasing thickness and attributed this to 

hydrogen bonding at interface between the hydroxy groups on the silicon and the highly 

electronegative oxygen atoms in the methacrylate side chains permitting hydrogen bonding. 

One can say the PMMA is attracted to the substrate and this restricts the chain mobility, thus 

leading to an increase in 𝑇g. The second substrate was silicon onto which gold was 

evaporated. Here it was found that 𝑇g decreases with film thickness as was the case for PS on 

hydrogen-passivated silicon [6]. Using similar logic to before, the PMMA is not as attracted to 

this surface due to their being no hydroxy groups which the oxygen atoms in the methacrylate 

sidechain can bond to, hence there is no restriction on chain mobility and so 𝑇g decreases. As 

for the PS work, this suggests there is liquid-like layer whose size diverges as 𝑇g is approached 

from below, a direct consequence of enhanced chain mobility. 

  Another factor that affects the value of 𝑇g is the cooling rate. By varying the cooling 

rate, one can control the deviation from bulk glass transition temperature (by ‘bulk’ we are 

referring to those polymers not under nanoscale confinement) [69]. Altering the cooling rate 

and using ellipsometry to measure the thickness dependence of the glass transition 

temperature, it was found that with the slowest cooling rate (1 K/min), there was a reduced 

𝑇g below the ‘bulk’ value. After increasing the cooling rate, the reduction in 𝑇g reduces, once 

at 90 K/min, there was no apparent thickness dependence of 𝑇g. There is also a broadening 

of the transition at lower cooling rates and a narrowing of transition at the higher cooling 

rates leading to a smaller 𝑇g reduction. The thicknesses of the polystyrene films used, ranged 

from 5.5-90 nm.  

It is important to note that the changes in glass transition temperature values are 

often with very small film thicknesses, as film thicknesses increase to hundreds of 

nanometres, the gradient of the glass transition temperature change lowers. However, it is 

important that we understand ultrathin films as they allow us to probe properties such as 

segmental dynamics which would otherwise be lost in bulk average motion.  
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 Molecular dynamics simulations have explored the influence on structural relaxation, 

upon cooling, from the surface in a free-standing polymer film [70]. The model uses bead-

spring chains in which each has N monomers. It considers when monomers can interact 

among the backbone and when they cannot. They find the monomers at the free surface 

exhibit faster relaxation than in the bulk at the same temperature. There is a characteristic 

length over which the relaxation difference continuously changes into that of the bulk. This 

simulation supports the idea of a liquid-like surface layer. By looking at nonentangled and 

slightly entangled chains it is found that both have film dynamics that are spatially 

heterogeneous i.e. monomers at free surfaces relax faster than in the bulk. The simulations 

also looks into the effects of weak polymer-substrate interaction. Substrates with a weak 

interaction have a reduced sample average glass transition temperature due to the 

monomers at the free surface and weakly interacting substrate having enhanced mobility 

causing faster dynamics. 

 A review on simulations analysing the glass transition by Baschnagel and colleagues 

[71, 72] explored the effects of surface roughness on the dynamics of polymer thin films. For 

smooth repulsive interfaces, it is found that there is no molecular structure hence the short 

ranged repulsive interactions. Molecular order is promoted orthogonal to the surface which 

induces a more concentrated layer of monomers. The excluded volume of the monomers 

within the layer creates a locality immediately alongside this layer which is absent of 

monomers. A layer of monomers below that layer is then less uniform and the alternating 

zones of varying density of monomers continues into the film to the point where the density 

becomes equivalent to the bulk. Those bound by two smooth repulsive walls gives rise to 

monomer mobility increasing upon approach to the smooth interface thus reducing the glass 

transition temperature of the film.  

 When there is molecular level structure in the surface wall there is localisation of 

monomers even for weak interactions. The crystalline properties of the wall induce symmetry 

resembling the crystalline structure. This reduces molecular mobility. When reviewing the 

effects of attractive interactions from smooth walls [73, 74] the polymers exhibit different 

dynamical properties. Layer-by-layer analysis of a coarse-grained model simulation, for 

copolymers with constant density, between two attractive substrates revealed that the 

monomers near the smooth surface always had lower segmental mobility which decreased 

as the wall attraction increased. The simulation results also revealed that, as the wall 

attraction is increased, the monomers in the film interior become more mobile. The higher 

attraction promotes increased order at the surface thus reducing molecular mobility, this 

then promotes less order within the sample thus explaining the increase in molecular mobility 

within the interior.  

 As seen in section 2.2.2, there is a connection between the glass transition and free 

volume, the link has been revisited consistently in recent times. White and Lipson produce an 

extensive review this topic and forms the foundations of our discussion [75]. We now define 

free volume in order to give an insight into why it is so important leading up to and during 

vitrification. Rearranging equation 2.7 we can define free volume as the total volume of the 

glass-forming substance less a measure of “occupied”/”hard-core” volume. The main 
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difference between the theories and what leads to such a wide variety of results, is how the 

researchers define the hard-core volume.  

The first case would be to define it as an occupied volume, 𝑉oc, as done in the locally 

correlated lattice (LCL) theory. Another side note would be the authors of [75] have a vested 

interest in the LCL model therefore the advantages of this are highlighted quite often. The 

second, the occupied volume, considers free volume to be made of two parts: vibrational free 

volume, 𝑉f:vib, and excess free volume, 𝑉f:exs.  

• Vibrational free volume 

o Free space contained within the temperature dependent free volume. 

o The vibrational volume, 𝑉vib, can be thought of as a combination of the 

vibrational free volume and the hard-core volume – the hypothetical 

volume that segments would possess in crystalline form. 

▪ This can be referred to as occupied volume [76-78]. 

• Excess free volume – this is the additional free volume needed to give the 

overall amount in possession by the melt. 

The different free volume contributions, occupied volume and vibrational volume can be seen 

in figure 2.10. 

 

 

Figure 2.10: Conceptualisation of free volume within a liquid. Reprinted (adapted) with permission 

from R. P. White and J. E. G. Lipson.  Polymer free volume and its connection to the glass transition. 

Macromolecules. 49 3987–4007, 2016. Copyright 2017 American Chemical Society. Black circles are 

the hard-core volume of the liquid particles. The encasing grey is the vibrational free volume that the 

particles can move in if they were to vibrate about their equilibrium positions as in a solid. The 

remaining white space is the excess free volume available to the liquid particles to move through. 

 

The excess free volume, as in figure 2.10, allows the liquid particles to rearrange 

around their neighbours. There is a conceptual understanding of what the vibrational and 

excess free volume are [79]. With the case of vibrational free volume – as temperature 
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increases, the free space around each particles expands, the distance to their nearest 

neighbours increases while the number of neighbours remains the same. For excess – the 

distance to nearest neighbour remains fixed while the number decreases. For a liquid, both 

types of expansion occur whilst for a solid only the vibrational expansion occurs. The excess 

free volume is most difficult to determine quantitatively and it is this that varies so much 

amongst earlier works.  

 If we accept the correlation between 𝑇g and free volume, we can define the glass 

transition as being when the free volume of polymers drops below a threshold value. For the 

case of polymer thin films, free volume can be increased at surfaces. Two pieces of research 

have opposing ideas of how the free volume increases at the surface. One idea, as suggested 

by de Gennes [13, 80-81], is that free volume diffuses into the polymer sample via kinks along 

the polymer chains, related to the polymer conformations, at the free surfaces. At the kink, 

the free volume propagates a finite depth into the sample along the chain backbone – 

implying a molecular weight dependence as longer chains will allow free volume to diffuse 

deeper below the free surface. There is a competition between two types of motion: one 

associated with short range rearrangements (normally associated with bulk 𝑇g) and the other 

concerns “sliding motion” where the chain diffuses via mobile kinks at the free surface where 

there is a larger free volume available. This allows for faster structural relaxation and explains 

the reduction in local 𝑇g. 

 However, in 2011, research disagreed with the above theory [82]. The distribution of 

glass transition temperatures in free-standing, nanoconfined PS thin polystyrene films were 

considered. Using a relatively new technique that uses self-referencing fluorescence to 

measure 𝑇g values within surface and interior layers of known thickness, it is demonstrated 

via trilayer films (the middle layer is pyrene-labeled PS, with surrounding films as neat PS) that 

there is a reduction in 𝑇g in the middle layer where chains are unable to form the necessary 

kinks as described by de Gennes. This phenomenon is instead attributed to the strongly 

perturbed cooperative dynamics present in the middle layer due to the size of the 

surrounding neat PS layers. 

 Thus far, there has been a great deal of discussion on what affects the glass transition 

temperature. We’ve discussed the effects of confinement and free volume. As alluded to and 

briefly mentioned in references and the introduction, a mobile surface layer seems to exist 

on top of nanoconfined thin polymer films which gives rise to a distribution of glass transition 

temperatures throughout the sample. We shall now give a brief overview of the literature 

that suggests this and those that offer potential origins.  

 Proof of the mobile surface layer and the depth at which it exhibits an effect is found 

to be 10 nm [83] which is consistent with future literature. Via continuous measurement using 

ellipsometry the changing film thickness as temperature increased and they also measured 

for decreasing temperature, too. They ensured there was no thermal damage by increase the 

temperature to well above the glass transition temperature, observing no effect with the 

ellipsometric angle. It was Ellison and Torkelson [14] who provided the first piece of evidence, 

experimentally, that there was a distribution of 𝑇g. Using a fluorescence method, it was 
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established that a mobile surface layer as defined by its enhanced dynamics permeates 

several tens of nanometres into the film [82]. They used the fluorescent probe in parallel to 

the substrate within layers of pure polymers. They found there was indeed a gradient of 𝑇g in 

the film. 

  There have been further direct measurements of the liquid-like more mobile surface 

layer [84]. The usual PS thin films were used, they were given a high surface coverage of 

nanodeformations by partially embedding and removing gold nanospheres up to 4 nm into 

the surface. They measured the time-dependent relaxation of the deformations as a function 

of temperature. Surface relaxation was observed for all temperatures implying enhanced 

surface mobility. The gold spheres are dissolved into a mercury droplet ensuring no extra 

stress is applied during the removal. X-ray analysis was carried out to ensure no gold or 

mercury residue remained. They used AFM to monitor the size of the holes, this inherently 

presents its own problems even with the authors stating they used a sharp tip to overcome 

radius of curvature issues and the frequent changing of the tip. 

 More recently, via simulations for PMMA thin films, a comparison between low and 

high molecular weight films shows there is a link between the amount of free volume present 

at a free surface and the mobile surface layer [85]. This model has the advantage of being 

parametrised from previous atomistic simulations such that the local structure and 

thermomechanical properties are accounted for. The reduced interfacial density at the free 

surface in low molar mass films leads to an increase in local free volume at the free surface 

thus producing a greater reduction in glass transition temperature. This can be attributed to 

an enhancement of segmental mobility, evidence of a mobile surface layer. 

 The surface diffusion of molecules, that have moderate perturbation of surfaces, is 

decoupled from the enhanced surface dynamics and depression of glass transition 

temperature with a specific polymer glass [86]. This is quite counterintuitive, although there 

is a heightened surface diffusion in comparison to the bulk, as the film thickness decreases 

from 400 to 12 nm, relaxation dynamics increase and the expectation would be that the 

surface diffusion would also increase in tandem with the relaxation dynamics but this is not 

the case. Ultrathin films of N,N'-bis(3-methylphenyl)-N,N'-diphenylbenzidine (TPD) polymer 

on top of silicon substrates were used to resemble the typical thicknesses in organic 

electronics and coatings that are less than one hundred nanometres. A tobacco mosaic virus 

(TMV)-probe was the diffusing particle and its temporal surface tension-driven flow was 

monitored via AFM. Wetting experiments were used to monitor the effective viscosity which 

gives a measure of the dynamics of the films. It is proposed that the surface diffusion is 

discrete and completely decoupled from both surface and bulk dynamics. The rationale 

behind this is that the surface diffusion could be correlated to surface dynamics (relaxation 

time of the surface) instead of the glass transition temperature which is average film 

dynamics, since this is also insensitive to film thickness. A key point here is that heightened 

surface diffusion has been exhibited but the demonstrated process as to how remains 

unclear. 
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CHAPTER 3: Experimental Techniques 

 The main techniques used in this research were Ellipsometry for the determination of 

the glass transition temperature and Fluorescence Correlation Spectroscopy (FCS) for the 

single molecule diffusion. DOSY NMR is used to measure 3D diffusion of rhodamine-B PEG but 

as it was not a main dedicated piece of work, it is briefly introduced.  

 

3.1 Ellipsometry 

To determine the glass transition temperature of a sample, the length scale and the 

properties of the sample need to be considered. For the case of thin films, a nanometre length 

scale and thus we become increasingly limited by our experimental capabilities when using 

commonplace optical instruments. There are several approaches to measure the thermal 

properties of the sample, such as expansivity, and to examine how these properties change 

in response to temperature. A non-invasive approach that can peer through the entirety of 

thin samples, using reflection, is ellipsometry.  

The disadvantages of using reflection techniques are the reliance of modelling, the 

parameters measured are determined indirectly and the sample must be transparent such 

that the incident wave is able to propagate through the sample and be detected. By reviewing 

the properties of light and how light propagates through media the measurable parameters 

required for ellipsometry can be derived. 

 

3.1.1 Properties of light: a review 

Firstly, to understand how the reflection of light can infer physical properties, prior 

knowledge of light, its mathematical formulae and physical behaviour, and how light interacts 

with matter must be addressed. Consider the wave-like properties of light which describes 

light as two cosinusoidal, orthogonal waves that are both orthogonal to the direction of their 

propagation. The two waves are the electric, 𝐄, and magnetic fields, 𝐁, and are defined as: 

𝐸𝑥(𝑧, 𝑡) = 𝐸0𝑥 cos [𝜔 (𝑡 −
𝑧

𝑐
) + 𝜙] 

and 

𝐵𝑦(𝑧, 𝑡) =
𝐵0𝑦

𝑐
cos [𝜔 (𝑡 −

𝑧

𝑐
) + 𝜙] 

where 𝐸0𝑥 and 𝐵0𝑦 are the respective electric and magnetic field amplitudes, 𝜔 is the angular 

frequency of the wave, 𝑐 is the speed of light, 𝜙 is the phase shift and the waves are deemed 

to propagate along the 𝑧-axis. The electric and magnetic fields will always be orthogonal to 

each other so for the following discussion the electric field shall only be discussed but will also 

apply to the magnetic field. 

(3.1) 

(3.2) 
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 The electric wave propagating along the 𝑧-axis can be split into vector components, �̂�  

and �̂�, that act in the 𝑥- and 𝑦-axes, respectively. Each component can mathematically be 

written as:  

𝐄𝑥(𝑧, 𝑡) =  �̂�𝐸0𝑥 cos(𝑘𝑧 − 𝜔𝑡) 

and 

𝐄𝑦(𝑧, 𝑡) =  �̂�𝐸0𝑦 cos(𝑘𝑧 − 𝜔𝑡 + 𝜙) 

where 𝑘 is the wavenumber (𝑘 =
2𝜋

𝜆
), 𝐸0𝑥 and 𝐸0𝑦 are the amplitude of the electric field 𝑥 

and 𝑦 vector components, respectively and all other terms are as defined previously. Thus, 

the resultant electric field vector is the summation of the two vector components and can be 

expressed as 

𝐄 = 𝐄𝒙 + 𝐄𝒚 = �̂�𝐸0𝑥 cos(𝑘𝑧 − 𝜔𝑡)  + �̂�𝐸0𝑦 cos(𝑘𝑧 − 𝜔𝑡 + 𝜙) 

The dissection of the electric wave into vectors allows for interesting phenomena to 

be observed and exploited for experimental gain. By changing the values of 𝐸0𝑥, 𝐸0𝑦 and 𝜙 

different polarisations can be established. 

Linear polarisation: 𝜙 = 0,±𝑛𝜋 (𝑛 is any integer) 

• Both component waves are in phase and corresponding maximum occur 

simultaneously in time along the axis of propagation. Traces out a linear plot. 

Circular polarisation: 𝜙 = ±
𝑚𝜋

2
, 𝐸0𝑥 = 𝐸0𝑦 (𝑚 is any odd integer) 

• Both waves are 90° out of phase and one component wave’s maximum corresponds 

to the other’s zero contribution. The resultant 𝐄 traces out a circular path in the axis 

of propagation. 

Elliptical polarisation: 𝜙 = ±
𝑚𝜋

2
, 𝐸0𝑥 ≠ 𝐸0𝑦 (𝑚 is any odd integer) 

• Both waves are 90° out of phase and now the component waves have maximum 

amplitudes that are not equal.  This creates a semi-major axis always along the axis of 

the component with the larger amplitude. This is the form of polarisation that is used 

in ellipsometry. 

All other cases: 𝜙 = ±
𝑛𝜋

2
 (𝑛 is any integer) 

• Resultant vector traces out an elliptical path but the angles between cartesian and 

elliptical axes are not necessarily multiples of 
𝜋

2
. 

 

3.1.2 Light incident at interfaces 

Whilst light can be manipulated to produce different polarisations, how it interacts 

with matter and interfaces will determine what data a technique can achieve. It is useful to 

(3.3) 

(3.4) 

(3.5) 
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. 

review how light behaves when incident on an interface. At an interface between media of 

different refractive index, light can either be reflected or refracted whilst undergoing 

transmission (the simplest case is illustrated in figure 3.1). In the case of reflection, light 

follows the law of reflection such that  

𝜃𝑖 = 𝜃𝑟  

and for transmission, light obeys Snell’s law as defined by 

𝑛𝑖 sin 𝜃𝑖 = 𝑛𝑡 sin 𝜃𝑡  

where 𝜃 is the angle at which the light is incident, reflected or transmitted with respect to the 

normal, 𝑛 is the refractive index of the medium and the subscripts 𝑖, 𝑟 and 𝑡 represent the 

incident, reflected and transmitted light, respectively.  

 

 

Figure 3.1: A visualisation of the electric field incident on a boundary between two media of different 

refractive index. The vertical dashed line represents the plane of incidence, the thick horizontal line is 

the boundary between the two media, 𝑛i and 𝑛t are the refractive indicies of the medium that the 

electric wave is incident and the medium that the electric wave is transmitted through, respectively. 

 

  For the purposes of resolving electromagnetic waves into their vector components, a 

set of axes must be defined. In the case of interfaces, these axes are defined as along the 

place of incidence and perpendicular to said plane. Due to the electromagnetic field consisting 

of two orthogonal waves, each component will correspond to one of the defined axes. 

Moreover, along the boundary the following continuity between electric field vectors applies  

𝐄𝑖 + 𝐄𝑟 = 𝐄𝑡 

 For the electromagnetic field component that is perpendicular to the plane of 

incidence, the individual components can be expressed in terms of the associated angles  

𝑛𝑖(𝐸0𝑖 − 𝐸0r) cos 𝜃𝑖 = 𝑛𝑡𝐸0t cos 𝜃𝑡 

 

(3.6) 

(3.7) 

(3.8) 

(3.9) 
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Via substitution of equation 3.8 into 3.9 this yields the amplitude reflection coefficients, 𝑟⊥, 

and rearranging 𝐸𝑡 in terms of 𝐸𝑖 and substitution into the above yields the amplitude 

transmission coefficient, 𝑡⊥, both amplitude coefficients are defined 

𝑟⊥ = (
𝐸0𝑟

𝐸0𝑖
)
⊥

=
𝑛𝑖 cos 𝜃𝑖 − 𝑛𝑡 cos 𝜃𝑡

𝑛𝑖 cos 𝜃𝑖 + 𝑛𝑡 cos 𝜃𝑡
 

and 

𝑡⊥ = (
𝐸0𝑡

𝐸0𝑖
)

⊥

=
2𝑛𝑖 cos 𝜃𝑖

𝑛𝑖 cos 𝜃𝑖 + 𝑛𝑡 cos 𝜃𝑡
 

For the electric field component that is parallel to the plane of incidence, following a 

similar treatment to the above the following amplitude reflection and transmission 

coefficients are found 

𝑟|| = (
𝐸0𝑟

𝐸0𝑖
)
||

=
𝑛𝑡 cos 𝜃𝑖 − 𝑛𝑖 cos 𝜃𝑡

𝑛𝑖 cos 𝜃𝑡 + 𝑛𝑡 cos 𝜃𝑖
 

and 

𝑡|| = (
𝐸0𝑡

𝐸0𝑖
)

||

=
2𝑛𝑖 cos 𝜃𝑖

𝑛𝑖 cos 𝜃𝑡 + 𝑛𝑡 cos 𝜃𝑖
 

Equations 3.10 to 3.13 are the Fresnel equations [89] and apply only to isotropic, linear 

and homogenous media. It is with these equations that the useable information from 

reflectance in ellipsometry can be measured. A complex reflection ratio, 𝜌, which details the 

changes in phase shift and amplitude upon reflection is given by 

𝜌 =
𝑟||

𝑡⊥
= tanΨe𝑖∆ 

where Ψ and ∆ are the ellipsometric parameters that are measured in an ellipsometry 

experiment. 

 

3.1.3 Reflection and transmission in thin films 

So far, a simple approach that only considers the reflection and transmission of 

electromagnetic fields between two media allowed for the derivation of a relation containing 

the ellipsometric parameters. For thin films, there is an added level of complexity because the 

light waves are not only reflected and transmitted into the sample but some of the 

transmitted light is then reflected from the substrate that the thin film is bound to (see figure 

3.2). This reflected light from the substrate is then transmitted through the thin film and is 

combined with the initial reflected light that is detected. Another consideration is that this 

can occur multiple times throughout the sample. 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

(3.14) 
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Figure 3.2: Ray paths of electromagnetic waves passing through several media showing the different 

reflection and transmissions at the media boundaries. The example used corresponds to a film, of 

thickness Δ, deposited on a substrate. 

 

 The total amplitude reflection coefficient can be derived in a similar fashion to the 

individual reflection coefficient. A light wave with initial amplitude 𝐴 is incident on a boundary 

between the incident medium, with refractive index 𝑛1, and the first transmission medium, 

with refractive index 𝑛2. This first transmission medium is the film of thickness Δ. The light 

wave will then incident on the next boundary between the film and the substrate with 

refractive index 𝑛3 where the substrate surface is considered to have infinite depth where 

the light that is transmitted is no longer measurable. It is assumed that 𝑛1 < 𝑛2 < 𝑛3. 

 In section 3.1.2, the wave that is incident at the boundary between air and film is 

identical to the current scenario where reflection from the air-film interface occurs. 

Therefore, the new amplitude of this wave is 𝐴𝑟12 where 1-2 indicates passing from incident 

to film and so on. Withal, further contributions from the waves that have been reflected from 

the film-substrate, 2-3, that then leave through the 2-1 interface. Transmitting through the 

film results in the wave to now undergo a phase shift equal to 

exp(−𝑖𝑘zΔ) = exp (−
𝑖2𝜋𝑛2 cos 𝜃2 Δ

𝜆
) = exp(−𝑖𝛿2) 

where 

𝛿2 =
2𝜋𝑛2Δ cos 𝜃2 

𝜆
 

𝑘z is the wavenumber and 𝜆 is the wavelength of the phase shifted light. The modified 

amplitude of the transmitted wave that reaches the 2-3 interface is given by the product of 

the 1-2 transmission coefficient 𝑡12, the original wave amplitude 𝐴 and the phase shift applied 

to the wave as it transmits through the film 

𝐴𝑡12𝑒
−𝑖𝛿2  

Some of the wave is then reflected back from the 2-3 interface with modified 

amplitude  

(3.15) 

(3.16) 

(3.17) 
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 (3.20) 

. 
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. 
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, 𝐴𝑡12𝑒
−𝑖𝛿2𝑟23 

which now contains a factor of 𝑟23, the reflection coefficient of the 2-3 interface. This 

reflected light then passes through the 2-1 interface and is detected by the measuring 

equipment with a modified amplitude equal to 

𝐴 𝑡12 𝑒
−𝑖𝛿2  𝑟23 𝑒

−𝑖𝛿2  𝑡21 

Since the light propagates through the film a second time, after reflection at the 2-3 interface, 

there is a second phase shift and another transmission factor from the 2-1 interface, 𝑡21.  

 Following the same methodology for further reflections between interfaces 1 and 3, 

the total amplitude detected can be expressed as 

    𝐴 (𝑟12 + 𝑡12 𝑒
−𝑖𝛿2  𝑟23 𝑒

−𝑖𝛿2  𝑡21 + 𝑡12 𝑒
−𝑖𝛿2  𝑟23 𝑒

−𝑖𝛿2  𝑟21 𝑒
−𝑖𝛿2  𝑟23 𝑒

−𝑖𝛿2  𝑡21 + ⋯ ). 

Therefore, the total reflection coefficient, 𝑅total, is given by 

          𝑅total = 𝑟12 + 𝑡12 𝑟23 𝑡21 𝑒
−2𝑖𝛿2  [1 + 𝑟21 𝑟23 𝑒

−2𝑖𝛿2 + (𝑟21 𝑟23 𝑒
−2𝑖𝛿2)

2
+ ⋯ ]  

There is potentially an infinite number of reflections and equation 3.21 must 

converge. Recall the series expansion for an infinite series,  

 

 

Combining this with the following relations derived from equations 3.10-3.13 (the Fresnel 

equations),  

𝑟12 = −𝑟21 

𝑡12𝑡21 = 1 − 𝑟12
2  

the total reflection coefficient is defined as:  

𝑅total =
𝑟12 + 𝑟23 exp(−2𝑖𝛿2)

1 + 𝑟12 𝑟23 exp(−2𝑖𝛿2)
 

The effect of polarisation is addressed by substituting in the corresponding Fresnel 

equations into equation 3.25. Light polarised perpendicular and parallel to the plane of 

incidence requires the substitution of equation 3.10, 𝑟⊥ and equation 3.12, 𝑟||, into equation 

3.25, respectively. 

 Measurement of reflection data from a sample of a thin film, the data is fitted to the 

total reflection coefficient, 𝑅total, with the polarisation equations substituted in. This 

equation has the film thickness, Δ, in the phase shift parameter, 𝛿2, so the experimental data 

yields the film thickness that can then be used to infer when the thin film has undergone a 

glass transition and thus the glass transition temperature. 

 

(3.21) 

(3.18) 

(3.19) 

(3.22) where 𝑥 ≪ 1. 

 

∑𝑥𝑖

∞ 

𝑖=0

= 1 + 𝑥 + 𝑥2 + 𝑥3 + ⋯ =
1

1 − 𝑥
 

 

(3.23) 

(3.24) 

(3.25) 
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3.2 Fluorescence Correlation Spectroscopy 

 Whilst ellipsometry is able to use reflectivity to delve into the physical structure of the 

sample at the nanometre scale, in the case of thin films, an even greater challenge is present 

when constructing an experimental setup to measure dynamical data of single molecules. A 

series of techniques has been devised to accomplish this task and although imaging these 

molecules remains quite difficult, obtaining quantifiable data that produces a well-defined 

view of the system can be accomplished. One of those techniques, specifically for single 

molecules, is fluorescence correlation spectroscopy (FCS). Alternative techniques are 

discussed in section 3.2.4. 

Fluorescence correlation spectroscopy measures small fluctuations in intensity of 

fluorescence with respect to an initial intensity at a defined starting time. It was an evolution 

of dynamic light scattering for smaller scale molecules [90, 91]. Dynamic light scattering is 

used primarily to measure the size of molecules suspended in a liquid by scattering light to 

monitor their Brownian motion. The FCS technique was originally applied to observing DNA-

drug interactions [91, 92], however, the main issue with this first experiment was the poor 

signal-to-noise ratio. The detection volume produced relatively small fluctuations in intensity 

in comparison to the excessive emission from the surrounding medium of the focal point.  

Twenty years later, a modification to the FCS technique was introduced, to remove 

the background noise confocal microscopy was combined with FCS [93]. The detection 

volume was reduced below 1 femtolitre such that signal molecules in solution could now be 

detected and low concentration solutions, of order picomolar (pM) and nanomolar (nM), 

could be used [94]. Due to it being non-invasive, FCS continues to be used in a variety of ways 

such as developing our understanding of calcium cell-signalling by monitoring the free 

diffusion coefficients in the ions binding process [95], measuring the change in effective 

hydrodynamic radius of polymer-coated nanoparticles adsorbing to proteins [96] and in 

observing phase transition effects, or lack thereof, in live cell plasma membranes [97]. 

An AxioVert inverted confocal microscope with a Zeiss ConfoCor2 FCS module was 

used to perform all FCS experiments for this work. 

 

3.2.1 Confocal Microscopy 

In general, to create an image in microscopy an assortment of optics focusses light 

from a specific point within a sample onto a detector.  The detector then uses this light to 

create an image or produce a measurement of intensity of the light detected. Ideally, all the 

photons from the region of interest are detected and no background noise. What occurs in a 

real system is the planes other than the focal plane within the sample produce additional 

signal, background noise, that will contribute to the measured intensity producing a 

misrepresentation of the sample of interest. At the single molecule level, the intensity of the 

noise is more problematic as it is comparable to the signal of the single molecule itself.  
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 To refine the measured signal, removing the background noise and improving the 

signal-to-noise ratio, Marvin Minsky patented a novel confocal technique that introduced a 

series of pinholes into the system that reduced the amount of off-focal plane photons that 

are detected [98, 99]. This method ensures that only the light emitted from the focal point, 

the sample of interest, is focussed at the detector by allowing the photons through the 

pinhole and bringing the off-focal plane light to a focus before or after the pinhole as seen in 

figure 3.3. The pinhole is moved until the intensity from the focal point is at maximum. The 

pinhole is therefore conjugated to the focal plane. 

 

Figure 3.3: Simplified diagram of a basic FCS setup. A laser emits monochromatic light (blue line) at a 

specific wavelength tuned to the wavelength of the sample tagged with a fluorescent molecule. The 

dichroic mirror only allows emitted light that has been shifted in wavelength by a sufficient amount. 

Remitted photons from the focal point (yellow line), from the sample of interest, can pass through the 

pinhole and can focus on the detector. Off-focal photons from the background (red line) are blocked 

by the pinhole. 

 

The resolution limits of confocal microscopy have slight advantages over regular far 

field view microscopy. The 𝑥 − 𝑦 resolution is determined by the following equations; the 

left-hand side represents the far field view and the right-hand side equation is the confocal 

microscopy resolution limit. 

 

 
𝑟 =

0.4𝜆

𝑁𝐴
 

 

𝑟 =
0.61𝜆

𝑁𝐴
 

 

and 
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where 𝑟 is the minimum distance two points can be distinguished, 𝜆 is the wavelength of light 

used and 𝑁𝐴 is the numerical aperture of the objective. For this work an objective with 

numerical aperture equal to 1.2 and a laser wavelength of 543 nm would produce a resolution 

limit of 0.28 μm for wide field regular microscopy but with confocal microscopy this limit is 

improved to 0.18 μm. Similarly, the 𝑧-axis resolution limit is defined in a similar way but there 

is now a quadratic dependence on numerical aperture:  

 

 

For this work, wide field would allow a resolution limit in the 𝑧-axis of 0.75 μm and confocal 

microscopy has 0.53 μm resolution limit. 

 

3.2.2 The theory of FCS 

A laser will illuminate a specific volume of the sample, termed the ‘confocal volume’. 

The laser will emit the corresponding excitation energy photons with their required 

wavelength by the fluorescent molecule that is associated with the sample of interest. When 

the fluorescent molecule relaxes, from its higher energy state, it will reemit a photon at a 

longer wavelength which will be detected by the photomultiplier.  

The light is then filtered out and the time in which the molecule fluoresces within the 

confocal volume corresponds to the duration of increased intensity. Therefore, put simply, 

FCS is used to measure the amount of time a molecule requires to move through a defined 

volume. As the molecules within the sample will be continuously diffusing, there will be a 

limited number of molecules, with one being the desired amount, diffusing through the 

confocal volume thus the time taken for very few molecules to fluoresce can be measured. 

 There are several different ways a molecule can diffuse through the detection volume 

as depicted in figure 3.4. In the ideal case, the detection volume is a hard sphere of radius, R. 

The diffusing molecule would pass through the confocal volume straight through the centre 

of the sphere. 

 In the ideal diffusion case, at a time 𝑡 the molecule will enter the detection volume, it 

will be excited by a photon at the appropriate energy and lead to an increase in intensity. This 

intensity will continue for all of time 𝑡 + 𝜏. Once the molecule reaches the end of the sphere 

diameter (2𝑅), the molecule will stop fluorescing and the intensity will drop down to its 

original level. The time it takes for the molecule to diffuse, 𝜏D, the ‘diffusion time’, is the total 

time the intensity increases (see figure 3.5). 

 

𝑟 =
1.4𝜆

𝑁𝐴2
 

 

𝑟 =
2𝜆

𝑁𝐴2
 

 

and 



38 
 

 

Figure 3.4: For a given confocal volume there are several potential diffusion paths that a fluorescent 

molecule can take. The ideal case, the red arrow, is the molecule passes directly through the centre 

of the hard sphere of radius, R, which is also the assumed ideal confocal volume. The other cases that 

do occur in real systems, are the shorter paths that do not pass through the centre (green), there are 

the longer paths that do not diffuse in a straight line and follow a haphazard direction (purple) via 

thermal fluctuations and collisions. There is also a fourth case that will be discussed further in section 

3.2.3 which is the dashed blue arrow representing a molecule entering the triplet state and no longer 

fluorescing.  

 

Figure 3.5: An ideal intensity profile as a function of time for a fluorescing molecule that diffuses 

directly through the centre of a spherical confocal volume of well-defined diameter, 2𝑅. 

 

 In order to better model and interpret the experimental results, the simplistic and 

ideal assumptions must now be developed to represent a real system. There are several 

assumptions made thus far that can be addressed and will act to either increase or decrease 

the diffusion time. Firstly, mentioned previously, the diffusing molecule can take a shorter 

route or indirect route through the confocal volume leading to a shorter or longer diffusion 

time, respectively. Secondly, the diffusion time will depend on the speed at which molecules 

pass through the confocal volume and not all molecules will have the same speed. There will 

be a distribution of speeds due to a distribution of thermal energy about an average value. 

Finally, the confocal volume itself is not a hard sphere of well-defined radius 𝑅. The 

“boundary” is defined by a decrease in light intensity and the convention is to use whenever 

the intensity drops by a factor of e. The light intensity does not decrease isotropically as it is 
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different in the (𝑥, 𝑦) plane compared to the (𝑧) plane. The shape of this confocal volume is 

similar to an elongated “rice grain” (see figure 3.6) and is mathematically defined as 

𝐼 (𝑥, 𝑦, 𝑧) =  𝐼0 exp(−2
𝑥2 + 𝑦2

𝜔xy
2

) exp(−2
𝑧2

𝜔z
2
) 

where 𝐼0 is a constant, 𝜔xy is the beam decay waist in the (𝑥, 𝑦) plane and 𝜔z is the 

corresponding beam decay height along the 𝑧 axis. 

 

 

Figure 3.6: A representation of the elongated rice grain confocal volume (blue ellipse). A fluorescent 

tag (purple circle) on the molecule (black curly line) passes through the confocal volume and is 

illuminated. The surrounding medium is the rest of the sample (grey). The size of the rice grain is 

determined from precisely controlled experiments. 

 

3.2.3 The autocorrelation curve 

The diffusion times of the fluorescent molecules are determined from the change in 

photon intensity they produce. This sets the mathematical framework for how to extrapolate 

the diffusion times, the self-similarity of the intensity profile about the average intensity over 

the whole measurement of the intensity profile must be examined. The derivation of the 

autocorrelation equation is found in the original works and more modern interpretations 

[100].  

Firstly, to determine the self-similarity, the change in intensity must first be defined. 

This is the intensity at any given moment 𝐼 (𝑡) compared with the average intensity 〈𝐼 (𝑡)〉 

𝛿𝐼 (𝑡) = 𝐼 (𝑡) − 〈𝐼 (𝑡)〉 

where 〈𝐼 (𝑡)〉 is the temporal average of the duration of the measurement 𝑡total 

(3.27) 

(3.26) 
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. 〈𝐼 (𝑡)〉 =
1

𝑡total
∫ 𝐼 (𝑡) d𝑡

𝑡total

0

 

Assuming the fluctuations in intensity are a result of chan ges in local concentration, 

𝛿𝐶, in the effective confocal volume, 𝑉eff, then the intensity fluctuation can be expressed 

using the efficiency of the experimental setup with the probability of exciting a fluorescent 

molecule:  

𝛿𝐼 (𝑡) = 𝜅 ∫ 𝐼ex (𝒓)  ∙  𝑆 (𝒓) ∙  𝛿 (𝜎 ∙ 𝑞 ∙ 𝐶 (𝒓, 𝑡))  ∙  d𝑉
𝑉eff

 

where 𝜅 is the detection efficiency of the reemitted photons, 𝐼ex(𝒓) is the excitation energy 

distribution within the confocal volume, 𝑆(𝒓) determines the collection efficiency of the 

experimental setup (optical transfer function), 𝜎 is the molecular absorption of photons cross-

section, 𝑞 is the fluorescence quantum yield and 𝐶(𝑟, 𝑡) spatial and temporal molecular 

concentration. 

It is quite difficult to determine the individual parameters in equation 3.29 and some 

simplification of the equation, informed from the system, can aid the analysis. Firstly, the 

detection efficiency, excitation intensity, molecular absorption cross-section and 

fluorescence quantum yield can be combined to give a photon count per molecule per second 

relation, denoted by 𝜂0, i.e.  

𝜂0 = 𝐼0 ∙ 𝜅 ∙ 𝑞 ∙ 𝜎 

We can combine two optical transfer functions into one spatial term, denoted as 𝑊 (𝑟) and 

defined as 

𝑊 (𝒓) =
𝐼ex (𝒓)

𝐼0
∙ 𝑆 (𝒓) 

It can be assumed that the spatial distribution takes on a three-dimensional Gaussian 

distribution, thus equation W can take on the form of equation 𝐼(𝑥, 𝑦, 𝑧) (equation 3.26). 

Moreover, equation 3.3 (𝛿𝐼) can be rewritten as:  

𝛿𝐼 (𝑡) =  ∫ 𝑊 (𝒓)
𝑉eff

𝛿(𝜂 ∙  𝐶 (𝒓, 𝑡))  ∙ d𝑉 

Now the change in fluorescence in the confocal volume has been defined, the self-

similarity between times 𝑡 and 𝑡 + 𝜏 are analysed by an autocorrelation function, 𝐺(𝜏), which 

is normalised with respect to the average intensity 

𝐺 (𝜏) =
〈𝛿𝐼 (𝑡)  ∙ 𝛿𝐼 (𝑡 + 𝜏)〉

〈𝐼〉2
 

where 𝜏 is the total time for which the measurement is taken over. The autocorrelation 

function determines the fluctuations in intensity within the effective detection volume 𝑉eff. 

The next step is to substitute equation 𝛿𝐼 (equation 3.32) into the autocorrelation function 

(equation 3.33) yielding the following expression 

(3.29) 

(3.30) 

(3.31) 

(3.32) 

(3.33) 

(3.34) 

(3.29) 

(3.28) 
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𝐺 (𝑡, 𝜏) =
∬𝑊 (𝒓) 𝑊 (𝒓′) 〈𝛿 (𝜂 ∙  𝐶 (𝒓, 𝑡)) 𝛿 (𝜂 ∙  𝐶 (𝒓, 𝑡 + 𝜏))〉 d𝑉d𝑉′

(∫𝑊 (𝒓) 〈𝛿(𝜂 ∙  𝐶(𝒓, 𝑡))〉 d𝑉)
2  

Expressing the fluctuation term as 

𝛿 (𝜂 ∙  𝐶 (𝒓, 𝑡)) = 𝐶𝛿𝜂 + 𝜂𝛿𝐶 

and assuming that the molecule’s fluorescence properties will not change during the 

measurement time implies that 𝛿𝜂 = 0. Therefore, the autocorrelation function is defined as 

𝐺 (𝑡) =
∬𝑊 (𝒓) 𝑊 (𝒓′) 〈𝛿𝐶(𝒓, 0)  𝛿𝐶(𝒓, 𝜏)〉 d𝑉d𝑉′

(〈𝐶〉 ∫𝑊 (𝒓) d𝑉)2
 

The type of diffusion, whether it is free three-dimensional diffusion or anisotropic surface 

two-dimensional diffusion, will result in two different expressions tailored to the individual 

situation. 

Free diffusion: 

Taking the spatial term, 𝑊 (𝒓) (equation 3.31), to be the shape of confocal volume, 

𝐼 (𝑥, 𝑦, 𝑧) (equation 3.26), and the number density autocorrelation 

term, 〈𝛿𝐶 (𝒓, 0)  𝛿𝐶 (𝒓′, 𝜏)〉, becomes 

〈𝛿𝐶 (𝒓, 0)  𝛿𝐶 (𝒓′, 𝜏)〉 = 〈𝐶〉
1

(4𝜋𝐷𝜏)−
3
2

exp [−
(𝒓 − 𝒓′)2

4𝐷𝜏
]  

Using equation 2.5, the diffusion coefficient, 𝐷, is expressed a s: 

𝐷 =
𝜔xy

2

4𝜏D
 

w here 𝜔xy, the beam waist, is the distance travelled by the diffusing particle (𝑥 in equation 

2.5). Substituting the above number density autocorrelation function (equation 3.37) and the 

diffusion coefficient into the autocorrelation function equation (equation 3.36) this yields: 

𝐺3D =
1

𝑉eff 〈𝐶〉

1

(1 +
𝜏

𝜏3D
)

1

√1 +
𝜏

Γ2𝜏3D

 

where 𝜏3D is the free three-dimensional diffusion time, 〈𝐶〉 is the average concentration in 

the confocal volume, 𝑉eff is the effective confocal/detection volume and is expressed as 

𝑉eff = 
(∫𝑊 (𝑟) d𝑉)

2

∫𝑊2 (𝑟) d𝑉
 

and the structural parameter, Γ, is defined as 

Γ =
𝜔z

𝜔xy
 

 

(3.35) 

(3.36) 

(3.37) 

(3.38) 

(3.39) 

(3.40) 

(3.41) 
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(3.44) 

, 

, 

Surface diffusion: 

For two-dimensional surface diffusion, it is assumed the molecules move in the (𝑥, 𝑦) 

plane only therefore the 𝑧-component contributions can be ignored. Following the same 

methodology as for free three-dimensional diffusion, the following autocorrelation function 

is found 

𝐺2D =
1

𝑉eff 〈𝐶〉

1

√(1 +
𝜏

𝜏2Dx

)(1 +
𝜏

𝜏2Dy

)

 

where 𝑉eff, 〈𝐶〉 and 𝜏 are as previously defined and 𝜏2Dx
 and 𝜏2Dy

 are the corresponding 

surface diffusion times in the 𝑥-direction and 𝑦- direction, respectively. 

A regularly observed phenomenon in excitation of molecules is the triplet state. When 

an electron is excited, it can be elevated into the first excited triplet state which is a forbidden 

transition. This forbidden state results in the photon not being reemitted during the diffusion 

through the confocal volume and the electron takes a comparatively long time to relax back 

to the ground state. Therefore, the fluorescence and the increased intensity cease. The effect 

of the triplet state must be taken into account in the autocorrelation function.  

The triplet state correlation component takes the form 

𝐺triplet (𝜏) =  [1 + (
𝑃t

1 − 𝑃t
) exp (−

𝜏

𝜏t
)] 

where 𝑃t is the fraction of electron excitations on the fluorescent molecule that are promoted 

to the first triplet state and 𝜏t is the triplet diffusion time: how long the molecule diffuses for 

and increases the intensity before being excited to the first triplet state. 

 The overall autocorrelation function is therefore a product of either the free three-

dimensional or two-dimensional surface autocorrelation functions and the triplet 

autocorrelation function. In a real system, there will be both surface and free diffusion within 

the sample and a further modification to the autocorrelation function must be applied to 

account for this. An additional term is required to account for the fraction of molecules 

detected that have been adsorbed onto the surface and this is denoted as 𝑓. A modification 

that applies to both 2D and 3D diffusion that incorporates 𝑓 and the triplet state can be 

created from the combination of the above functions  

 

 

 

 

A common practice with the autocorrelation function is to normalise it (equation 3.33) 

as follows 

𝐺 (𝜏) =
𝐺triplet (𝜏)

𝑁

[
 
 
 
 
 

(1 − 𝑓)

√(1 +
𝜏

𝜏3D
)√(1 +

𝜏
𝜏3DΓ2)

+
𝑓

√(1 +
𝜏

𝜏2Dx

) (1 +
𝜏

𝜏2Dy

)
]
 
 
 
 
 

  . 

 

(3.42) 

(3.43) 
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. 𝐺 (𝑡) = 1 +
〈𝛿𝐼 (𝑡)  ∙ 𝛿𝐼 (𝑡 + 𝜏)〉

〈𝐼〉2
 

The addition of 1 ensures that 𝐺 (𝑡) > 0 for all 𝑡. The ideal autocorrelation function takes the 

form as shown in figure 3.7, this shows th e individual contributions from triplet state, 3D and 

2D diffusion.  

 

 

Figure 3.7: Schematic diagram of the combined autocorrelation function including the first triplet state 

𝜏t, 3D 𝜏3D, and 2D 𝜏2D, diffusion contributions to the intensity profile. The different contributions will 

result for specific timescales attributed to each of those contributions. The autocorrelation curve will 

plateau towards unity once each diffusion component of the fluorescent molecules is removed; the 

self-similarity will be comparing the intensity of the system without any fluorescence to the 

background florescence thus no change will be measured. 

 

3.3 Diffusion ordered spectroscopy nuclear magnetic resonance (DOSY NMR) 

 NMR was first observed in 1945 [110, 111] when it was shown that magnetic nuclei, 

when under the influence of a magnetic field, are able to absorb radio frequency photons. 

Different nuclei absorb different energies of photons hence differentiation between 

constituent species is possible.  The timeline that led to DOSY from conventional NMR 

expands over 40 years, from the first set of self-diffusion coefficients [112], the magnetic field 

gradient coil being created [113] and an introduction of data processing that allows a 2D plot 

of frequency against diffusion coefficient to be produced [114].  

 The principles behind NMR and DOSY NMR will be briefly addressed, considering the 

underlying physical principles, how data are measured and how properties of the species 

involved can be extrapolated from those data. 

 Atoms and molecules have an intrinsic property called spin, the quantum number that 

describes the magnetic dipole and is a form of angular momentum. Spin has vector properties, 

possessing both magnitude and a direction. For the ideal case in an NMR experiment, a 

magnetic field is applied and the spin can either align with the field or against it, the atoms 

with higher energy will align against it. A source produces radio frequency electromagnetic 

(3.45) 
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photons with the corresponding energy of light to align the atoms against the magnetic field 

and elevate the atoms into the higher energy state. This source is then switched off so the 

atoms then relax down to their ground state and reemit the absorbed photons creating an 

intensity signal which is then detected (see figure 3.8). This intensity signal can be used to 

infer properties such as molecular species and diffusion coefficient.  

 

Figure 3.8: Schematic diagram of NMR. (Left to right) A collection of atoms, red circles, that possess a 

random arrangement of spin, thick black arrows. (a) A magnetic field is applied, blue vertical line, this 

aligns the atoms spin with lower energy and those with higher energy align anti-parallel to the 

magnetic field. (b) A radio frequency (RF) source projects photons onto the atoms such that they all 

now align anti-parallel. (c) Finally, the RF source is switched off, the original lower energy atoms relax 

to their ground state reemitting the photons, the blue curly arrows. 

  

 What data can be extrapolated is linked to the spin property and the magnetic field 

applied. Firstly, consider the spin of an atom. When an external magnetic field is applied the 

magnetic moments of the atoms either align parallel or anti-parallel along the axis of the 

external magnetic field. Those that align with the external magnetic field create a net 

magnetic field vector. Zeeman splitting takes place so the spin of the atoms takes one of two 

values with associated energies, the difference between these energies, Δ𝐸, is defined by 

Δ𝐸 = −ℏ𝛾𝐵0 

where ℏ is Planck’s constant divided by 2𝜋, 𝛾 is the gyromagnetic ratio i.e. the ratio of the 

magnetic moment to angular momentum of the sample and 𝐵0 is magnetic field strength. 

When a magnetic field is applied the atoms will precess about their axes with a frequency, 𝑓, 

equal to the Larmor frequency 

𝑓 = −
𝛾𝐵0

2𝜋
 

 Once the RF pulse is removed, the magnetisation will begin to relax, this changing 

magnetic field will induce a current in the same RF coil. The measured current, the signal, is 

shown as a decaying oscillatory wave as the precession of the atoms begins to slow and the 

circle traced out reduces.  

The energy value of the RF pulse is dependent on the effective magnetic field of the 

nucleus. The surrounding electrons and neighbouring atoms have their own magnetic fields 

which produce magnetic shielding opposing the applied magnetic field. This opposition alters 

the frequency required to flip the alignment and can be used to determine the nature of the 

surrounding species. However, the magnetic shielding must be accounted for in data 

acquirement and provides a more understandable plot in terms of ppm instead of a 

(3.46) 

(3.47) 
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frequency. To account for th e magnetic shielding, a dimensionless term is defined, the 

chemical shift, 𝛿 

𝛿 =
𝑓 − 𝑓ref

𝑓ref
 

where 𝑓ref is the reference frequency. The reference material’s chemical shift is defined as 

zero. Species with higher electron affinities will result in smaller chemical shifts as the 

magnetic shielding will be lower and vice-versa. An example of a standard is 𝐷2𝑂. 

  The common nuclei used in NMR are 𝐻1 , 𝐻2  and 𝐶13  as they are abundant in the 

samples used thus produce a high attenuation of signal.  

 DOSY uses a series of magnetic field gradient pulses.  The molecular species possessing 

a larger magnetic dipole moment will diffuse to the higher magnetic field magnitude in the 

field gradient. All spins of a molecule will have the same diffusion coefficient so DOSY NMR 

correlates the recorded signal with the corresponding diffusion. The pulses have amplitude, 

𝑔, and width 𝛿.  

The Stejskal-Tanner equation [115] is used to fit the data and is defined as follows 

𝐼 = 𝐼0 exp(−𝐷𝛾2𝑔2𝛿2 (τD −
𝛿

3
)) 

Here, 𝐼 is the measured intensity, 𝐼0 is the reference intensity, 𝐷 is the diffusion coefficient, 

𝛾 is the gyromagnetic ratio of the observed nucleus, 𝑔 is the gradient strength and 𝛿 is the 

duration of the gradient (pulses of magnetic field). This equation can be simplified by 

combining parameters yield 

𝐼 = 𝐼0 exp(−𝐷𝑄) 

where 

𝑄 = 𝛾2𝑔2𝛿2 (τD −
𝛿

3
) 

 

 

 

 

 

 

 

 

 

(3.46) 

(3.48) 



46 
 

CHAPTER 4: RPEG diffusion on thin polymer films 

 The two-dimensional diffusion of fluorescently tagged poly(ethylene glycol) (PEG) 

across bare silicon, poly(ethyl methacrylate) (PEMA) and polystyrene (PS), at temperatures 

including their respective glass transition temperature, is the main focus of this work. The 

fluorescent tag is rhodamine-B and the total molar mass of the rhodamine-B-PEG (RPEG) is 

20 kDa. Using very low concentrations of RPEG, single molecule diffusion can be achieved 

within the confocal volume of an FCS experiment. To monitor how the 2D diffusion changes 

across the glass transition range, the individual 𝑇g of the polymer thin films must first be 

determined via ellipsometry. 

 

4.1 Experimental Method 

 To produce the polymer thin films:  

a. Silicon wafer substrates with (100) orientation (Prolog Semicor, Ukraine) were cut to 

1.5 cm2 sections using a diamond-tipped scribing pen.  

b. Cleaning the substrates required rinsing each individual substrate with deionised 

water (DI water), all DI water used in this work was collected from a Purelab Q-option 

with ELGA biofilter at 15 MΩ cm.  

c. The substrates are then dried with nitrogen and placed into a custom-built plasma 

oxidiser for 1 hr.  

d. The substrates were then placed into a container that contained Hellmanex, a 

surfactant given to me by one of my colleagues, with boiled DI water, all of which 

underwent sonificiation for 15 min in a Branson 2510 ultrasonic cleaner. Hellmanex is 

used in the preparation of thin films in solar cell work [116].  

e. The substrates are then sonicated again in boiled DI water for 5 mins and a final 

sonication for 15 mins using propan-2-ol.  

f. After another 1 hr in the plasma oxidiser, the substrates were immediately coated 

with the polymer, using spin coating [117-119]. A Laurell Technologies Corporation 

model number WS-400BZ-6NPP-LITE spincoater was used for all spincoating work. 

 All polymers (PEMA, PS and RPEG), rhodamine-B, Hellmanex and propan-2-ol had 

been previously purchased prior to this work commencing, only the toluene solvent had been 

purchased during this work. The 250 kDa PEMA powder was purchased from Scientific 

Polymer Inc., 225 kDa PS was originally acquired from Polymer Source Inc., the 20 kDa RPEG 

was purchased from Nanocs Inc and 99.5% (HPLC) rhodamine-B is bought from Sigma Aldrich 

Inc. The polymers were of polymer grade. The propan-2-ol was purchased from Acros 

Organics (Thermo Fisher Scientific) and is 99.5% pure. Anhydrous 99.8% toluene was bought 

from Sigma Aldrich Inc. All purchased items were used as delivered with no modifications. 

 With reference to earlier work [129], the required spin speeds, for a given molar mass, 

to produce the desired film thicknesses were known. Each polymer solution had a specific 

concentration in order to achieve the optimal thicknesses for a given range of spincoating 

speeds. PEMA and PS were measured out to achieve 5% w/v solutions with toluene as the 
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solvent. Spin speeds of 4000 RPM were used to achieve thicknesses in the range of 200-300 

nm. The inconsistency would arise from contaminations in the solutions or substrate cleaning 

process. To test whether the substrates had been contaminated, a reflection microscope can 

be used to view the surface.  

 It has been reported that after spincoating, there remains residual solvent within the 

films [120]. Therefore, after spincoating, each film was placed in a vacuum oven at a 

temperature at least 30 K above its literature 𝑇g value to evaporate any residual solvent. The 

films were kept in the oven for a minimum of 12 hr. Once complete, each film was then placed 

onto a controlled heat cycle, again to at least 30 K above its literature 𝑇g at 3 K/min 

increments, to allow the film to thermally expand at a constant rate such that the polymer 

chains can equilibrate isotropically, an annealing process. The film is then allowed to cool 

down to room temperature. 

 A Linkam heating stage (Linkam Scientific Instruments Ltd, Surrey, UK) connected to a 

TMS94 heat controller (error: ±0.1 K) were used to control the temperatures of the polymer 

thin films. For FCS measurements, a custom-built mount for the heating stage was used to 

secure it in the confocal microscope platform. 

 

4.2 Measuring 𝑇g using ellipsometry 

 Polymer thin films are of the nanometre order, to probe this scale, sensitive 

techniques are required. There are a variety of methods to measure parameters of polymer 

thin films in order to deduce the glass transition temperature. Ellipsometry is a non-invasive 

technique that measures the thermal expansion of a material as its temperature is varied 

[122-124]. By measuring the change in polarisation upon reflection in a thin film over a 

sample-average (see section 3.1) and fitting this data to a model, properties such as thickness 

can be retrieved. It is with this method that the glass transition of PEMA and PS films are 

determined.  

 An alternative method is x-ray reflectometry (XR) [106-108]. This method relies on the 

reflection of x-rays from a surface and measures the intensity reflected. There will be some 

transmission and these transmitted x-rays may then be reflected from the substrate and also 

be detected. There will be a phase difference between the two reflected x-rays that can be 

used to infer the material’s properties such as thickness. Whilst this offers a reliable thickness 

determination for the nanometre length-scale, due to comparable wavelength, the method 

is highly susceptible to surface contamination [121]. 

 

4.2.1 Expansion coefficients intersection 

 When a material is subject to heat, it will experience a change in volume that is 

proportional to the change in temperature. The constant of proportionality of the relationship 

is the expansion coefficient, 𝛼, expressed in the form 
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, ∆𝑡 = 𝛼∆𝑇 

where ∆𝑡 and ∆𝑇  are the thickness and temper ature change of the material, respectively. 

The expansion coefficient depends on the material’s state such that any change in state will 

result in a change in expansion coefficient. This can be represented in a gradient change of a 

temperature-volume or temperature-thickness graph (figure 4.1). For the case of the 

transition between a liquid and an amorphous state, the point where the two expansion 

coefficients intersect is defined as 𝑇g. 

 The main drawback to this method is it assumes that the material instantaneously 

changes from a liquid to a glass or vice-versa at the glass transition temperature. The change 

is gradual in real systems and surface transitions occur, whereas in this method they are 

ignored. However, the expansion coefficient intersection allows a rough glass transition 

temperature to be estimated. 

 

Figure 4.1: Illustration of glass volume (or thickness)-temperature graphs showing glass transitions. 

The ideal case is an instantaneous transition when the liquid with expansion coefficient 𝛼l immediately 

changes to a glass with expansion coefficient 𝛼g. The right-hand side shows the real case where there 

is a smooth transition, there are still two distinct states however defining a glass transition 

temperature becomes more difficult. 

 

4.2.2 Numerical differentiation analysis 

 There are three distinct regions in a thickness-temperature graph of a material 

undergoing a change from a glass to a liquid or vice-versa: the glass, the liquid and the 

transition stage. If the gradient of each point on the graph is calculated, the three stages will 

become distinct sections in a temperature-𝛼 graph [83, 125]. For each region, there is a 

corresponding expansion coefficient, 𝛼g and 𝛼l for the glass and liquid, respectively, and there 

will also be a coefficient to describe the transition stage as defined by 

𝛼(𝑇) =
𝑡 (𝑇 +

∆𝑇
2 ) − 𝑡 (𝑇 −

∆𝑇
2 )

𝑡0∆𝑇
 (4.2) 

(4.1) 



49 
 

 This method can be used to determine the broadening of the glass transition as done 

with styrene/n-butyl methacylate random copolymers [126] and supported PS films [127]. 

 

 

4.2.3 Results and discussion 

 Film thickness is measured as a function of temperature and two methods for 

analysing the data can be applied to determine the value of 𝑇g. The films are heated at 3 

K/min with a thickness measurement taken every 3 K after, waiting 3 min to allow the films 

to equilibrate at that temperature. 

 To measure the native oxide layer thickness, several clean, bare silicon wafers were 

used with the ellipsometer at room temperature. The native oxide thickness was measured 

to be between 1.820±0.011 and 2.900±0.005 nm for different films. To see what effect the 

different thicknesses had on the polymer film thickness, the different values were used in the 

model and the only change was to modify the error on the polymer film thickness. Therefore, 

any value previously measured for the native oxide layer would suffice. In this instance, it was 

deemed appropriate to use the native oxide layer thickness value that had the lowest error. 

The software determines the thickness error using a mean squared error equation (MSE). The 

polymer thin film is heated to 30 K below the respective literature 𝑇g value, from room 

temperature, at 3 K/min. It is left to equilibrate at the temperature for 3 min. A thickness 

measurement by the ellipsometer is initiated in the software and recorded. This is repeated 

for every 3 K increment until the temperature is 30 K above the literature 𝑇g value.  

 The ellipsometric parameters, as defined by equation 3.14 in section 3.1.2. as a 

function of the spectroscopic light can be seen in figure 4.2. This raw data is measured using 

the Alpha-SE ellipsometer by J .A. Woollam Co., Inc. and CompleteEASE v. 5.10 software. The 

raw data is measured at three different temperatures for a PEMA and PS thin film, including 

a temperature before, around and after the glass transition temperature. The respective 

thickness against temperature plots for PEMA and PS are presented in figure 4.3 using the 

method described in section 4.2.1.  

 The three different temperatures for PEMA and PS, in figure 4.2, show there is a shift 

in wavelength as the temperature increases. This is most likely a result of the increasing film 

thickness causing a larger shift in reflected light. Once the raw data has been measured, it is 

fitted to a model that is defined in the software. This model is tailored to specific layers and 

for this work it is a silicon with native oxide and a Cauchy layer on top. The Cauchy layer is 

used for transparent films and is a method of determining the refractive index of that layer 

using the ellipsometric parameters. The model also uses the ellipsometric parameters, the 

amplitude change, Ψ, and phase change, Δ, from the raw data and reinputs these values into 

the total reflection coefficient as defined in equation 3.25 in section 3.1.3, specifically for 

elliptical polarisation. 
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Figure 4.2: Measured ellipsometric parameters (see equation 3.14 in section 3.1.2) as a function of 

wavelength for PEMA and PS thin films at three different temperatures. Temperatures were chosen 

to highlight differences between below, at/near and above the glass transition temperature. (a) PEMA 

ellipsometry data at temperatures 303 K, 339 K and 360 K. (b) PS ellipsometry data at temperatures 

336 K, 378 K and 399 K. 
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Figure 4.3: Film thickness versus absolute temperature for PEMA (left) and PS (right) using the 

expansion coefficient method (section 4.2.1) to determine glass transition temperature. 

 

 The distinction between the glass and liquid state was chosen as when the change 

between two thickness points becomes significantly larger than the previous iteration. This 

does open a degree of discrepancy between where the cut-off point between the two states 

is but the differences won’t be significantly different. The expansion coefficient intersection 

method determines the measured of PEMA 𝑇g as 335 ± 7 K and for PS as 371 ± 8 K. Compared 

with literature values, the PEMA 𝑇g value has been quoted as 338 K [101] and 339 K [128] 

which is within good agreement. For PS, the literature 𝑇g values have are between 370-372 K 

for films of order 102 nm and of a similar molar mass, 120 kDa [10]. The drawback of this 

method is it determines a single glass transition temperature, this implies there is an 

instantaneous transition from glass to liquid or vice-versa in the thin film which could explain 

the large error values. Future work could apply a computer model to the distribution of 𝑇g 

such that a surface 𝑇g can be defined. 

 

4.3 RPEG diffusion 

 The reduced 𝑇g in nanoconfined polymer thin films has been rationalised by the 

presence of a mobile surface layer, with enhanced segmental dynamics (see section 2.3.4). 

An ideal way to both test this theory and develop an understanding of the mechanisms that 

cause this layer is to monitor the diffusion of a substance on a polymer thin film as it goes 

through a glass transition.  

 To provide context to this work, the two-dimensional diffusion coefficients of 20 kDa 

fluorescein isothiocyanate tagged PEG (FPEG) on thin polymer films as a function of 

temperature have been carried out, previously, and the results can be seen in figure 4.4 [129]. 

The polymer thin films used were poly(methyl methacrylate), poly(ethyl methacrylate), 

poly(propyl methacrylate) and poly(butyl methacrylate). These specific films were chosen 

since they have almost identical chemical structure, with each successive polymer having an 

additional methyl group, and the glass transition temperatures are different. If a similar result 
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for the 2D diffusion coefficients were found then it could be suggested that this is related to 

the glass transition. It was found that as the thin film reaches its glass transition temperature, 

the diffusion coefficient of FPEG increases dramatically (e.g. 7× the base value for PEMA) and 

the diffusion coefficient values would return to a base level. However, the values for the 

diffusion coefficients were too high and a reason for this was sought. Furthermore, to develop 

a theory to explain why the diffusion peaks occur, PS is known to be immiscible with PEG [131] 

and PEMA and PEG are miscible [132, 133], therefore, there should be contrast in the 2D 

diffusion coefficient trend. By changing the fluorescent molecule this changes the excitation 

wavelength required. 

 In this work, FCS is used to measure both 3D and 2D diffusion of RPEG on a bare silicon 

substrate and a PEMA thin film and DOSY NMR is used to measure only the 3D diffusion 

coefficient of RPEG. The PEG polymer is fluorescently tagged with rhodamine-B dye, the RPEG 

molar mass is 20 kDa. A 1×10−9 M/L concentration solution was prepared with RPEG 

dissolved in DI water. An AxioVert inverted confocal microscope with a Zeiss ConfoCor2 FCS 

module and Zeiss LSM 510 Meta v. 3.2 software were used for the initial diffusion 

measurements. The objective was a Zeiss C-Apochromat 40x magnification with a numerical 

aperture equal to 1.2 and a water immersion medium. 

 To fluoresce a rhodamine-B molecule, a HeNe laser at 543 nm excitation wavelength 

is used and the beam path is shown in figure 4.4. The laser is switched on an hour before 

measurements to allow the laser to equilibrate. To calibrate the equipment, the pinhole is 

aligned with the maximum intensity and count rate using pure rhodamine-B dye: 

1. A droplet of DI water, 50 𝜇𝐿, is placed onto the microscope objective and a 96 well, 

containing a solution of rhodamine-B and DI water, is placed onto a holder and fixed 

into a stage holder.  

2. The microscope objective is then gradually raised and using a camera aligned with the 

focal point of the lens, the reflected light can be visualised in the confocal software.  

3. Once the light has been focussed it implies the surface has been found, in this work 

that would be the bottom of the 96 well.  

4. An intentional increase in height of 200 μm with the microscope objective ensures the 

light is focussed in the solution, suppressing boundary and surface effects.  

5. Refinement of the coarse alignment is then conducted by the LSM 510 Meta software 

in the ‘Configure’ and ‘Pinhole alignment’ settings until maximum count rate is 

identified.  

 



53 
 

 

 

Figure 4.5: 2D diffusion coefficients of FPEG diffusing across a bare silicon surface and PMMA, PEMA 

and poly(propyl methacrylate) thin films used with permission from reference [129]. 
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Figure 4.4: Schematic diagram of the beam path used in the FCS measurements, created using the 

confocal software. The laser (green line) is produced with a wavelength equal to 543 nm. The light 

passes through a main dichroic beam splitter (HFT 543) and is incident on the sample. The sample then 

fluoresces and reemits Stoke shifted light at a range of wavelengths. The band pass filter (grey triangle) 

allows wavelength values between 560-615 nm to reach the photomultiplier.  

  

 Using another well in the 96 plate well, steps 1-4 take place with RPEG instead of 

Rhodamine-B. The analysis procedure is set up in the LSM 510 Meta software to take long 

measurement times and a number of repeats (60 s, 10 repeats in this work). This ensures that 

any noise is averaged out. Once the experiment has finished running, the raw data is exported 

as a text file to a designated save area. 

 Surface diffusion measurements were conducted in a similar fashion: 

i. Beginning with a clean objective and empty stage holder, a small amount, 50 𝜇𝐿, of 

the RPEG-DI water solution is applied to the microscope objective as an immersion 

medium.  

ii. The polymer thin film is then placed onto the custom heating stage and fitted onto 

the stage holder.  

iii. The microscope objective is raised to the point where the reflected light is focussed 

using the confocal software which indicates the surface of the polymer thin film has 

been found.  

iv. Using the Linkam stage, the temperature is increased by different increments with a 

measurement of the intensity variation taken at each increment as shown in figure 4.6 

(b) and (c), each data point corresponds to a temperature increment. The variation 

ensures that more measurements are taken around where the glass transition 

temperature is expected. This ascertains a deeper profile of the effect on diffusion 

coefficient.  

v. At each temperature increment, the same 60 s measurement time and 10 repeats are 

conducted with the raw data exported to a text file. 
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 Each raw data for the autocorrelation curves (figure 4.6 (a)) for each temperature is 

fitted to equation 3.44, in section 3.2.4 (repeated below), using pro Fit (version 7.0.9, 

QuantumSoft) fitting software.  

 

 

 

 

The data acquired from the 3D experimental setup is used first. The 𝑓 value is set to zero since 

it is assumed there is no surface diffusion in the 3D measurements, hence the fraction of 

adsorbed molecules must be zero. A simple curve fit with Monte Carlo algorithm is used. This 

acquires values for the triplet state autocorrelation function, the Γ parameter and for 3D 

diffusion time, 𝜏3D. The latter can be substituted into equation 2.5 in section 2.1.1, repeated 

here 

𝜏D =
𝑥2

4𝐷
 

the value of 𝑥 is determined by a series of highly precise control experiments used in 

conjecture with Zeiss when the equipment is first delivered, for this particular equipment, the 

value is 0.3 μm. Rearranging this 𝜏D equation, the 3D diffusion coefficient can be found. For 

the 2D data, the fitted 3D values are used with a margin of error arbitrarily defined as ±10% 

the fitted values. The fraction of adsorbed molecules, 𝑓, is no longer fixed. This will produce 

an overall 𝜏2D value, the diffusion time is substituted into the above equation and a 2D 

diffusion coefficient can be established. 

 In this work, PEMA was initially used to ensure that the method worked since the glass 

transition temperature of PEMA is between the freezing and boiling points of water, unlike 

PS. The RPEG is diluted in water and so the temperature limits are constricted by the boiling 

and melting point of the water. The results for the 2D diffusion coefficients of RPEG on a 

PEMA thin film can be seen in figure 4.5 and the corresponding 𝑇g is marked.  There are two 

broad peaks, with the greatest increase, exhibiting a 4.5× change in 2D diffusion coefficient, 

being around the glass transition temperature. The peaks suggest a coupling between the 

RPEG and surface layer of unknown origin that enhances surface diffusion, however, it is not 

conclusive and further work is required.  

 The measured 3D diffusion coefficient of the RPEG was 4800 μm2s−1, compared to 

the literature [130] for 20 kDa PEG, the 3D diffusion coefficient was found to be about 100 

μm2s−1 which is 48× smaller than the value produced in this work. Furthermore, the fraction 

of adsorbed RPEG chains, according to the fitting software, is also shown in figure 4.6. It is 

interesting to see how the peaks almost line up exactly with the diffusion coefficient peaks. 

However, it is noted that the range of values of adsorbed chain fraction is 1.31×10−5 ≤ 𝑓 ≤

 7.30×10−3. This is a very low percentage of adsorbed chains, suggesting most of the polymer 

chains in the confocal volume did not adsorb to the surface and remained in the bulk solution. 

Another interesting observation is that the larger fraction of adsorbed chains aligns with the 

𝐺 (𝜏) =
𝐺triplet (𝜏)
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smaller of the two peaks and not with the larger peak where the glass transition temperature 

has been defined.  

 Comparing the results of figures 4.5 and 4.6 show similar patterns. Both exhibit a peak 

in surface diffusion near the glass transition temperature, defined by the intersection of 

expansion coefficients, of the PEMA thin film. The glass transition temperature proceeds a 

peak in both experiments. Since the smaller peak occurs before the glass transition 

temperature similar to the single peak in the previous work [129], this would suggest that the 

smaller peak is RPEG. There is a possible explanation for the two 2D diffusion coefficient peaks 

in figure 4.6 (b). One peak could correspond to RPEG and the other to dissociated rhodamine-

B dye. To verify this dissociated theory, the 3D diffusion coefficient of pure rhodamine-B was 

measured yielding 5800 μm2s−1, this is of the same order of magnitude as the results found 

previously. This does suggest that the measured diffusion coefficients correspond to the 

rhodamine-B dye. Values from the literature for the 3D diffusion coefficient of rhodamine-B, 

measured using FCS, yields a value of 420 μm2s−1 [138]. There is a consistent factor of ten 

difference between literature 3D diffusion coefficient values and those found in this work. 

 A potential solution to this issue would be to place the RPEG and DI water solution 

into a float-a-lyzer G2 dialysis kit (Spectrum Inc.) to, in theory, filter out the dissociated dye 

leaving behind RPEG, only. Afterwards, further FCS measurements could not reproduce the 

2D diffusion coefficient as a function of temperature graph found in figure 4.6 (b).  However, 

the 3D diffusion coefficient of the dialysised RPEG remained at the same order of magnitude. 

 To test whether the equipment was at fault, dextran that is fluorescently tagged with 

FITC (FITC-dextran) was purchased from Sigma-Aldrich Ltd, with a molar mass of 20 kDa, 

within the duration of the work. If the FITC-dextran 3D diffusion coefficient, as measured by 

the same FCS equipment used for RPEG, is as expected when compared to the literature, this 

would suggest that the equipment is not at fault for the data in figure 4.6. The 2D diffusion 

coefficients for FITC-dextran, as a function of temperature, on bare silicon were also 

measured and can be seen in figure 4.7. 

 The FITC-dextran 3D diffusion coefficient value at 295 K was measured as 1800 

μm2s−1 and at 363 K it was 860 μm2s−1. Comparing the 3D values in this work with the 

literature [134], for 4 kDa the 3D diffusion coefficient is found to be 140 μm2s−1 and for 40 

kDa it is 45 μm2s−1. It is reasonable, therefore, to expect that for 20 kDa the diffusion 

coefficient would be between these two values. The results in this work are between 10 and 

100× higher than in the literature for the two temperatures measured. Since the results 

produced for both a new fluorescently tagged polymer, FITC-dextran, and an older polymer, 

RPEG, have yielded similar results, this indicates that the FCS equipment is one of the possible 

reasons as to why the 3D diffusion coefficients are so consistently high and of the same order 

of magnitude.  
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Figure 4.6: (a) Autocorrelation functions, for two different temperatures, against time for a PEMA thin 

film. The raw data is acquired from the FCS software.  (b) Two-dimensional diffusion coefficient curve 

as a function of temperature for a PEMA thin film (green triangles). The corresponding PEMA glass 

transition temperature, calculated in section 4.2.3, is marked by a black line and labelled by 𝑇g. The 

autocorrelation function in (a) corresponds to the same PEMA film. The RPEG 2D diffusion coefficients 

on a bare silicon surface are shown also (red line and circles). (c) Fraction of RPEG adsorbed onto the 

surface as a function of temperature, as determined by the fitting software, pro Fit (version 7.0.9, 

QuantumSoft), using the FCS software data. 
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Figure 4.7: 2D diffusion coefficients as a function of temperature for FITC-dextran diffusing on a bare 

silicon substrate.  

  

 With silicon, a linear increase of diffusion coefficients, for a molecule, as a function of 

temperature is expected as described in section 2.1. However, the 2D diffusion coefficients 

of FITC-dextran show a downwards trend (figure 4.7). This coincides with the decreasing 3D 

diffusion coefficient as the temperature is increased from 295 K to 363 K. FITC-dextran 

diffusion on silicon has not been measured, previously, so if these results are correct, it 

indicates that there is an unusual effect given rise to a decrease in the diffusion coefficient 

with increasing temperature. 

 It is a consistent result, for both RPEG and FITC-dextran, that the count rate on the 

confocal software is always different to the values produced by the fitting software, even 

after testing different fitting parameters. It is most likely, that there is an as yet undefined 

equipment fault that produces the results shown. This would explain why new FITC-dextran 

is producing the wrong relationship between diffusion coefficient and temperature and why 

there are orders of magnitude in difference for the diffusion coefficients. Furthermore, the 

fitting software provides a reduced chi-squared analysis of the data to the model to test the 

quality of the fit. In all cases, the  reduced chi-squared was below 1 which is an indication of 

the poor results. 

 To test if the RPEG has degraded, DOSY NMR, using a Bruker Avance III 400, was 

employed to measure the 3D diffusion coefficient. If it is found that the RPEG has a diffusion 

coefficient of similar value to the literature, then there is a fault with the FCS equipment 

alone. If similar 3D diffusion coefficient values were found as has been found in this work so 

far, then it can be suggested that both the FCS equipment and RPEG have faults. A 100 nM 

concentration of RPEG was provided for the sample. A capillary tube was placed inside the 

solution holder, with D2O acting as a reference, to avoid any potential mixing between the 

water and D2O that could weaken the signal attenuation. The 100 nM concentration was the 
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highest available concentration due to the dialysis of RPEG restricting the available amount. 

Using equation 3.46 from section 3.3: 

𝐼 = 𝐼0 exp(−𝐷𝛾2𝑔2𝛿2 (τD −
𝛿

3
)) 

the values for 𝐼0, 𝛾 and 𝛿 are controlled variables and are adjusted to achieve the highest 

signal attenuation. The raw data is an exponential decay of intensity produced from the 

recorded signal from the relaxing protons. This data is then fitted to the above intensity 

equation to extract the diffusion coefficients of the species. The software used is Milicent v. 

3.1 and this applies a Monte Carlo algorithm to fit the data and produce the relevant errors. 

The DOSY NMR results are seen in figure 4.8. 

 When fitting the raw data to the equation 3.46 in section 3.3, the diffusion coefficient 

yields 𝐷3D = (5.7 ± 0.2)×103 μm2s−1. This result is of the same order of magnitude as the 

RPEG FCS results. Therefore, two values from two different techniques have both found a 

similar result. A possible explanation could be that only pure dye remains after fully 

dissociating from the PEG and that is why there is such a low fraction of adsorbed molecules 

in the RPEG FCS results. In both cases, the RPEG 3D diffusion coefficient is 10 times larger than 

in the literature. This consistency suggests that, not only is the FCS at fault, but the RPEG is as 

well. Due to limitations of timing, new RPEG was unable to be purchased. A future test to 

possibly solve this issue would be to acquire new RPEG or FPEG to repeat the same 

measurements. The FCS requires a thorough servicing and testing to ensure that the results 

produced are as expected. 

 

Figure 4.8: The 3D diffusion coefficients measured by DOSY NMR. The diffusion coefficient results for 

D2O, RPEG and water are on the left, middle and right respectively.  
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 One final test was to use another piece of FCS equipment. The University of 

Manchester Systems Microscopy Centre had the Zeiss LSM 780 with ConfoCor 3 and Zeiss ZEN 

v 2.3 software. The same objective was used in this work. The 3D diffusion measurements of 

RPEG and pure rhodamine-B dye were found used the same procedure as in Sheffield, the 

software exports the same raw autocorrelation function data that is then fitted to equation 

3.44. After the same methodology used previously, the 3D diffusion coefficients for pure 

rhodamine-B dye and RPEG were calculated to be 643.61 μm2s−1 and 631.54 μm2s−1, 

respectively. Comparing the two 3D diffusion results, it is quite evident that the RPEG and 

rhodamine-B have almost identical diffusion coefficients. This is the strongest evidence yet to 

support the hypothesis that the RPEG has degraded and only pure dye remains. The 

discrepancy between the two values may be a result of experimental error from 

contaminations in the solutions or as a result of some PEG remaining associated with the dye 

causing the slower diffusion. However, it is clear that brand new RPEG would be needed for 

future work. The raw data for the autocorrelation curve can be seen in figure 4.9, compared 

to figure 4.6 (a), the latter has a higher scatter indicating a systematic error with the LSM 510 

FCS. 

 Another test was to measure the 3D diffusion coefficient of FITC-dextran, found to be 

148 μm2s−1. This diffusion coefficient is in far greater agreement with the literature, although 

slightly above that for a larger molar mass version. Since the measured 3D diffusion 

coefficient of FITC-dextran was of similar order to the literature value, it is suggested that the 

FITC-dextran has not degraded and the large diffusion 3D coefficient presented previously 

were caused by the LSM 510 FCS. This is consistent with the difference in RPEG and 

rhodamine-B diffusion coefficients. FITC-dextran 2D diffusion measurements were then 

carried out both bare silicon and a PEMA thin film, the results of which can be found in figure 

4.9. There is a linear increase in 2D diffusion coefficient as a function of temperature for the 

bare silicon surface as expected. For the PEMA thin film, there is a gradual increase in diffusion 

coefficient until about 5 K below the 𝑇g value determined in section 4.2.3. This trend is very 

similar and consistent to the contextual work [129] (figure 4.5), the diffusion peaks for the 

separate PEMA thin films (figure 4.5 & figure 4.9) are coherent even for different fluorescent 

molecules. The diffusion behaviour seems to couple with the glass transition. There appears 

to be enhanced mobility at a consistent temperature value below the glass transition 

temperature measured via ellipsometry. The exact reasoning for this is unclear and further 

work is required, using different FCS equipment or serviced LSM 510 FCS and brand new 

fluorescently tagged PEG. 
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Figure 4.9: Autocorrelation curve showing raw data of a 20 kDa RPEG 3D measurement as measured 

at the University of Manchester. 
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Figure 4.10: The 2D diffusion coefficients, as a function of temperature, for FITC-dextran on silicon 

(red) and a PEMA thin film (blue). The corresponding PEMA 𝑇g, as determined in 4.2.3, is labelled and 

denoted by a black line. 
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CHAPTER 5: Conclusions 

 Over the past few decades, our understanding of the glass transition of thin polymer 

films has advanced forward. It is now well known that polymers exhibit deviations from the 

bulk properties when confined to the nanometre scale. A brief review of what properties are 

affected upon confinement, the methods to understand the process of vitrification and the 

evidence that suggests the existence of a distribution of glass transition temperatures 

throughout a thin film has been conducted in this thesis. 

 The main aim of this research was to develop the understanding of the mobile surface 

layer that arises upon confinement in polymer thin films. The method to do this was to 

monitor how the diffusion of a fluorescently tagged molecule changes as the polymer 

substrate undergoes a glass transition. This should give key insight into the dynamics of the 

surface layer as it has a direct influence on the diffusion of the molecule. In order to 

understand the results, a discussion on the theories of diffusion and polymer adsorption had 

to be addressed.  

 Firstly, by using ellipsometry data the glass transition temperature of a PEMA and a 

PS thin film have been measured. The two glass transition temperatures were in good 

agreement with the literature values for the respective films. Rhodamine-B-PEG surface 

diffusion has been observed with fluorescence correlation spectroscopy on a poly(ethyl 

methacrylate) thin film and on bare silicon across a specific temperature range. There was a 

heightened surface diffusion of RPEG on PEMA as the glass transition temperature is 

approached. The 2D diffusion coefficient values were much lower than in the previous work 

[129] as was aimed for. 3D diffusion coefficients were measured for RPEG using FCS and DOSY 

NMR and for FITC-dextran using FCS. There was a decreasing surface diffusion coefficient as 

temperature increased for FITC-dextran on silicon that provides interesting possibilities for 

future research. 

 However, there are opportunities for future work. The results suggested that the FCS 

equipment was not working to standard by yielding consistent values of 3D diffusion 

coefficients that were orders of magnitude higher than in the literature for two different 

fluorescently tagged molecules, RPEG and FITC-dextran. Measurements of the pure dye, 

rhodamine-B, add to the evidence of faulty equipment as, it too, had a 3D diffusion coefficient 

of similar order of magnitude to the aforementioned molecules. By testing the RPEG with 

another experimental method, DOSY NMR, it was found that the 3D diffusion coefficient was 

of a similar value to those found by FCS. This adds further suspicion that the FCS equipment 

was not at fault solely. Instead, it seems as though both the FCS and the RPEG are the 

problems. In order to rectify this, new RPEG or FPEG should be purchased and tested on the 

FCS after thorough fixing of the equipment. 

 New equipment was used at The University of Manchester. The 3D diffusion 

coefficients of RPEG and pure rhodamine-B were found to be similar order, this increases the 

evidence that RPEG had in fact degraded. FITC-dextran’s 3D diffusion coefficient was also 

measured and found to be consistent with the literature. This supports the theory that the 

LSM 510 equipment used previously is in need of servicing. The 2D diffusion coefficients for 
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FITC-dextran on silicon and a PEMA thin film were found to exhibit the behaviour shown in 

the previous work, that this research is based on [129], at lower values. There is indeed a peak 

in surface diffusion coefficient for a PEMA thin film at a temperature of 5 K below the glass 

transition temperature measured in this work. It is clear the LSM 510 FCS and RPEG require 

replacing. 

 A continuation of this work would require the LSM 510 FCS to be serviced or continue 

using the equipment at Manchester with brand new fluorescently tagged PEG. Different film 

thicknesses could be tested to examine the difference in diffusion peak height. As discussed 

earlier [10], there is a thickness dependence of glass transition temperature, if there is a more 

mobile surface layer, this effect should be amplified with thinner films and should result in 

different diffusion peak heights with the PEG surface diffusion. Repeating the same RPEG 

surface diffusion on PEMA and a PS thin film will add confidence to this and previous work 

[129].  
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