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ABSTRACT

The Bayesian methodology is able to deal with a number of challenges in object tracking,

especially with uncertainties in the system dynamics and sensor characteristics. However,

model complexities can result in non-analytical expressions which require computationally

cumbersome approximate solutions. In this thesis computationally efficient approximate

methods for object tracking with complex models are developed.

One such complexity is when a large group of objects, referred to as a crowd, is required

to be tracked. A crowd generates multiple measurements with uncertain origin. Two so-

lutions are proposed, based on a box particle filtering approach and a convolution particle

filtering approach. Contributions include a theoretical derivation for the generalised likeli-

hood function for the box particle filter, and an adaptive convolution particle filter able to

resolve the data association problem without the measurement rates. The performance of

the two filters is compared over a realistic scenario for a large crowd of pedestrians.

Extended objects also generate a variable number of multiple measurements. In contrast

with point objects, extended objects are characterised with their size or volume. Multiple

object tracking is a notoriously challenging problem due to complexities caused by data

association. An efficient box particle filter method for multiple extended object tracking

is proposed, and for the first time it is shown how interval based approaches can deal

efficiently with data association problems and reduce the computational complexity of the

data association. The performance of the method is evaluated on real laser rangefinder

data.

Advances in digital sensors have resulted in systems being capable of accumulating

excessively large volumes of data. Three efficient Bayesian inference methods are developed

for object tracking when excessively large numbers of measurements may otherwise cause

standard algorithms to be inoperable. The underlying mechanics of these methods are

adaptive subsampling and the expectation propagation algorithm.
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Chapter 1

INTRODUCTION

A digital sensor converts observations of physical quantities into a digital signal.

The digital signals are required to be processed to extract meaningful information

contained within. Consider the scenario where an object or multiple objects of interest

are observed by a digital sensor or a network of digital sensors. The task of estimating

characteristics that describe the object or objects, e.g. the location of an object, from

the data collected is referred to as object tracking. Object tracking methods have

been utilised in many different applications, including cell tracking in biology [40],

pedestrian tracking in surveillance [115], and aircraft tracking with radar in defence

[22]. A wide variety of object tracking methods exist and have been heavily researched

[84, 30, 78]. The majority of methods are focused on a Bayesian framework. This is a

probabilistic framework which is a natural way of taking uncertainties in the motion

and sensor characteristics into account. Typically, complexities in the probabilistic

models lead to sub-optimal or computationally expensive solutions. Recently, this has

been compounded by advancements in technology which have lead to the availability

of a wide range of sophisticated digital sensors. The result is an abundance of sensors

capable of transmitting large quantities of data. The focus of this thesis is on the

development of novel computationally efficient methods for object tracking when the

probabilistic models are afflicted with three specific types of complexity:

1. A large number of objects are required to be tracked by a sensor or network of

sensors.

2. Complexities in the received digital signal, e.g. highly non-linear relationships

between the signal and the characteristics of an object, or false measurements

1



2 Introduction

that do not originate from the object.

3. The presence of large amounts of data. There may be many low cost sensors

thus resulting in a large amount of data to process, or data “rich” sensors which

provide large amounts of data about the objects of interest and the environment.

1.1 Outline

The structure of the thesis is outlined below:

Chapter 1 provides the purpose and motivation for the research presented in

this thesis, followed by the outline and key contributions of the thesis, and finally the

author’s relevant publications.

Chapter 2 introduces the object tracking problem and how it can be approached

within a Bayesian framework. A review of several fundamental algorithms is pre-

sented. An overview of key methods used for multiple object tracking, focusing on

small groups and large groups of objects, is included.

Chapter 3 begins with an introduction to the problem of tracking a large number

of objects which follow a certain pattern of motion, referred to as a crowd, and the

inference process is formulated within a Bayesian framework. This is followed by

an introduction to interval analysis and the box particle filter (Box PF) for point

object tracking. Building on that foundation, an efficient Box PF for crowd tracking

is developed. Next a brief introduction to the convolution particle filter (CPF) is

presented. This is followed by the development of an efficient CPF for crowd tracking.

Finally, the performance of the methods is evaluated for two different cases. The first

case corresponds to the fully matched scenario where the models used by the methods

directly match that used by the simulator, and the second case is an unmatched

scenario of a realistic crowd moving through a bottleneck.

Chapter 4 focuses on the related problem of extended object tracking. In com-

parison with Chapter 3, this chapter considers the scenario where multiple extended

objects, which may appear or disappear, are required to be tracked. A Box PF formu-
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lation for this challenging problem is presented. Finally, a performance comparison

of the developed Box PF, with the border parameterised particle filter (BP PF), is

presented over a challenging real dataset based on laser rangefinder measurements.

Chapter 5 begins with an overview of recent advances made in sequential Markov

chain Monte Carlo (SMCMC) for object tracking. The focus then shifts to reduc-

ing the computational burden in situations where an exhaustively large amount of

measurements are observed. The computational complexity for processing the mea-

surements increases significantly with an increase in data. Two novel approaches for

reducing this computational burden are presented. The methods based on these ap-

proaches achieve computational efficiency while maintaining accurate estimates. The

first method achieves this through the introduction of adaptive subsampling in the

SMCMC framework; the second and third methods, by merging the expectation prop-

agation (EP) algorithm with the SMCMC and particle filter (PF) frameworks. The

performance of the proposed methods is explored through three detailed examples.

Chapter 6 concludes the thesis with a synopsis of the presented methods and a

discussion of the key results. Avenues for future research are proposed.

1.2 Key Contributions

Here the significant contributions of the thesis are outlined according to chapters of

appearance and are linked to the author’s relevant publications listed in Section 1.3.

Chapter 3 - The contributions in this chapter revolve around the development

of a Box PF and CPF for crowd tracking [P1]:

• For the first time a generalised likelihood function for crowd tracking in clutter

is introduced for the development of the Box PF for crowd tracking. Previous

formulations of the Box PF are related to point target tracking.

• The formulated crowd tracking Box PF represents the posterior state probability

distribution function (pdf) by a mixture of uniform distributions. The number

of components in the mixture distribution is shown to grow with time. An
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efficient approximation of the Box PF, based on the introduction of the relaxed

intersection, is proposed to cope with the growth of mixture components.

• A method to jointly estimate the crowd and clutter measurement rates within

the Box PF framework is proposed.

• Development of an adaptive CPF for crowd tracking which is able to resolve

the data association problem without the measurement rates.

• Extensive comparisons of the developed filters with a state of the art PF with

both a matched rectangular simulator and a realistic crowd simulator.

Chapter 4 - The contributions of this chapter focus on the extension of the Box PF

for multiple extended object tracking [P5]:

• A theoretical proof of the generalised likelihood for multiple extended objects

in the presence of clutter is given based on a binomial expansion.

• The derived generalised likelihood is incorporated into the Bayesian framework,

including a birth/disappearance model for the derivation of the Box PF for

multiple extended objects.

• The formulated multiple extended object tracking Box PF represents the poste-

rior state pdf by a mixture of uniform distributions. The number of components

in the mixture distribution is shown to grow with time. An efficient approxima-

tion of the Box PF, based on the introduction clustering, the relaxed intersection

and resampling, is proposed to curb the growth of mixture components.

• Extensive comparisons of the developed Box PF with a state of the art PF on

real data from laser rangefinder sensors.

Chapter 5 - The contributions of this chapter focus on the development of meth-

ods for efficient object tracking with tall data:
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• Adaptive subsampling has been shown to be a promising technique for the

processing of tall data in static systems. In this thesis adaptive subsampling

was integrated into a SMCMC framework. [P3], [P6].

• In contrast to subsampling approaches, divide and conquer approaches process

batches of data in parallel. The Expectation Propagation algorithm is a powerful

tool which is integrated into SMCMC [P6] and PF [P2] frameworks to enable

parallel processing of the data.

• Extensive comparisons of the developed filters with state of the art filters for sim-

ulations scenarios including: multiple object tracking with a single sensor [P6],

and object tracking in a sensor network [P2].

1.3 Publications

The author’s publications with relevance to this thesis are outlined below:

Peer Reviewed Journal Publications

[P1] A. De Freitas, L. Mihaylova, A. Gning, D. Angelova, V. Kadirkamanathan,

“Autonomous crowds tracking with box particle filtering and convolution par-

ticle filtering”, Automatica, vol. 69, pp. 380-394, July 2016.

Peer Reviewed Conference Proceedings

[P2] A. De Freitas, L. Mihaylova,“Dealing with Massive Data with a Distributed

Expectation Propagation Particle Filter for Object Tracking”, Proceedings of

the 19th International Conference on Information Fusion, July 2016, pp. 457-

463.

[P3] A. De Freitas, F. Septier, L. Mihaylova, S. Godsill, “How Can Subsampling

Reduce Complexity in Sequential MCMC Methods and Deal with Big Data in
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Target Tracking?”, Proceedings of the 18th International Conference on Infor-

mation Fusion, July 2015, pp. 134 - 141.

[P4] N. Petrov, L. Mihaylova, A. De Freitas, “Crowd tracking with box particle

filtering”, Proceedings of the 17th International Conference on Information Fu-

sion, July 2014, pp. 1 - 7.

Journal Publications Under Review

[P5] A. De Freitas, L. Mihaylova, A. Gning, M. Schikora, M. Ulmke, D. Angelova,

W. Koch, “A Box Particle Filter Method for Tracking of Multiple Extended

Objects”, Submitted to IEEE Transactions on Signal Processing, 2016.

[P6] A. De Freitas, F. Septier, L. Mihaylova, “Sequential Markov Chain Monte

Carlo for Bayesian Filtering with Massive Data”, Submitted to IEEE Transac-

tions on Signal Processing, 2016.

Conference Papers Under Review

[P7] A. De Freitas, C. Fritsche, L. Mihaylova, F. Gunnarsson, “A Novel Measure-

ment Processing Approach to the Parallel Expectation Propagation Unscented

Kalman Filter”, Submitted to 20th Int. Conf. on Information Fusion, 2017.



Chapter 2

LITERATURE REVIEW

Object tracking consists of the inference of the unknown characteristics of an

object from measurements collected by a single sensor or multiple sensors. In this

chapter, an overview of methods for object tracking is presented. Methods which

focus specifically on the problem of tracking multiple objects, and handling large

amounts of sensor data, are reviewed in Sections 2.3 and 2.4, respectively.

2.1 The Classical Approach

In the classical approach, a discrete state space model is used to model the motion of

the object and model the relationship between the measurements and the unknown

characteristics of interest. The unknown characteristics of interest are referred to as

the hidden states, and are represented by a hidden Markov process, xk ∈ Rnx , with

nx the dimension of the state vector, k = 0, ..., T ∈ N represents the discrete time

index, and T is the final time step. A transition equation describes how the hidden

states evolve over time:

xk = f(xk−1,ηk), (2.1)

where ηk represents a stochastic variable modelling the noise disturbances in the

state dynamics, and f( · ) is typically a non-linear function. At each discrete time

step k, a set of measurements are available, zk ∈ Rnz , with nz the dimension of the

measurement vector. An observation equation describes the relationship between the

measurements and the hidden states:

zk = h(xk, ξk), (2.2)

7
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where ξk represents a stochastic variable modelling the noise disturbances in the

measurements, and h( · ) is typically a non-linear function. A probabilistic equivalent

of (2.1) and (2.2) is given by

xk ∼ p(xk|xk−1),

zk ∼ p(zk|xk), (2.3)

where ∼ is the sampling operator, p(xk|xk−1) and p(zk|xk) represent the transition

pdf and likelihood function, respectively. The most pertinent information about the

hidden state xk, given all the measurements up to and including the current time

step, z1:k = (z1, . . . zk), is given by the filtering posterior state pdf, p(xk|z1:k).

The problem of sequentially updating the filtering posterior state pdf can be over-

come when the filtering posterior state pdf at the previous time step, p(xk−1|z1:k−1),

is known. This is achieved through a two step procedure [8] referred to as the optimal

Bayesian solution. The first step utilises the transition density to obtain a predicted

filtering posterior state pdf:

p(xk|z1:k−1) =

∫
p(xk|xk−1)p(xk−1|z1:k−1)dxk−1. (2.4)

The second step utilises the likelihood function to obtain the filtering posterior state

pdf:

p(xk|z1:k) =
p(zk|xk)p(xk|z1:k−1)

p(zk|z1:k−1)
, (2.5)

where p(zk|z1:k−1) is a normalisation factor. Unfortunately, the optimal Bayesian

solution is rarely available in an analytical form. The most notable case is referred

to as the Kalman filter (KF) [68]. The KF is the optimal Bayesian solution when the

state space model is linear and perturbed by Gaussian noise. Under these conditions,

it can be shown that the filtering posterior state pdf takes on the form of a Gaussian

distribution. Thus the KF simply updates the mean and covariance of the filtering

posterior state pdf given the measurements at each time step. It is also attractive
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due to its computationally efficient implementation.

However, complex systems are typically non-linear and/or contain non-Gaussian

noise. There have been several extensions of the KF for these cases. The two most

notable techniques are referred to as the extended Kalman filter (EKF) [11] and

unscented Kalman filter (UKF) [123]. In general, techniques based on the EKF

take the approach of linearising the state space model. This then allows for the

straightforward application of the KF. The UKF takes a different approach by using a

deterministically selected set of sample points that capture the mean and covariance

of the Gaussian distribution. These points are then propagated through the non-

linear state space model. Unfortunately both of these techniques have limitations in

the degree of non-linearity with which they can operate. They are also still based on

the underlying assumption of the presence of Gaussian noise in the state space model

which leads to a uni-modal filtering posterior state pdf.

Alternative approaches which are more robust to non-linearities and non-Gaussian

noise have been developed and are discussed in the following sections.

2.1.1 Monte Carlo Techniques

In Monte Carlo (MC) simulation, the filtering posterior state pdf can be approximated

by an unweighted set of samples

p̂(xk|z1:k) =
1

N

N∑
j=1

δ(xk − x(j)
k ), (2.6)

where δ( · ) is the Dirac delta function, N is the number of samples, (j) the sample

index, and x
(j)
k ∼ p(xk|z1:k). Unlike the KF based approaches, MC based approaches

are capable of inference in state space models which are non-linear and/or perturbed

by non-Gaussian noise. The problem is in obtaining the samples from the filtering

posterior state pdf. Two distinct approaches have been developed as solutions to this

problem and are further discussed.
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Sequential Monte Carlo Approach

The sequential MC (SMC) approach [38] refers to all the techniques which rely on

importance sampling as a mechanism for obtaining samples from the filtering posterior

state pdf. In this case a weighted set of samples represent the full posterior state pdf

p̂(x0:k|z1:k) =
N∑
j=1

w
(j)
k δ(x0:k − x(j)

0:k), (2.7)

where w
(j)
k represents the normalised weights, i.e

∑N
j=1w

(j)
k = 1. Importance sampling

is a technique for obtaining samples from the unknown posterior state pdf indirectly

by sampling a known proposal distribution. The purpose of the weights is to correct

for the mismatch between the proposal distribution and the posterior state pdf,

w
(j)
k ∝

p(x
(j)
0:k|z1:k)

q(x
(j)
0:k|z1:k)

(2.8)

where x
(j)
0:k ∼ q(x0:k|z1:k), and q( · ) represents the proposal distribution.

If the proposal distribution can be factored into the following form

q(x0:k|z1:k) = q(xk|x0:k−1, z1:k)q(x0:k−1|z1:k−1),

= q(xk|xk−1, zk)q(x0:k−1|z1:k−1) (2.9)

then it has been shown [8] that the weights can be sequentially updated according to

w
(j)
k ∝ w

(j)
k−1

p(zk|x(j)
k )p(xk|x(j)

k−1)

q(x
(j)
k |x

(j)
k−1, zk)

. (2.10)

With a sequential update of the weights, it is thus possible to obtain a weighted

approximation of the filtering posterior state pdf

p̂(xk|z1:k) =
N∑
j=1

w
(j)
k δ(xk − x(j)

k ). (2.11)
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This approach is referred to as the sequential importance sampling (SIS) algorithm

and is illustrated in Algorithm 1.

Algorithm 1 Sequential Importance Sampling

Initialise particle set:
{
x

(j)
0

}N
j=1

and weights:
{
w

(j)
0 = 1

N

}N
j=1

for k = 1, ..., T do
for j = 1, ..., N do

Sample x
(j)
k ∼ qk(xk|x(j)

k−1, zk)
Update the importance weights according to (2.10).

end for
p̂(xk|z1:k) =

∑N
j=1w

(j)
k δ(xk − x(j)

k )
end for

Although theoretically sound, the SIS algorithm has been found to suffer for larger

values of T . This is due to the majority of importance weights tending towards a value

of zero. This occurs because the SIS algorithm is essentially sampling from a space

with dimensionality linked to k. Sampling from a space with increasing dimensionality

with a fixed sample size is expected to fail. This problem is referred to as weight

degeneracy.

To overcome the weight degeneracy problem, it was proposed [100, 56] to introduce

a resampling step in the algorithm. This version of the algorithm is commonly referred

to as the sequential importance sampling resampling (SISR) PF. The resampling step

can be implemented in several different ways, but it is typically weighted sampling

with replacement which results in the removal of the samples, also referred to as

particles, with low weights and duplication of particles with high weights. However,

this procedure can also result in a phenomenon called sample impoverishment. Sample

impoverishment refers to when certain particles are too highly favoured resulting in

a large number of duplicated particles. In the extreme case, the particles may all be

duplicates of a single particle. To prevent sample impoverishment, it was proposed

[75] to only apply the resampling step when severe weight degeneracy occurs. A

commonly used measure of weight degeneracy is the effective sample size (ESS), also
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referred to as the number of given by

ESS =
1∑N

j=1

(
w

(j)
k

)2 . (2.12)

The ESS value depicts the number of informative particles. Thus, the ESS should

ideally be equal to the total number of particles. The SISR PF is illustrated by Al-

gorithm 2. It is worth mentioning that after resampling, the SISR PF approximation

of the filtering posterior state pdf is equivalent to (2.6).

Algorithm 2 Sequential Importance Sampling Resampling Particle Filter

Initialise particle set:
{
x

(j)
0

}N
j=1

and weights:
{
w

(j)
0 = 1

N

}N
j=1

for k = 1, ..., T do
for j = 1, ..., N do

Sample x
(j)
k ∼ qk(xk|x(j)

k−1, zk)
Update the importance weights according to (2.10).

end for
Check for weight degeneracy using a measure such as (2.12).
if Weight degeneracy detected then

Resample
{
x

(j)
k

}N
j=1

, and reset the weights:
{
w

(j)
k = 1

N

}N
j=1

end if
p̂(xk|z1:k) =

∑N
j=1 w

(j)
k δ(xk − x(j)

k )
end for

The successful implementation of the SISR PF is largely dependent on two assump-

tions. The first assumption is that the filtering posterior state pdf can be sufficiently

approximated by a discrete set of weighted samples, i.e p(xk|z1:k) ≈ p̂(xk|z1:k). This

is dependent on a variety of factors such as the number of particles, N , and the ini-

tialisation of the SISR PF. The second assumption is that samples from the proposal

distribution with importance sampling corrections represent samples from the filter-

ing posterior state pdf. The only real criterion for this to be valid would be that the

support of the proposal distribution and filtering posterior state pdf should coincide.

However, to minimise the amount of weight degeneracy and sample impoverishment, a

proposal distribution which minimises the variance of the importance weights should
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be selected [39]. This is given by

q(xk|x(j)
k−1, zk) = p(xk|x(j)

k−1, zk). (2.13)

Substituting this into (2.10) results in the following weight update

w
(j)
k ∝ w

(j)
k−1

∫
p(zk|xk)p(xk|x(j)

k−1)dxk. (2.14)

This requires sampling from the ideal proposal distribution and the integration in the

aforementioned equation. However, an analytical form rarely exists for the solution

of this integral. There are several different alternative approaches for selecting the

proposal distribution. Generally these variations are based either on sub-optimal pro-

posal distributions, such as [56] which proposed utilising the state transition density

as the importance distribution, known as the sequential importance resampling (SIR)

PF, or approximations of the optimal proposal distribution, such as [116].

Sequential Markov Chain Monte Carlo Approach

Although SMC approaches such as the PF are used in a wide variety of applications,

the issues introduced by importance sampling can lead to poor performance. This

was one of the primary motivations for the development of SMCMC approaches which

do not require importance sampling.

Markov chain Monte Carlo (MCMC) methods work by constructing a Markov

chain with a desired distribution, also referred to as the target distribution, as the

equilibrium distribution. Two popular MCMC methods used for sampling from a

multivariate probability distribution, π(x), are the Metropolis-Hastings (MH) algo-

rithm [62] and Gibbs sampling [46]. The MH algorithm first generates a sample from

a known proposal distribution, x∗ ∼ q( · |xm−1). The proposed sample is accepted as

the current state of the chain, xm, if the following condition is satisfied

u <
π(x∗)q(xm−1|x∗)
π(xm−1)q(x∗|xm−1)

, (2.15)
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where u represents a sample from a uniform random variable, u ∼ U[0,1]. The previous

state of the chain is stored as the current state, xm = xm−1, when the proposed sample

does not meet this criterion. The MH algorithm is illustrated in Algorithm 3.

Algorithm 3 Metropolis-Hastings Algorithm

1: Initialise Markov chain: x0 ∼ q0( · )
2: for m = 1,...,N do
3: Propose x∗ ∼ q (x|xm−1)

4: Compute ρ = min

(
1,

π(x∗)q(xm−1|x∗)
π(xm−1)q(x∗|xm−1)

)
5: Accept xm = x∗ with probability ρ, else xm = xm−1.
6: end for
7: π̂(x) = 1

N

∑N
j=1 δ(x− x(j))

In contrast, the Gibbs sampler is not based on an accept or reject mechanism.

Instead, an approximation is obtained by sampling from the marginal distributions

of the target distribution with the conditioned variables fixed at their current values.

The Gibbs sampler is illustrated in Algorithm 4.

Algorithm 4 Gibbs Sampling

1: Initialise Markov chain: x0 ∼ q0( · ), where x = (x1, x2, ..., xNd
)>.

2: for m = 1,...,N do
3: xm1 ∼ π

(
x1|xm−1

2 , ..., xm−1
Nd

)
4: xm2 ∼ π

(
x2|xm1 , ..., xm−1

Nd

)
5:

...
6: xmNd

∼ π
(
xNd
|xm1 , ..., xmNd−1

)
7: end for
8: π̂(x) = 1

N

∑N
j=1 δ(x− x(j))

The accuracy of the approximation of the target distribution by MCMC methods

increases with an increase in the number of MCMC iterations, N . However, increasing

N increases the computational costs of the methods. It is also suggested to ignore a

number of initial samples, to remove the bias from the initial starting point, referred

to as the burn-in period.
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In [69] it was proposed to assign the filtering posterior state pdf as the equilib-

rium distribution, and to use the MH algorithm to obtain samples that approximate

the distribution. This allows for the iterative update of an approximation of the fil-

tering posterior distribution by representing p(xk−1|z1:k−1) with a set of unweighted

particles,

p(xk−1|z1:k−1) ≈ 1

N

N∑
j=1

δ(xk−1 − x(j)
k−1). (2.16)

Substituting this result in (2.4) and (2.5) results in the following approximation for

the filtering posterior state pdf:

p̂(xk|z1:k) =
1

N
p(zk|xk)

Np∑
j=1

p(xk|x(j)
k−1). (2.17)

This procedure is illustrated by Algorithm 5.

Algorithm 5 Sequential Markov Chain Monte Carlo

1: Initialise particle set: {x(j)
0 }Nj=1

2: for k = 1,...,T do
3: for m = 1,...,N +Nb do
4: Propose x∗k ∼ q

(
xk|xm−1

k

)
5: Compute ρ = min

(
1,

p(x∗k|z1:k)q(xm−1
k |x∗k)

p(xm−1
k |z1:k)q(x∗k|x

m−1
k )

)
6: Accept xmk = x∗k with probability ρ, else xmk = xm−1

k .
7: end for
8: end for
9: p̂(xk|z1:k) = 1

N

∑N+Nb

j=Nb+1 δ(xk − x
(j)
k )

2.2 The Random Set Statistics Approach

Tracking of multiple individual objects introduces several challenges which the classi-

cal Bayesian approach does not implicitly address. In a multiple object scenario, the

received measurements are typically unlabelled, i.e there is no knowledge of which

object generated each measurement. This is referred to as the data association prob-

lem. Additional complexity in the measurements may exist in the form of clutter,
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which are measurements which do not contain any information about the objects,

and conversely, measurements from objects may not be present due to occlusions or

missed detections. The number of objects at each time step may also vary due to the

objects leaving or entering the range of the sensors used to observe the objects. The

random set statistics approach was developed to directly address these challenges.

The random set statistics approach makes use of random finite sets (RFS). In a

RFS, the number of points is random as well as the points themselves. The points

are also distinct and unordered. A RFS can be completely specified by a discrete

distribution that characterises the number of points, also referred to as the cardinality,

and a family of symmetric joint distributions that characterise the distribution of the

points conditional on the cardinality [79]. Suppose xn,k represents the state of object

n at discrete time step k taking a value in the state space X ⊆ Rnx , and zm,k represents

the mth measurement at discrete time step k taking a value in the observation space

Z ⊆ Rnz . Then the multi-object and multi-measurement state and observation RFSs

are defined as:

Xk = {x1,k, ...,xNk,k} ∈ F(X),

Zk = {z1,k, ...,zMk,k} ∈ F(Z), (2.18)

where F(X) and F(Z) are finite subspaces containing space and measurement vec-

tors, respectively of X and Z, and Nk and Mk represent the number of objects and

measurements at time k, respectively.

Analogous to (2.4) and (2.5), the multi-object Bayes recursion can be formulated

as [121]

π(Xk|Z1:k−1) =

∫
Π(Xk|Xk−1)π(Xk−1|Z1:k−1)δXk−1, (2.19)

π(Xk|Z1:k) =
Φ(Zk|Xk)π(Xk|Z1:k−1)

Φ(Zk|Xk)π(Xk|Z1:k−1)δXk

, (2.20)

where π( · ) represents the multi-object filtering posterior distribution, Π( · ) denotes
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the multi-object transition density, and Φ( · ) is the multi-object likelihood density.

Due to the introduction of RFSs, the notion of integration and densities is different

compared to the classical approach. A full description of RFS operations and densities

can be found in [79]. The multi-object filtering posterior distribution is typically in-

tractable. As such, approximations of the multi-object filtering posterior distribution

have been developed.

The Probability Hypothesis Density Filter

Since propagating the full multi-object posterior density in time is intractable, it has

been proposed [77] to propagate the first order statistical moment of the multi-object

posterior state, also referred to as the probability hypothesis density (PHD), as an

approximation. The PHD is a density function defined on the single object states

x ∈ X. The predictive step for the intensity function, vk, is given by

vk|k−1(x) =

∫
pS,k|k−1(ζ)fk|k−1(x|ζ)vk−1(ζ)dζ + γk(x), (2.21)

where pS,k|k−1(ζ) is the survival probability of the object at time k given the previous

state ζ, fk|k−1( · |ζ) is the single object transition density at time k given the previous

state ζ, and γk( · ) is the intensity of spontaneous birth. The update equation is given

by

vk(x) =

[
1− pD,k(x) +

∑
z∈Zk

pD,k(x)gk(z|x)

κk(z) +
∫
pD,k(ζ)gk(z|ζ)dζ

]
vk|k−1(x), (2.22)

where pD,k(x) represents the probability of detection given a state x at time k, gk( · |x)

is the likelihood of a measurement given a state x at time k, and κk( · ) is the intensity

of clutter measurements. The following list describes the assumptions in the model

which make (2.21) and (2.22) valid [81]:

• The measurements from each object are independent of the other objects.

• The birth RFS and survival RFS are independent.
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• The clutter RFS is Poisson and independent of the object states.

• The prior and predicted multiobject RFSs are Poisson.

There is typically no analytical form for the PHD recursion, with the exception being

for linear Gaussian multi-object models. For general non-linear multi-object models,

an option is to use an SMC implementation of the PHD recursion [121], or alterna-

tively, approximate the PHD with a weighted mixture of Gaussian distributions and

use a KF based approach [120].

2.3 Multiple Object Tracking

In multiple object tracking it is required to jointly track a group of objects. A group

of objects can be further defined as either a small or large group. The focus in

small group tracking is on the tracking of each individual object in the group. In

the case where the objects are traveling within a group formation, it may also be of

interest to infer the group structure in addition. In large group tracking, the number

of objects is considered too large to track each object. This may be due to limited

information from sensors i.e. limited sensor resolution, the degeneration of techniques

when considering a large number of objects, or due to an overwhelming computational

burden. Techniques used for large group tracking assume that the motion of the group

is coordinated. In this case, the focus of large group tracking techniques shifts away

from tracking the individual objects to tracking the group as a whole as well as

inferring other characteristics of the group. This includes estimation of the shape,

size and orientation [84]. Figure 2.1 represents a taxonomy of the methods applied

to the tracking of multiple objects.

2.3.1 Small Group Tracking

Independent Object Tracking Approaches

Techniques based on the assumption that the motion and measurements from each

object are independent are referred to as standard multiple object tracking techniques.
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Multiple Object Tracking

Small Group Tracking Large Group Tracking

• Standard mul-
tiple object
tracking ap-
proaches [10]

• RFS statistics
approaches [77]

• Joint state space
approaches [69,
82, 108]

• RFS statistics
approaches [77]

• Joint state space
and group struc-
ture approaches
[90, 52]

• RFS statistics
approaches [32]

• Joint state space
approaches (e.g
parameter esti-
mation [7, 31],
random matrices
[71, 73], Track
before detect
[26, 41])

• RFS statistics
approaches
[59, 58, 76]

No interactions
between objects

Objects interact,
independent mo-
tion

Objects inter-
act, coordinated
motion

Coordinated mo-
tion

Figure 2.1: Taxonomy of multiple object tracking, adapted from [84].

In this case, each object can be individually tracked by an appropriate filter. There

are several traditional approaches which consist of a mechanism for resolving the data

association, and tracking the individual objects conditioned on the data association.

In this case, the dimensionality of the state vector remains fixed and the number of

individual filters may vary depending on if the algorithm is capable of handling a

varying number of objects. Classical techniques include: the global nearest neigh-

bour filter [37], the joint probabilistic data association filter [10], and the multiple

hypothesis tracking filter [97].

Joint State Space Approaches

An alternative approach is to consider a joint state space model. In this approach

the state vector consists of the hidden states for all of the objects. The disadvantage

of using a joint state space is that the performance of the techniques identified in

Section 2.1.1 are related to the dimensionality of the state space. A notable and well
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studied case is the PF, which has been shown to require an exponential increase in the

number of particles to match performance with an increase in dimensionality of the

state space [113]. This places an inherent limit on the number of individual objects

which can be tracked.

There has been substantial interest in extending the general PF to applications

which consist of a high dimensional state vector. An example is the application of

data assimilation in the field of geosciences. The models used are typically non-linear

and can consist of millions of dimensions. The success of SMC approaches has been

limited due to weight degeneracy. Research has focused mainly on optimising the

proposal density [25, 2]. In [2] the equal weight PF was proposed. The strategy

of the equal weight PF is to adapt the proposal density in such a manner that the

generated particles are equipped with almost equal weights. Several other general

approaches were proposed in [116, 93] and more recently [111, 28]. Practically, the

optimal proposal distribution can improve filter performance but it does not overcome

weight degeneracy in high dimensional models [112]. This is because it does not

address the underlying problem that the importance sampling paradigm is inefficient

in high dimensional models. It has been proposed to incorporate MCMC algorithms

within the PF framework to further increase filter performance in high dimensional

systems. In [50] it was proposed to introduce an MH step after resampling. This helps

rejuvenate the set of particles by reducing path degeneracy. In [55] it was proposed

to combine MCMC with the introduction of intermediate distributions between the

prior and likelihood, referred to as a bridging densities. This results in the gradual

introduction of the likelihood, which when combined with MCMC techniques, has

shown promising results. In [34, 35] the concept of bridging is extended to describe

distributions between the prior and posterior, referred to as the particle flow PF.

This approach theoretically overcomes the weight degeneracy problem. However, the

practical implementation of these methods require many approximations. Another

set of approaches are referred to as local PFs [85, 96]. These approaches partition the

state space so that individual PFs can be run on the lower dimensional spaces. These
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techniques rely on the assumption that the state space can be appropriately factorised.

Similarly, in [19], an approach referred to as the space-time PF is presented. In this

approach the model is assumed to have a weaker factorisation in comparison with local

PFs. The likelihood is gradually introduced as the filter moves along both the state

space and time index. Another interesting PF variant is the Box PF which combines

interval analysis with the PF [1, 54]. In this approach each particle is referred to

as a box and has a non-zero volume in the state space. This approach has only

been applied to low dimensional systems yet has been identified [84] as a promising

candidate for higher dimensional models. The standard SMCMC approach has been

shown to be more robust to higher dimensional systems when compared with standard

PF approaches. In [109, 44] further improvements have been made to the SMCMC

approach to specifically improve performance in high dimensional systems. This is

achieved through the introduction of Langevin diffusion and Hamiltonian dynamics.

In object tracking, there are two cases which require a joint state space model. The

first case is when the individual object states are related, i.e. dropping the assumption

of object motion independence. This allows for more elaborate and accurate models

for the motion. This is normally taken into account through the object state dynamics.

In [69] and [115] this was done through the introduction of Markov random fields and

the social force model, respectively. The second case is when the likelihood is in a form

which requires the joint evaluation of all the measurements. This typically has the

advantage of implicitly solving the data association problem with the disadvantage

of requiring a joint state space. A common likelihood which meets this criteria is the

generalised likelihood proposed in [49]. It is applicable in models which consist of a

Poisson point process for the measurements from the objects and clutter.

An additional challenge associated with the joint state space approach is that the

size of the state vector is generally required to be fixed, fixing the number of objects.

To overcome the restricted size of the state vector, it was proposed in [108] to set the

dimensionality of the state vector to correspond to the maximum number of objects

with the introduction of an indicator state which describes if an object is within the
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region being monitored by the sensor. Another option would be to utilise reversible

jump techniques [5] which allow for a variable size of the state vector in an MCMC

based approach. The authors in [69, 64] propose the introduction of a variable related

to the dimensionality of the state space for each particle, allowing for a variable size

of state space in PF applications. The Random set statistics approach [77] utilises

RFSs to overcome these challenges at the expense of increasing the complexity of

Bayes filter.

Small Groups with Coordinated Motion

An interesting extension is when the motion of the individual objects is coordinated.

In addition to unique motion models which capture the relationships between the

motion of the individual objects (e.g inspired by complex biological systems [33]),

further information can also be inferred about the group of individual objects. An

example would be the structure of a coordinated group. Multiple coordinated groups

may also be present in the same scenario. This introduces new challenges, such as the

merging of two or more coordinated groups, or conversely, a coordinated group could

split into multiple coordinated groups. The classical sequential Bayesian formulation

in (2.4) and (2.5) can be manipulated to include the sequential inference of an ad-

ditional parameter describing the structure of a group. In [90] the group structure

was sequentially updated with the states of the objects using a SMCMC method. In

[52] the group structure was represented as a random graph which was sequentially

updated with the states of the objects using a SMC method. The group structure

was inferred in [32] using a Gaussian mixture PHD filter which identifies the group

objects and utilises a random graph to represent the group structure.

2.3.2 Large Group Tracking

In terms of measurement modelling, large group tracking is essentially identical to the

tracking of extended objects. Large groups and extended objects are characterised

by their size, in contrast to point objects ([84, 57]) where the whole is approximated
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with a single point. They generate multiple measurements, where the number varies

in time. While tracking point objects has been widely studied, and efficient solu-

tions are developed, the problem of large group and extended object tracking is still

challenging and requires new efficient approaches. The methods for large groups and

extended object tracking can be broadly classified into several categories: RFS statis-

tics methods (the PHD filter [80, 59], Cardinality PHD filter [76], multi-Bernoulli

Filters [18] etc.), SMC and MCMC methods [84], and analytical type of methods

[15, 16].

There are also results with different types of data: radar [7], image and video [31],

laser range sensors [58], LiDAR data (radioactive clouds [108]) and others.

Various models for the representation of the shape of a group or extended object

have been explored. In [7], the shape of an extended object is modelled as an ellipse

and the parameters of the ellipse are directly related to the measurements. The

concept of a spatial distribution over the group or object extent was introduced in [49],

where the parameters specify the region of the spatial distribution. This concept has

also been applied in a track-before-detect setting for extended object tracking [26].

In [71], the extent parameter is represented by a random matrix. In [17], the shape

of an extended object is described by an implicit function instead of in a parametric

form. Similarly, the shape contour describing the extent of an object is modelled with

a Gaussian Process in [122].

A specific large group of interest is a crowd of pedestrians with complex coor-

dinated motion. Recent results for the modelling, simulation and visual analysis of

crowds are presented in [3] from the point of view of computer vision, transportation

systems and surveillance. The social force model [82] has been used to model be-

haviour of pedestrians, including the evacuation of people through bottlenecks. The

social force model has also been combined with some filtering techniques for multiple-

target tracking in [91].
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2.4 Dealing with Tall Data

Datasets containing massive amounts of data points, referred to as tall datasets [13],

can cause excessive computational burdens to traditional statistical methods. Several

approaches have been developed to reduce this computational expense, e.g. for regres-

sion and classification problems, a random forest approach [47] has been proposed.

In object tracking applications, information rich sensors result in a large amount

of data that is required to be processed. In certain applications it may be possible to

reduce the amount of data through feature extraction [127]. This is only useful when

portions of the data are redundant or non-informative. The focus in this thesis is in

dealing with a large amount of informative and non-redundant data. Tracking appli-

cations are typically time sensitive. In a Bayesian framework, the filtering posterior

state pdf is updated at each time step. This limits the amount of processing time

that a tracking algorithm has to process the measurements received at each time step.

Naturally, the more measurements received, the more processing time is required to

evaluate them.

Research on efficient implementations of SMC methods have focused on making

the structure of the PF parallel [27], particularly the resampling step [74], which

can then be used in distributed processing applications [95]. However, this typically

requires approximations to achieve a solution and still requires the evaluation of all the

measurements. Other related research focuses on likelihoods which are complex and

do not have an analytical form, such as the approximate Bayesian calculation PF [36]

and the CPF [99]. These algorithms require the comparison of all the measurements

with sampled measurements.

In MCMC simulation, there have been several different approaches proposed for

dealing with large amounts of data. The proposed methods can be categorised as

either parallel or sequential strategies.

In terms of parallel strategies, there are two general approaches which have been

proposed. The first approach is referred to as blocking. These techniques focus

on parallelising specific steps in the MCMC approach. In [114] it was proposed to
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parallelise the computation of the likelihood. This is restrictive in terms of the model

used, and requires a large amount of communication between the processors. The

second approach is referred to as divide and conquer. Techniques based on divide

and conquer focus on subdividing the measurements and running separate MCMC

samplers in parallel on each subdivided set of measurements. The samples from the

separate MCMC samplers, referred to as local samples, are then combined to obtain

samples from the complete posterior state pdf, referred to as global samples. The

divide and conquer techniques differ in how the local samples are combined to obtain

the global samples. In [105], global samples are obtained as a weighted average of the

local samples. This approach is only theoretically valid under a Gaussian assumption.

In [89], the local posterior from the separate MCMC samplers is approximated as

Gaussian or with a Gaussian kernel density estimation. Global samples can then be

obtained through the product of the local densities. This idea is further developed in

[124] by representing the discrete kernel density estimation as a continuous Weierstrass

transform. In [87], the combination is based on the geometric median of the local

posteriors which are approximated with Weiszfeld’s algorithm by embedding the local

posteriors in a reproducing kernel Hilbert space. Divide and conquer techniques

typically struggle in applications where the local posteriors substantially differ, and if

they do not satisfy Gaussian assumptions. In [126, 45] a divide and conquer strategy

was proposed which attempts to overcome the challenge of differing local posteriors,

and relaxing the Gaussian assumption to a more general assumption of a posterior

state pdf from the exponential family. The approach is based on the EP algorithm. In

this iterative approach, the separate MCMC samplers exchange sufficient statistics,

resulting in each individual MCMC sampler converging to the global posterior.

Sequential strategies rely on subsampling mechanisms, such as pseudo likelihoods

[6, 94] or confidence intervals [12, 72], to perform inference using MCMC techniques

based only on a certain subsample of all the measurements.
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2.5 Summary

In this chapter a literature review covering a wide range of aspects related to object

tracking in complex systems was presented. This began with the general Bayesian

formulation for object tracking, where the solution is encapsulated by the posterior

state pdf. Since model complexities typically result in a lack of availability of an

analytical solution, a wide variety of approximate methods have been proposed. These

methods approximate the posterior state pdf with a set of discrete samples. The two

most common approaches rely on SIS or MCMC to obtain samples that represent the

posterior state pdf.

The focus then shifted specifically towards multiple object tracking, where differ-

ent approaches for small group and large group tracking were considered. This also

included a brief overview of an alternative tracking formulation, based on random

finite sets. In addition, problems associated with a large number of measurements,

referred to as tall data, were explored and approaches specifically developed for deal-

ing with tall data were reviewed.

The computational complexity of object tracking approaches is generally linked

to the complexity of the models. For example, in the particle flow filter it is required

to numerically integrate complex partial differential equations. In sampling based

approaches (such as the PF and SMCMC), the computational complexity increases

with the dimensionality of the state space. The Box PF is a computationally efficient

variant of the PF which is based on an approximation of the posterior state pdf with

a weighted uniform mixture. The computational gain is based on the ability of the

Box PF to utilise a significantly smaller number of uniform components relative to

the number of particles utilised in standard approaches. This is at the expense of

the introduction of specialised bounded arithmetic, referred to as interval analysis.

The advantage is that, compared to other basis function filters, such as the Gaussian

mixture filter [4], interval analysis can aid in overcoming nonlinearities in the state

space model. The CPF is also an efficient variant of the PF that does not require an

explicit expression for the likelihood function. However, neither of these filters have
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been previously considered for the challenging problem of dynamic crowd tracking

considered in the following chapter.

Advances in processing of tall data for static MCMC simulation, and the flexible

structure of SMCMC for object tracking form the basis of the developments in a later

chapter.



Chapter 3

EFFICIENT PARTICLE APPROACHES

FOR CROWD TRACKING

In this chapter, the problem of collectively tracking a large number of objects, re-

ferred to as a crowd, is considered. Section 3.1 begins with the problem formulation.

Inference based on the Bayesian framework for the proposed state space model is

presented in Section 3.2. Section 3.3 introduces the fundamentals of interval analysis

and the Box PF for tracking point objects without clutter. The Box PF is a com-

bination of interval analysis with the standard PF framework. Two novel methods

are developed in Sections 3.4 and 3.6, based on the Box PF and CPF frameworks,

respectively, to achieve efficient inference. Finally, numerical studies are presented for

a generic group object simulator and realistic crowd simulator in Section 3.7.

3.1 State Space Modelling of a Crowd

By extending the general state space model described in Section 2.1, the characteris-

tics of a crowd of objects and the observed scene that are required to be inferred at

each time step k, can be represented by an augmented state vector:

ζk =
(
λ>k ,X

>
k ,Θ

>
k

)>
, (3.1)

where Xk is the kinematic vector of the centre of the crowd, and Θk is the parameter

vector which characterises the crowd extent. Multiple measurements are received

from the crowd and from clutter at each time step, thus the state vector includes λk

which is the measurement rate vector. The notation ( · )> is the transpose operator.

28
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Without loss of generality, the kinematic vector consists of the position coordinates

and the velocity of the centre of the crowd, and the extent of the crowd is appoximated

by a rectangle. The resulting kinematic vector has the following form:

Xk = (xk, ẋk, yk, ẏk)
> (3.2)

where (xk, yk), are the position coordinates, and (ẋk, ẏk) are the respective velocity

components of the crowd centroid. The parameter vector is given by:

Θk = (ak, bk)
> (3.3)

where ak and bk represent the lengths of the sides of the rectangle in the x and y

dimensions, respectively. The measurement rate vector is represented by:

λk = (λT,k, λC,k)
>, (3.4)

where λT,k and λC,k represents the crowd and clutter measurement rates, respectively.

Crowd Dynamics Model

The motion of the centre of the crowd is modelled by a correlated velocity model.

The correlated velocity model is related to the Singer model [110] and jerk model [83]

with the difference being that the velocity component is correlated in time and that

the second and other higher order derivatives of position are negligible. The evolution

model for the kinematic state of the crowd is represented mathematically by

Xk = AXk−1 + ηk, (3.5)

where ηk represents the system dynamics noise. The state transition matrix is given

by

A =

 1 1
α

(
1− e−αTs

)
0 e−αTs

⊗ I2 (3.6)
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where Ts is the sampling interval, ⊗ denotes the Kronecker product, In denotes the

n×n identity matrix, and α is the reciprocal of the velocity correlation time constant.

The covariance of the system dynamics noise ηk can be modelled as

Q = 2ασ2
v

 q11 q12

q12 q22

⊗ I2, (3.7)

where σ2
v is the variance of the velocity of the crowd centroid for a single dimension

and

q11 =
1

2α3

(
4e−αTs − 3− e−2αTs + 2αTs

)
,

q12 =
1

2α2

(
e−2αTs + 1− 2e−αTs

)
,

q22 =
1

2α

(
1− e−2αTs

)
.

(3.8)

The evolution for the crowd extent is assumed to be a random walk model, described

by

Θk = Θk−1 + ηp,k, (3.9)

where the parameter noise ηp,k is zero-mean Gaussian distributed with covariance Σθ.

3.1.1 Observation Model

In this chapter it is assumed that the digital sensor observes the crowd from a van-

tage point which results in the origin of measurements from within a confined area.

However, other scenarios, such as the case where the measurements only come from

the border, are considered in a related problem in Chapter 4.

The total number of measurements Mk, obtained at each time step from the sensor

consists of the MT,k number of measurements, originating from the crowd and MC,k

clutter measurements, i.e. Mk = MT,k + MC,k. The number of measurements MT,k

originating from the crowd is considered as a Poisson-distributed random variable

with mean value of the crowd rate, λT,k, i.e., MT,k ∼ Poisson(λT,k). Similarly, the

number of clutter measurements is MC,k ∼ Poisson(λC,k). The MT,k measurements
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originating from the crowd are uniformly located in the area represented by the crowd.

The MC,k clutter measurements are uniformly located in the region about the crowd.

In crowd tracking, the measurement equation in (2.2), which directly relates the

states to the measurements is not available. The approach followed here is to relate the

observations indirectly to the states through the sensor characteristics and the object

model. The sensor characteristics describe the relationship between the measurement

point m, m = 1, ...,Mk and the measurement source in a Cartesian coordinate system

and is of the form:

zm,k = h̃(ym,k) + ξk, (3.10)

where h̃(·) is the measurement function and ym,k = (xm,k, ym,k)
> denotes the Cartesian

coordinates of the measurement source in a two dimensional space. In this chapter

the following model is considered:

zm,k = Hym,k + ξk, (3.11)

where H = I2, and the measurement noise ξk = (ξ1,k, ξ2,k)
>, is assumed to be Gaus-

sian, with a known covariance matrix R = diag(σ2
1, σ

2
2). The vector of an interval

measurement is [zm,k] = ([z1,m,k], [z2,m,k])
>, where [z1,m,k] and [z2,m,k] are the inter-

vals of the m-th measurement point. One way to describe these components is by

representing the noise terms in equation (3.10) as intervals:

[ξ1,k] = [−3σ1,+3σ1],

[ξ2,k] = [−3σ2,+3σ2]. (3.12)

At each time step k, the Mk interval measurements are combined into a set of intervals

[Zk] = {[z1,k], . . . , [zm,k]}.

Each measurement originates from either random clutter or the crowd but its

origin is unknown. The object model describes the relationship between the states

and the measurement sources for the MT,k measurements that originate from the
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crowd. As previously described, the measurement sources are uniformly distributed

across the region which exhibits measurements, and this region is represented by the

states through the following probability density:

p(ym,k|xk) = Uq(xk)(ym,k), (3.13)

The support of the uniform distribution describes two independent regions which

cover the area of the rectangle used to approximate the extent of the crowd:

q(xk) =

 xk − ak
2
≤ xm,k ≤ xk + ak

2
,

yk − bk
2
≤ ym,k ≤ yk + bk

2
.

(3.14)

3.2 Inference in a Bayesian Framework for Crowd Tracking

Similarly to the steps in (2.4) and (2.5), the posterior state pdf for the extended state

vector described by (3.1) can be updated sequentially based on a prediction step,

p(ζk|Z1:k−1) =

∫
p(ζk|ζk−1)p(ζk−1|Z1:k−1)dζk−1 (3.15)

followed by an update step,

p(ζk|Z1:k) =
p(Zk|ζk)p(ζk|Z1:k−1)

p(Zk|Z1:k−1)
. (3.16)

For further notational convenience, the marginal state is defined as follows:

xk =
(
X>k ,Θ

>
k

)>
. (3.17)

In this application the posterior state pdf can be further factored into the following

form:

p(ζk|Z1:k) = p(xk|Z1:k,λk)p(λT,k|Z1:k)p(λC,k|Z1:k). (3.18)

This factorisation implicitly states that the crowd and clutter measurement rates are
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independent of the kinematics and extent of the crowd. This is true for the clutter

measurement rate but not necessarily valid for the crowd measurement rate. However,

the variance of the prior distribution for the crowd rate is sufficient to represent the

variation of the number of measurements over time.

It has been shown that an analytical recursive Bayesian solution exists for the

estimation of the mean of a Poisson distribution, based on using the conjugate prior

Gamma distribution [60]. The crowd and clutter measurement rates are estimated

based on this concept1, and the focus of this chapter thus lies on the calculation of the

marginal posterior distribution for the states representing the kinematics and extent

of the crowd, p(xk|Z1:k,λk), using novel Box PF and CPF methods.

3.3 Review of Interval Analysis and the Box Particle Filter

Prior to the introduction of the Box PF based method for crowd tracking, an intro-

duction to general interval analysis and the standard Box PF is presented.

3.3.1 Interval Analysis

A real interval, [x], is defined as a closed and connected subset of the set R:

[x] = [x, x] = {x ∈ R |x ≤ x ≤ x}, (3.19)

where x and x define the lower and upper limits of the subset and are referred to

as the infimum and supremum. The length, or size, of an interval, i.e. x − x, is

represented by |[x]|. In an n-dimensional space, an interval vector (or box) is denoted

by [x] with x ∈ Rn. This is equivalent to the Cartesian product of n intervals, i.e.

[x] = [x1] × [x2] × ...[xn]. Set-theoretic operations, such as the intersection or union

of sets, can be directly applied to boxes.

The standard binary operators, e.g. {+,−, \,×}, have been extended to boxes

[67] and results in a new box, i.e. [z] = [x] � [y], where � denotes a binary operator.

1Refer to Appendix A.3 for more information on crowd and clutter measurement rate estimation.
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However, passing a box through a more general function, g( · ), may lead to a region

which cannot be described by a box. One approach is to approximate this region

with a box which encloses the region. A function with output corresponding to this

approximation is referred to as an inclusion function, [g]( · ), where g([x]) ⊆ [g]([x]).

The minimal inclusion function has the tightest possible bound on the region. One of

the challenges associated with interval analysis is in finding an inclusion function suf-

ficiently close to the minimal inclusion function at a minimal computational expense

[67].

Another challenge of interest is in solving a CSP. Consider a prior box [x] ⊂ Rnx ,

and a set of constraints on the state space of the form g(x) = 0. The CSP involves

finding the region enclosing the set [x], which satisfies the set of constraints. The

CSP H is formulated as:

H : (g(x) = 0,x ∈ [x]) . (3.20)

The solution set that satisfies H is defined as

S : (x ∈ [x] | g(x) = 0) , (3.21)

and may not necessarily be a box. In general, finding S is computationally intractable.

Solving the CSP, in an interval framework, involves finding the smallest box, [x∗],

which encloses S, i.e. S ⊆ [x∗] ⊆ [x]. Finding an enclosing box, [x′], smaller

than the prior box, with [x∗] ⊆ [x′] ⊆ [x], can be achieved through an operation

referred to as a contraction, with the optimal contraction resulting in [x′] = [x∗]. A

contractor for H is any operator which results in contraction of the prior box. A wide

variety of contractors exist [67]. Selection of a contractor is dependent on the type

of constraints in H. Computationally, the complexity of a contractor can be kept

polynomial in time and space.
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3.3.2 The Classic Box Particle Filter

The standard PF represents the posterior state pdf with a set of weighted particles,

where each particle has a zero volume in the state space. In contrast, the Box PF

consists of a weighted set of box particles, where each box particle represents a region

with controllable volume in the state space. The Box PF approximates the posterior

state pdf with a mixture of uniform pdfs [51]:

p(xk|z1:k) ≈
N∑
p=1

w
(p)
k U

[x
(p)
k ]

(xk). (3.22)

where U[x]( · ) is a multivariate uniform distribution defined on the region of the box

[x]. Initially at time step k, only an expression for the posterior state pdf at time

step k − 1 is available. The first step to finding the posterior state pdf at time step

k consists of finding an expression for the predictive posterior state pdf, p(xk|z1:k−1),

via the time update in (2.4):

p(xk|z1:k−1) ≈
∫
p(xk|xk−1)

N∑
p=1

w
(p)
k−1U[x

(p)
k−1]

(xk−1)dxk−1

=
N∑
p=1

w
(p)
k−1

∫
[x

(p)
k−1]

p(xk|xk−1)U
[x

(p)
k−1]

(xk−1)dxk−1. (3.23)

An inclusion function, [f ]( · ), exists for the transition function, f( · ), in (2.1) when

the noise is bounded, i.e. [ηk]. If the pth box particle at time step k − 1 is defined

on the region, xk−1 ∈ [x
(p)
k−1], then the inclusion function can be used to obtain the

region of the box particle at time step k, xk ∈ [f ]([x
(p)
k−1], [ηk]).

In the classical Box PF, each of the terms represented by the integral in (3.23) is

approximated by a single uniform pdf component [51],

∫
[x

(p)
k−1]

p(xk|xk−1)U
[x

(p)
k−1]

(xk−1)dxk−1 ≈ U[f ]([x
(p)
k−1],[ηk])

(xk). (3.24)
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Combining (3.23) and (3.24) gives the predictive posterior state pdf:

p(xk|z1:k−1) ≈
N∑
p=1

w
(p)
k−1U[f ]([x

(p)
k−1],[ηk])

(xk)

=
N∑
p=1

w
(p)
k−1U[x

(p)
k|k−1

]
(xk). (3.25)

The accuracy of the approximation of each pdf term with a single uniform pdf compo-

nent may not be sufficient. It has been shown [51] that a more accurate representation

can be utilised by approximating each term with a mixture of uniform pdfs if required.

Finally, the posterior state pdf, p(xk|z1:k), can be obtained through the application

of the measurement update step to the predictive posterior state pdf in (3.25). In the

classical Box PF, it is assumed that the likelihood function in (2.3), p(zk|xk), can be

represented by a mixture of uniform pdfs. Without loss of generality, it is represented

in this section with a single uniform pdf, such that the box measurement [zk] contains

all realisations of (2.2). Accordingly, the likelihood function is then represented by,

p(zk|xk) = U[zk](h(xk)). Given this expression, utilising (2.5) results in the following

expression for the posterior state pdf:

p(xk|z1:k) =
1

αk
p(zk|xk)p(xk|z1:k−1)

=
1

αk
U[zk](h(xk))

N∑
p=1

w
(p)
k−1 U[x

(p)
k|k−1

]
(xk),

=
1

αk

N∑
p=1

w
(p)
k−1 U[zk](h(xk))U[x

(p)
k|k−1

]
(xk), (3.26)

where αk is a normalising constant. Each of the terms within the summation is also

a constant function with a support being the following region,

Sp =
{
xk ∈ [x

(p)
k|k−1] | h(xk) ∈ [zk]

}
. (3.27)

Equation (3.27) represents a constraint as defined in Section 3.3.1, thus leading to
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a CSP. A contractor can be utilised to reduce the predicted supports [x
(p)
k|k−1] from

the time update pdf, p(xk|z1:k−1), with the constraints imposed by the measurement

box, [zk], and likelihood function. The contraction leads to the definition of a new

set of box particles, denoted {[x(p)
k ]}Np=1, which approximate the posterior state pdf

p(xk|z1:k) at time k. Thus, the posterior state pdf expression in (3.26) can be further

developed to take into consideration the contracted box particles:

p(xk|z1:k) =
1

αk

N∑
p=1

w
(p)
k−1

1

|[zk]|
1

|[x(p)
k|k−1]|

||Sp||USp(xk)

≈ 1

αk

N∑
p=1

w
(p)
k−1

1

|[zk]|
1

|[x(p)
k|k−1]|

|[x(p)
k ]|U|[x(p)

k ]|(xk)

∝
N∑
p=1

w
(p)
k−1

|[x(p)
k ]|

|[x(p)
k|k−1]|

U|[x(p)
k ]|(xk). (3.28)

Comparing the posterior state pdf expressions in (3.22) and (3.28), the relationship

between the weights at time step k − 1 and k is

w
(p)
k ∝ w

(p)
k−1

|[x(p)
k ]|

|[x(p)
k|k−1]|

. (3.29)

In summary, the posterior state pdf is approximated by {(w(p)
k , [x

(p)
k ])}Np=1.

3.4 The Box Particle Filter for Crowd Tracking

The prediction step for the crowd tracking Box PF follows the same spirit as de-

scribed by equations (3.23) to (3.25). However, when dealing with multiple object

originated measurements and clutter measurements, the update step is required to be

re-derived. The generalised likelihood for the Poisson rate measurement and clutter

model described in Section 3.1.1 is given by [49]

,

p(Zk,λk|xk) =

Mk∏
m=1

(
1 +

λT,k
ρk

p(zm,k|xk)
)

=

Mk∏
m=1

(
1 +

λT,k
ρk

∫
p(zm,k|ym,k)p(ym,k|xk)dym,k

)
,

(3.30)
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where ρ =
λC,k

AC
represents the clutter density and AC denotes the area of the region

where clutter may be emitted from.

The sensor characteristics are approximated with a uniform pdf,

p(zm,k|ym,k) = U[zm,k]

(
h̃ (ym,k)

)
. (3.31)

Substituting this equation and (3.13) into (3.30), results in

p(Zk,λk|xk) =

Mk∏
m=1

(
1 +

λT,k
ρk

∫
U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k)dym,k

)
(3.32)

The updated marginal posterior distribution for crowd tracking can then be expressed

with the equation:

p(xk|Z1:k,λk) =
1

αk
p(Zk,λk|xk)p(xk|Z1:k−1,λk−1)

=
1

αk

N∑
p=1

w
(p)
k−1

Mk∏
m=1

(
U

[x
(p)
k|k−1

]
(xk)+

λT,k
ρk

∫
U

[x
(p)
k|k−1

]
(xk)U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k)dym,k

)
. (3.33)

Each of the Mk product terms, U
[x

(p)
k|k−1

]
(xk)U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k), is also a

constant function with a support being the following region Sp,m ⊂ Rnx , where

Sp,m =
{
xk ∈ [x

(p)
k|k−1] | ym,k ∈ q(xk), h̃ (ym,k) ∈ [zm,k]

}
. (3.34)

Equation (3.34) represents a constraint as defined in Section 3.3.1, thus leading to

a CSP. A contractor can be utilised to reduce the predicted supports [x
(p)
k|k−1] with the

constraints imposed by the interval measurements, [Zk], sensor characteristics, and

object model. The contraction leads to Mk new boxes denoted [x
(p,m)
k ].
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Following the definition of the sets Sp,m in (3.34),

U
[x

(p)
k|k−1

]
(xk)U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k)

= U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k)

1

|[x(p)
k|k−1]|

||Sp,m||USp,m(xk),

' U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k)

|[x(p,m)
k ]|

|[x(p)
k|k−1]|

U
[x

(p,m)
k ]

(xk), (3.35)

since by definition [x
(p,m)
k ] is the smallest box containing Sp,m. Substituting (3.35) in

(3.33) leads to the following updated expression for the posterior state pdf:

p(xk|Z1:k,λk) =
1

αk

N∑
p=1

w
(p)
k−1

Mk∏
m=1

(
U

[x
(p)
k|k−1

]
(xk)+

λT,k
ρk

|[x(p,m)
k ]|

|[x(p)
k|k−1]|

U
[x

(p,m)
k ]

(xk)

∫
U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k)dym,k

)
. (3.36)

The integration terms are approximated by a uniform distribution,

∫
U[zm,k]

(
h̃ (ym,k)

)
Uq(xk)(ym,k)dym,k = Ur(xk) (zm,k) , (3.37)

where r(xk) represents an interval dependent on the states and measurement function.

The validity of this assumption is explored in Appendix A. The posterior state pdf

can thus be expanded accordingly:

p(xk|Z1:k,λk) =
1

αk

N∑
p=1

w
(p)
k−1

Mk∏
m=1

(
U

[x
(p)
k|k−1

]
(xk) +

λT,k
ρk

1

|r(xk)|
|[x(p,m)

k ]|
|[x(p)

k|k−1]|
U

[x
(p,m)
k ]

(xk)

)

=
1

αk

N∑
p=1

w
(p)
k−1

((
U

[x
(p)
k|k−1

]
(xk)

)Mk

+

Mk∑
m=1

(Mk
m )∑
j=1

(
U

[x
(p)
k|k−1

]
(xk)

)Mk−m

∏
i∈Am

j

λT,k
ρk

1

|r(xk)|
|[x(p,i)

k ]|
|[x(p)

k|k−1]|
U

[x
(p,i)
k ]

(xk)

)
. (3.38)

where Am =
{
Am
j , j ∈ J

}
, with J =

{
1, 2, ...,

(
Mk

m

)}
and Am

j ⊆ S : |Am
j | = m, where

S = {1, 2, ...,Mk}. For example, ifMk = 3 andm = 2 then Am = {{1, 2}, {1, 3}, {2, 3}}.
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The posterior state pdf is a weighted sum of uniform pdfs. The number of weighted

uniform pdf’s increases exponentially with the number of measurements, which can

render the algorithm too computationally expensive for a large number of measure-

ments. Typically, there is a large disparity between the weights of the summed uniform

pdfs. This allows for the approximation of the posterior pdf by a single uniform pdf for

each box particle. The dominating term in the uniform pdf weights is
λT,k

ρk|r(xk)||[x(p)
k|k−1

]|
.

This term is maximised when all the measurements are assumed to originate from the

crowd. In this case, the posterior state pdf is approximated by:

p(xk|Z1:k,λk) ≈
1

αk

N∑
p=1

w
(p)
k−1

(∏
i∈S

λT,k
ρk

1

|r(xk)|
|[x(p,i)

k ]|
|[x(p)

k|k−1]|
U

[x
(p,i)
k ]

(xk)

)
. (3.39)

The multiplication of uniform pdfs can be further simplified to obtain a single uniform

pdf with a corresponding weight. This includes the intersection of the intervals of all

the uniform pdfs:

p(xk|Z1:k,λk) ∝
N∑
p=1

w
(p)
k−1

∏
i∈S

λT,k
ρk

1

|r(xk)|
|[x(p,i)

k ]|
|[x(p)

k|k−1]|

 | ∩i∈S [x
(p,i)
k ]|∏

i∈S |[x
(p,i)
k ]|

U∩i∈S[x
(p,i)
k ]

(xk)

∝
N∑
p=1

w
(p)
k−1

∏
i∈S

λT,k

ρk|r(xk)||[x
(p)
k|k−1]|

 | ∩i∈S [x
(p,i)
k ]|U∩i∈S[x

(p,i)
k ]

(xk). (3.40)

However, this intersection result typically does not exist or leads to a poor contraction

due to the implicit assumption that the measurements originate from the crowd. A

more robust approximation for the posterior state pdf, which does not require explicit

knowledge of the origin of a measurement, is given by:

p(xk|Z1:k,λk) ≈
N∑
p=1

w
(p)
k−1

(
U

[x
(p)
k|k−1

]
(xk)

)Mk−(|S(p)
E |−q)

× ∏
i∈S(p)

E

λT,k

ρk|r(xk)||[x
(p)
k|k−1]|

 | {q}∩ i∈S(p)
E

[x
(p,i)
k ]|U{q}

∩
i∈S(p)

E

[x
(p,i)
k ]

(xk), (3.41)
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where S
(p)
E is the set of indices for the contracted boxes, [x

(p)
k,m], that exist2, and q is

the maximum number of clutter measurements indexed by S
(p)
E . The symbol

{q}
∩ is

the q-relaxed intersection first introduced in [66] to aid in the processing of clutter

measurements in a purely interval framework.

The difference between the posterior pdf represented by equations (3.38) and (3.41)

is highlighted graphically through an example in figure 3.1.

In summary, p(xk|Z1:k,λk) is approximated by {(w̃(p)
k , [x

(p)
k ])}Np=1, where

[x
(p)
k ] =

{q}
∩
i∈S(p)

E
[x

(p,i)
k ]. (3.42)

and

w̃
(p)
k ∝ w

(p)
k−1

(
U

[x
(p)
k|k−1

]
(xk)

)Mk−(|S(p)
E |−q)

∏
i∈S(p)

E

λT

ρ|r(xk)||[x(p)
k|k−1]|

 |[x(p)
k ]|, (3.43)

The Box PF method for crowd tracking is summarised in Algorithm 6.

3.4.1 Box Particle Filter Implementation Considerations

Interval Contraction: In general, an important step in interval based techniques used

for state estimation is interval contraction [66]. In the Box PF it is required to

obtain the contracted box particles by solving the CSP described by equation (3.34).

Without loss of generality, the Constraints Propagation (CP) technique [67] is the

contractor utilised throughout this thesis. The main advantages of the CP method

is its efficiency, especially in the presence of measurements and constraints which are

highly redundant. The CP algorithm, which in this application is the calculation of

the intersection of the box states for each particle with all the interval measurements,

is illustrated in Algorithm 7.

Box PF Resampling : Generally, in particle filtering, there are a variety of different

2Measurements which result in a contraction of the state that does not exist are located a signif-
icant distance from the state and are considered to be clutter measurements.
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Posterior state pdf:

Contraction result for measurement 1:

Contraction result for measurement 3:

Predicted box particle:

Eq. (3.38) Eq. (3.41)

Contraction result for measurement 2:

[xk,3]

[xk|k−1]

[xk,2]

[xk,1]

Figure 3.1: Illustration of the difference between the posterior state pdf represented by
equations (3.38) and (3.41). This example consists of 3 measurements (measurement 3
represents a clutter measurement), a single state dimension, and a single box particle.

resampling schemes available [74]. Based on the weights, a particle is replicated a

specific number of times. The Box PF differs by dividing a selected box particle into

smaller box-particles as many times as it was to be replicated. Several subdivision

strategies exist. In this thesis the box particles are subdivided based on the dimension

with the largest box face.

Relaxed Intersection Considerations : The parameter q is introduced in equation

(3.41). This specifies the maximum number of clutter measurements that result in a

contraction of the states that exists. These are the clutter measurements which are

located in the vicinity of the boundary of the crowd. The area in the measurement

space where a measurement can result in a contraction of the state that exists is

dependent on the size of the box particle. An estimate for q is given by:

q =
ρkACT

4
. (3.45)
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Algorithm 6 The Box Particle Filter for Crowd Tracking

1: Initialisation
2: Initialise the set of box particles, {[x(p)

0 ]}Np=1, sampling from the prior distribution.

3: for k = 1,...,T do
4: Prediction
5: Generate the predicted box particles, {[x(p)

k|k−1]}Np=1, by propagating the box par-
ticles through the state evolution model and applying interval inclusion func-
tions as described in [67, 65].

6: Measurement Update
7: Upon the receipt of new measurements:
8: Convert the measurements into a set of measurement boxes, [Zk].
9: Solve the CSP, as described in Section 3.4.1, to obtain the contracted box

particles [x
(p,m)
k ].

10: Determine [x
(p)
k ] according to (3.42).

11: Update the weights {w(p)
k }Np=1 according to (3.43).

12: Output
13: Obtain an estimate for the state of the crowd through:

[x̂k] =
N∑
p=1

w
(p)
k [x

(p)
k ]. (3.44)

Further, a point estimate for the state can be obtained as the midpoint of the
box estimate of the state.

14: Resampling
15: Compute the effective sample size in (2.12)
16: If ESS ≤ Nthresh (with e.g. Nthresh = 2N/3), then resample the box particles

by division, and reset the weights: {w(p)
k } = 1/N .

17: end for

The estimated clutter measurement rate is used:

ρk =
λC,k
ACR

, (3.46)

where the area of the clutter region is given by ACR = AS − AT , AS is the total

area observed by the sensor, and AT is the area of the crowd, approximated from

the estimate of the crowd at the previous time instant, k − 1. For the given crowd
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tracking problem, the area ACT is given by:

ACT =
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2
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−
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2
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(p)
k +
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(p)
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2

)
−

(
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(p)
k −

b
(p)
k

2

)))
.

(3.47)

The factor of 4 in equation (3.45) was introduced to take into account that the area

ACT also includes the region inside of the crowd, where no clutter measurements are

found. It is important to note that the algorithm is fairly robust to the value of q as

this represents a maximum number of clutter points, and not the actual number of

clutter points.

3.5 Review of the Convolution Particle Filter

The CPF approach relies on convolution kernel density estimation and regularisation

of the distributions, respectively, of the states and measurements [99, 29, 119]. The

CPF belongs to a class of PFs with valuable advantages: simultaneous estimation of

state variables and unknown parameters and continuous approximation of the corre-

sponding pdf. Being likelihood free filters makes them attractive for solving complex

problems where the likelihood is not available for evaluation in an analytical form.

Considering the state space model of (2.1) and (2.2), an alternative form for the

posterior state pdf is given by

p(xk|z1:k) =
p(xk, z1:k)∫
p(xk, z1:k)dxk

. (3.49)

Assume that it is possible to sample from the prior state pdf, i.e. x
(i)
0 ∼ p(x0) where

i = 1, .., N . Sampling recursively a k number of times from (2.3) results in the sample

sets of {x(i)
k }Ni=1 and {z(i)

1:k}Ni=1.The samples represent an empirical estimate of the joint
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Algorithm 7 CP algorithm for Rectangularly Shaped Crowds

1: Input: [x
(p)
k ], [x

(p)
k−1], [zm,k].

2: Let [x
(p,m)
k ] = [x

(p)
k ], and DONE = FALSE.

3: while DONE == FALSE do
4: Contract the intervals with each constraint:

[x
(p,m)
k ] = [x

(p,m)
k ] ∩

(
[z1,m,k]∓

[a
(p,m)
k ]

2
· [0, 1]

)
,

[ẋ
(p,m)
k ] = [ẋ

(p,m)
k ] ∩

(
[x

(p,m)
k ]− [x

(p)
k−1]

1
αx

(1− e−αxTs)

)
,

[y
(p,m)
k ] = [y

(p,m)
k ] ∩

(
[z2,m,k]∓

[b
(p,m)
k ]

2
· [0, 1]

)
,

[ẏ
(p,m)
k,m ] = [ẏ

(p,m)
k ] ∩

(
[y

(p,m)
k ]− [y

(p)
k−1]

1
αy

(1− e−αyTs)

)
,

[a
(p,m)
k ] = [a

(p,m)
k,m ] ∩ ±2

(
[z1,m,k]− [x

(p,m)
k ]

[0, 1]

)
,

[b
(p,m)
k ] = [b

(p,m)
k,m ] ∩ ±2

(
[z2,m,k]− [y

(p,m)
k ]

[0, 1]

)
,

[z1,m,k] = [z1,m,k] ∩

(
[x

(p,m)
k ]± [a

(p,m)
k ]

2
· [0, 1]

)
,

[z2,m,k] = [z2,m,k] ∩

(
[y

(p,m)
k ]± [b

(p,m)
k ]

2
· [0, 1]

)
.

(3.48)

5: If convergence criterion is met (e.g. difference in the size of pre-contracted and
contracted boxes is below a threshold), DONE = TRUE.

6: end while
7: Output: [x

(p,m)
k ].

pdf,

p̂(xk, z1:k) ≈ p(xk, z1:k)

=
1

N

N∑
i=1

δ(xk − x(i)
k , z1:k − z(i)

1:k). (3.50)
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A kernel estimate for the joint state pdf, pKk (xk, z1:k), is obtained through the convo-

lution of the empirical estimate in (3.50) with a suitable kernel

pKk (xk, z1:k) = p̂(xk, z1:k) ∗Kh

=
1

N

N∑
i=1

Kx
h(xk − x(i)

k )K z̄
h(z1:k − z(i)

1:k), (3.51)

where ∗ represents the convolution operator, Kh, K
x
h , and K z̄

h are Parzen-Ronsenblatt

kernels of appropriate dimensions, and K z̄
h(z1:k−z(i)

1:k) =
∏k

j=1K
z
h(zj −z(i)

j ) . Finally

this results in the following kernel approximation of the posterior state pdf in (3.49)

pKk (xk|z1:k) =

∑N
i=1K

x
h(xk − x(i)

k )K z̄
h(z1:k − z(i)

1:k)∑N
i=1K

z̄
h(z1:k − z(i)

1:k)
(3.52)

Based on this principal, a recursive algorithm for the CPF, including a resampling

step, is summarised in Algorithm 8.

3.6 The Convolution Particle Filter for Crowd Tracking

In this Section an adaptive CPF algorithm for crowds tracking is developed. The

key novelty of the proposed adaptive CPF algorithm and the advantage of using it

for crowd tracking is: i) its ability to efficiently deal with multiple measurements,

including a high level of clutter, ii) ability to resolve data association problems, with-

out the need to estimate clutter parameters, iii) estimation of dynamically changing

parameters of crowds jointly with the dynamic kinematic states.

For the purposes of crowds tracking the marginal posterior state pdf has to be

calculated and can be expressed to be independent of the clutter and measurement

rates, reducing the expression from equation (3.18) to:

p(ζk|Z1:k) = p(xk|Z1:k)p(λT,k|Z1:k)p(λC,k|Z1:k). (3.54)

The focus is then on obtaining a kernel estimate of p(xk|Z1:k) in order to extract
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Algorithm 8 The Standard Convolution Particle Filter

1: Initialisation
2: Initialise the set of particles, {x(p)

0 }Np=1, sampling from the prior distribution.
3: for k = 1,...,T do
4: for i = 1,...,N do
5: Prediction
6: State sampling: x

(i)
k ∼ p(xk|x(i)

k−1)

7: Measurement sampling: z
(i)
k ∼ p(zk|x(i)

k )
8: Measurement Update
9: weight update: w

(i)
k = w

(i)
k−1K

z
h(zk − z(i)

k )
10: end for
11: Output
12: Obtain an estimate for the state through:

x̂k =
N∑
i=1

w̄
(i)
k x

(i)
k . (3.53)

where w̄
(p)
k is the normalised weight of particle i.

13: Resampling
14: Compute the effective sample size in (2.12)
15: If ESS ≤ Nthresh (with e.g. Nthresh = 2N/3), then resample particles, and reset

the weights: {w(i)
k }Ni=1 = 1/N .

16: end for

estimates for the kinematics and extent of the crowd.

The formulation of the CPF for crowds tracking follows the same sampling and

kernel principles as in (3.49) to (3.52). However, when dealing with point objects, a

point in the state space corresponds to a single point in the measurement space, ac-

cording to the model in (2.2). In contrast, in the application of crowd tracking, a point

in the state space translates into a region in the measurement space, through (3.13).

The role of the measurement kernel in the CPF can be interpreted as a mechanism

of assigning a likelihood to a measurement. In the point object case this likelihood

varies in the measurement space according to the sampled measurement point and

the parameters of the kernel. However, in the crowd tracking case a likely region in

the measurement space is already specified. The densities that describe the sensor

characteristics and object model can be used to obtain an approximate region in the
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measurement space for each predicted particle, and are thus equivalent to the ker-

nel. In this case the bandwidth of the kernel varies according to the state, resulting

in a variable bandwidth which adds additional flexibility to the CPF while also re-

moving the need to specify a bandwidth parameter. In this application the kernel is

approximated as a variable uniform distribution.

An advantage of the proposed CPF framework is that it implicitly resolves the

data association problem. Since there are multiple measurements assumed to be

independent, the weights of individual measurements are multiplied to obtain a single

weight for the particle. However, clutter measurements may occur outside of the

support of the adaptive uniform kernel. This would result in particles having a weight

of 0 when evaluated by the kernel. To overcome this, the adaptive uniform kernel

based on the crowd is added with a uniform distribution which covers the entire

observation area of the sensor. The advantage to such an approach is that it removes

the need for the estimation of the clutter and measurement rates when only the

kinematic states and extent parameters are of interest. The weights are updated

sequentially according to

w
(i)
k = w

(i)
k−1

Mk∏
m=1

KZ
h (zm,k) . (3.55)

For the crowd tracking problem presented, the kernel KZ
h (zm,k) is a compositional

kernel comprised of a sum of two uniform pdfs:

KZ
h (zk) = UCS(zk) + USS(zk), (3.56)

where the support SS is the entire region observed by the sensor, and the support

CS is related to the location of crowd measurements given the particle state. The

proposed region is r(xk), as described in Appendix A.

A detailed description of the CPF for crowd tracking is given in Algorithm 9.
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Algorithm 9 The Convolution Particle Filter for Crowd Tracking

1: Initialisation
2: Initialise the set of particles, {x(p)

0 }Np=1, sampling from the prior distribution.
3: for k = 1,...,T do
4: for i = 1,...,N do
5: Prediction
6: State sampling: x

(i)
k ∼ p(xk|x(i)

k−1)

7: Determine the kernel parameters: r(x
(i)
k )

8: Measurement Update
9: Update the particle weight, wik, according to (3.55)

10: end for
11: Output
12: Obtain an estimate for the state of the crowd through:

x̂k =
N∑
p=1

w̄
(p)
k x

(p)
k . (3.57)

where w̄
(p)
k is the normalised weight of particle p.

13: Resampling
14: Compute the effective sample size in (2.12)
15: If ESS ≤ Nthresh (with e.g. Nthresh = 2N/3), then resample particles, and reset

the weights: {w(p)
k }Np=1 = 1/N .

16: end for

3.7 Performance Evaluation

In this Section the performance of the crowd tracking Box PF and CPF are com-

pared with the SIR PF described in Section 2.1.1, utilising the generalised likelihood

in (3.30). The performance evaluation is done using simulated measurements data.

3.7.1 Computing Platform

The algorithms are implemented in the interpreted MATLAB language environment.

Simulations are performed on a mobile computer with Intel(R) Core(TM) i7-4702HQ

CPU @ 2.20GHz (4 cores, 8 threads) with 16GB of DDR3 RAM. The Mersenne

Twister pseudo-random noise generator, with a seed based on the current time, is

used to generate noise when required.
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3.7.2 Test Environment

Two different crowd simulations were used to demonstrate the performance.

Rectangular Group Object Simulator: A crowd with a rectangular extent located

in a two dimensional plane. The centre of the crowd undergoes motion according to a

correlated velocity model. The lengths of the sides of the crowd vary at each time step

according to a random walk. Crowd measurements comprise of a number of points

uniformly located within the confines of the crowd at each time step. In addition to

the crowd measurements, clutter measurements are also present, uniformly located in

a region about the crowd.

Realistic Crowd Simulator: Individuals within the crowd are represented as points

moving in a two dimensional space. The dynamics of the group is determined by forces

acting on those individuals: forces of attraction towards one or more static ‘goal’

points; constrained forces of repulsion between the elements of the group; constrained

forces of repulsion from a set of linear contextual constraints. The net effect is that a

crowd of individuals will move in a reasonably realistic manner between constraints.

The simulator outputs a set of points corresponding to the positions of each individual

in the crowd at each sampling step. The positions of the individuals represent the

measurement sources. Additionally, clutter measurements are also present, uniformly

located in a region about the crowd.

3.7.3 Rectangular Group Object Simulator Results

This section presents results based on the Rectangular group object simulator. The

parameters are as follows:

• Simulation: The mean number of measurement sources: λT = 100, Simulation

time duration: T = 40 s, Sampling time, Ts = 0.125 s, Initial rectangular object

kinematic state: X0 = (100 m, 0 m/s, 100 m, 0 m/s)>, Initial rectangular object

extent parameters: Θ0 = (40 m, 40 m)>, Crowd centre dynamics parameters:

Velocity correlation time constant, Tcv = 15 s, Velocity standard deviation pa-
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rameters, σv,x = σv,y = 10 m/s, Group extent dynamics parameters σa = σb =

1 m per time step.

• Sensor : Measurement uncertainty: σz1 = σz2 = 0.1 m. Clutter parameters:

Clutter density, ρ = 1×10−2. Clutter area = Circular region with radius of 100

m about the centre of the crowd subtracted by the area of the crowd.

• Filter Parameters : The CPF and SIR PF utilise a uniform distribution for

each state to initialise the particles. In the case of the Box PF, the same

uniform region where the CPF and SIR PF randomly generate particles from is

subdivided so that the entire region is encompassed by all the box particles. This

region for each state is: x
(p)
0 = [x0−50;x0 + 50] m, ẋ

(p)
0 = [ẋ0−10; ẋ0 + 10] m/s,

y
(p)
0 = [y0− 50; y0 + 50] m, ẏ

(p)
0 = [ẏ− 10; ẏ+ 10] m/s, a

(p)
0 = [a0− 30; a0 + 30] m,

and b
(p)
0 = [b0 − 30; b0 + 30] m.

The root mean square error (RMSE) of the filter estimates are illustrated in this

section. The RMSE values for each time step are calculated over a number of MC

simulation runs according to

RMSE =

√√√√ 1

NMC

NMC∑
i=1

||x̂i − xi||2, (3.58)

where xi is the ground truth, x̂i is the filter estimate, and NMC represents the number

of MC runs.

The first set of results illustrate how the filters perform when estimating the

marginal posterior state pdf, p(xk|Z1:k,λk), with measurement and clutter rates as-

sumed known. Only 4 box particles are required to track the crowd. For comparison,

the CPF and SIR PF were also run with 4 particles, however, this resulted in con-

sistent filter divergence due to particle degeneracy. Instead the number of particles

were selected based on achieving a similar computational expense for all algorithms.

The number of MC runs is 100. The resultant RMSE values are illustrated in Figure

3.2. The comparison of the computational complexity for these results are presented
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Table 3.1: MATLAB computational time corresponding to the results in Figure 3.2.

Algorithm Computation Time (s)
Box PF 13.47
CPF 14.43
SIR PF 13.01

in Table 3.1. It is worth noting that the implementation of the Box PF utilises the

INTLAB toolbox [101] for performing interval operations. INTLAB was initially de-

signed and optimised for estimating rounding errors. Utilising alternative methods

for the interval operations could significantly reduce the computational complexity

of the Box PF. The Box PF and CPF are able to lock on to the crowd significantly

faster than the SIR PF. It is noted that the RMSE is generally higher for the Box PF

once all filters have locked onto the crowd. This can be attributed to the approxima-

tions made in the derivation of the marginal posterior state pdf. The SIR PF is also

matched in terms of the model noise and likelihood expression.

A computational complexity analysis for Box PFs for point objects, can be found

for Bernoulli filters in [53] and with a PHD filter [102]. In these works it is shown

that the Box PF for point object tracking requires a significantly smaller number of

box particles compared with the particles needed in the Bernoulli and PHD filters,

including an even greater computational saving.

The second set of results re-iterate the experiment with a significant increase in the

number of particles for the CPF and SIR PF in order to improve tracking performance

with an increase in computational expense. The resultant RMSE values are illustrated

in Figure 3.3, and the computational cost comparison for these results are presented

in Table 3.2. Increasing the number of particles in the CPF and SIR PF decrease the

amount of time required to lock on to the crowd, however, the faster lock comes at a

significantly larger computational burden.
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(a) RMSE corresponding to the location of the centre in the x-coordinate.
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(b) RMSE corresponding to the location of the centre in the y-coordinate.

Figure 3.2: Comparison of the RMSE for the states of the Box PF, CPF and SIR PF
with equal computational complexity.
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(c) RMSE corresponding to the velocity of the centre in the x-coordinate.
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Figure 3.2: Comparison of the RMSE for the states of the Box PF, CPF and SIR PF
with equal computational complexity.(cont.)
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(e) RMSE corresponding to the length of side A.
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Figure 3.2: Comparison of the RMSE for the states of the Box PF, CPF and SIR PF
with equal computational complexity. (cont.)
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(a) RMSE corresponding to the location of the centre in the x-coordinate.
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Figure 3.3: Comparison of the RMSE for the states of the Box PF, CPF and SIR PF
for maximised performance.



3.7 Performance Evaluation 57

0 5 10 15 20 25 30 35 40
0

1

2

3

4

5

6

7

8

9

10

Time (s)

R
M

S
E

 (
m

/s
)

 

 

Box PF − N = 4

CPF − N = 1000

SIR PF − N = 1000

(c) RMSE corresponding to the velocity of the centre in the x-coordinate.
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Figure 3.3: Comparison of the RMSE for the states of the Box PF, CPF and SIR PF
for maximised performance. (cont.)
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(e) RMSE corresponding to the length of side A.
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Figure 3.3: Comparison of the RMSE for the states of the Box PF, CPF and SIR PF
for maximised performance. (cont.)
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Table 3.2: MATLAB computational time corresponding to the results in Figure 3.3.

Algorithm Computation Time (s)
Box PF 13.47
CPF 42.16
SIR PF 45.58

Table 3.3: MATLAB computational time corresponding to the results in Figure 3.4.

Number of Box Particles Computation Time (s)
4 13.47
16 25.22

The third set of results focuses on the effect of jointly estimating the crowd and

clutter measurement rates on the Box PF performance. This is compared with the

performance of the Box PF for the ideal case where crowd and clutter measurement

rates are known. The resultant RMSE values are illustrated in Figure 3.4. The

computational cost comparison for these results are presented in Table 3.3. The joint

estimation results in an increase in the time required to lock onto the crowd, however,

this is overcome by increasing the number of box particles at the cost of an increased

computational burden.

3.7.4 The Realistic Crowd Simulator Results

In the realistic crowd simulator the crowd moves through a corridor which consists

of a bottleneck. The crowd is initialised at the entrance of the bottleneck. This is

illustrated in Figure 3.5. In this section a comparison between the Box PF and CPF

is presented to illustrate the filters operation on the realistic crowd simulator. The

SIR PF is not included since it is incapable of operating without knowledge of the

crowd and clutter measurements which are not available in a realistic situation. The

parameters for the simulations are as follows:
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Figure 3.4: Comparison of the RMSE for the states of the Box PF with crowd and
clutter rate estimation.
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(c) RMSE corresponding to the velocity of the centre in the x-coordinate.
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Figure 3.4: Comparison of the RMSE for the states of the Box PF with crowd and
clutter rate estimation. (cont.)
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(e) RMSE corresponding to the length of side A.
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Figure 3.4: Comparison of the RMSE for the states of the Box PF with crowd and
clutter rate estimation. (cont.)
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(g) RMSE corresponding to the crowd measurement rate.
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Figure 3.4: Comparison of the RMSE for the states of the Box PF with crowd and
clutter rate estimation. (cont.)
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Figure 3.5: Initialisation of the realistic crowd simulator.

• Simulation: The number of entities in the crowd: NT = 100, Simulation time

duration: T = 150 s, Sampling time, Ts = 0.125 s,

• Sensor : Measurement uncertainty: σz1 = σz2 = 0.1 m, Clutter parameters:

Clutter density, ρ = 1× 10−3, Clutter area = Circular region with radius of 100

m about the centre of the crowd,

• Filter Parameters : Number of box particles: N = 16, Number of CPF parti-

cles: N = 1000, Crowd centre dynamics parameters: Velocity correlation time

constant, Tcv = 30 s, Velocity standard deviation parameters, σv,x = σv,y =

1 m/s, Group extent dynamics parameters σa = σb = 0.1 m per time step.

Measurement uncertainties: matched to the sensor parameters. Initialisation:

Initialised in the same manner as for the rectangular group object simulator.

The RMSE for each state, based on the ground truth extracted from the crowd

measurements, are illustrated in Figure 3.6 for both the Box PF and CPF. The
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number of MC runs is 50. The crowd moves through the bottleneck in the vicinity

of 60 seconds. Initially, the CPF struggles to lock on to the crowd. Once locked,

and after the crowd has passed through the bottleneck, the RMSE for the length

corresponding to side a is increased. This is due to several crowd entities spreading

out further away from the majority of the crowd and thus being mistaken as a clutter

measurements.

3.8 Summary

In this chapter the challenging problem of tracking a large number of objects, referred

to as a crowd, was considered. In a crowd, it is assumed that the objects maintain

a certain pattern of motion that is sufficiently described by the kinematics of the

centroid of the crowd. From a modelling perspective, this allows for the crowd to

be treated as a single entity with an extent which varies with time. The state space

model consists of the kinematics of the centroid of the crowd, the dynamic parameters

which describe a shape approximating the extent of the crowd, and the measurement

rates.

Two novel methods, based on the Bayesian framework, were presented. Both

techniques rely on particle approximations since complexities in the state space model

prevent an analytical solution from existing. The first method is based on a Box PF

approach. The Box PF approach is a combination of SMC and interval analysis. The

Box PF method relies on the concept of box particles which have a non-zero volume

in the state space. This translates into a much lower number of box particles being

required to represent the posterior state pdf when compared to standard particle

approaches. Previously, a rigorous solution for the Box PF approach has only been

available for the point target model without clutter. In this chapter a solution is

derived for the crowd tracking problem.

The second method presented is based on the CPF approach. The proposed CPF

is able to deal with multiple measurements, including a high level of clutter. The

CPF is able to resolve the data association problem without the need of estimating
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(a) RMSE corresponding to the location of the centre in the x-coordinate.
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Figure 3.6: RMSE of the Box PF and CPF estimates for the realistic crowd simulator.
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(c) RMSE corresponding to the location of the centre in the y-coordinate.
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Figure 3.6: RMSE of the Box PF and CPF estimates for the realistic crowd simulator.
(cont.)
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(e) RMSE corresponding to the length of side A.
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Figure 3.6: RMSE of the Box PF and CPF estimates for the realistic crowd simulator.
(cont.)
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Figure 3.6: RMSE of the Box PF and CPF estimates for the realistic crowd simulator.
(cont.)
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the measurement rates.

The performance of both methods was analysed in two experiments. The first

experiment was based on a simulated crowd which directly matched the state space

model. The second experiment was based on a realistic crowd simulator where a

group of objects moved through a bottle neck. The experiment results showed that

the Box PF and CPF require a significantly smaller number of (box) particles than

the SIR PF, and are also more robust to initialisation errors.



Chapter 4

MULTIPLE EXTENDED OBJECT

TRACKING

The focus of the previous chapter is on the crowd tracking problem where so-

lutions are presented based on the proposed Box PF and CPF. In this chapter the

related problem of extended object tracking is considered. This problem can be for-

mulated in the same way, however, the focus in this chapter is on dealing with the

unique challenges which are present when considering multiple extended objects. The

superior performance of the Box PF is illustrated in Section 3.7 thus motivating the

work in this chapter which focuses on a Box PF method for multiple extended object

tracking. For the first time it is shown how interval based approaches can be used

to deal with data association by reducing the computational complexity in the data

association process. The method presented in this chapter is based on a novel SMC

approach for multiple extended object tracking. This is in contrast to several RFS

approaches which have been proposed. An overview of these approaches has been

recently presented in [57]. In Section 4.1 details of the general problem formulation

for multiple extended object tracking are given. Section 4.2 includes more specific

details on circular extended object modelling. In Section 4.3 details of the BP PF are

presented. In Section 4.4 the Box PF for multiple object tracking is presented. An

evaluation of the effectiveness of the proposed method is described in Section 4.5.

71
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4.1 Multiple Extended Object Tracking as State and Parameter Esti-

mation

The multiple extended object tracking problem can be formulated as joint state and

parameter estimation in the presence of multiple measurements coming simultane-

ously from the border or surface of multiple objects. It is also considered that some

of the measurements may not originate from an object, in this case referred to as clut-

ter. The latent states of all the objects are combined into a single state vector with

fixed dimension, xk = (x>1,k,x
>
2,k, . . . ,x

>
NT ,k

)>, NT represents the maximum number

of extended objects.

In extended object tracking, each extended object sub-state vector is defined as

xi,k =
(
X>i,k,Θ

>
i,k

)>
. The subset of states, Xi,k, includes all the states related to

the kinematics (e.g. position coordinates, velocities) of the centroid of motion of

the object. This typically includes the position, velocity and any other higher order

position derivatives defined by the motion model. The subset of states, Θi,k, includes

all the parameters used to model the extent of the object. This allows for the extent

of the object to be represented by a variety of parametric shapes.

In a similar fashion to Chapter 3, an unordered set of measurements is collected

at each time step, k, Zk = {z1,k, z2,k . . . zMk,k}. Here the measurements also originate

from either an object or clutter, however, since we have multiple objects the overall

number of measurements is given by Mk =
∑NT

i M i
T,k +MC,k.

4.1.1 Birth and Disappearance of Extended Objects

In multiple object tracking, an object may enter or leave the area observed by the

sensors at any time. This is referred to as the birth or death of an object, respectively.

To cater for a varying number of extended objects, a binary variable representing

the existence of each extended object is introduced, inspired by [118, 107], ek =

(e1,k, e2,k . . . eNT ,k)
> with ei,k ∈ {0, 1}. The existence variable, ei,k, evolves according
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to a Markov chain with the following property,

p(ei,k|ei,k−1 = `) =

 Pe when ei,k = `,

1− Pe otherwise,
(4.1)

where Pe represents the probability of existence.

4.1.2 Problem Formulation within the Bayesian Framework

Similarly to the steps in (2.4) and (2.5), the posterior state pdf for the extended state

vector, sk = (x>k , e
>
k )>, can be updated sequentially based on a prediction step,

p(sk|Z1:k−1) =

∫
p(sk|sk−1)p(sk−1|Z1:k−1)dsk−1, (4.2)

followed by an update step

p(sk|Z1:k) =
p(Zk|sk)p(sk|Z1:k−1)

p(Zk|Z1:k−1)
, (4.3)

where p(sk|Z1:k−1) is the predictive posterior state pdf, p(sk|sk−1) is the state tran-

sition pdf, p(Zk|sk) is the likelihood function and p(Zk|Z1:k−1) is a normalisation

factor.

4.2 Circular Extended Object Modelling

Consider the tracking of extended objects in a two dimensional plane with a circular

extent, without loss of generality. Each objects system sub-states corresponding to

the kinematics of the object is a vector, Xi,k = (xi,k, ẋi,k, yi,k, ẏi,k)
>, which includes

the position coordinates, (xi,k, yi,k), and respective velocity components, (ẋi,k, ẏi,k), of

the extended object. In this scenario the subset of states that includes the parameters

used to model the extent of the object reduces to a scalar representing the radius of

the object, Θi,k = Ri,k.
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4.2.1 State Transition Representation

The state transition pdf can be further factorised as:

p(sk|sk−1) =

NT∏
i=1

p(xi,k|xi,k−1, ei,k, ei,k−1)p(ei,k|ei,k−1). (4.4)

The sub-state transition pdf for the ith object is defined as:

p(xi,k|xi,k−1, ei,k, ei,k−1) =
pb(xi,k) {ei,k, ei,k−1} = {1, 0}

pd(xi,k) {ei,k} = {0}

p(xi,k|xi,k−1) {ei,k, ei,k−1} = {1, 1},

(4.5)

where pb(xi,k) and pd(xi,k) is the probability of an object birth and death respectively,

and p(xi,k|xi,k−1) represents the motion of existent extended objects. In this chapter

the nearly constant velocity motion model [11] is considered as a representation of

this motion. In two dimensions, the state of the object is then given by

Xi,k = AXi,k−1 + ΓηX , (4.6)

where A = diag(A1,A1), A1 =

 1 Ts

0 1

, Γ =

 T 2
s /2 Ts 0 0

0 0 T 2
s /2 Ts

>, Ts

is the sampling interval and ηX ∼ N(0,QX) is the system dynamics noise, with

covariance matrix QX . It is assumed that QX = diag(Q1σ
2
x,Q1σ

2
y), where Q1 = T 4

s /4 T 3
s /2

T 3
s /2 T 2

s

 and σx and σy are the standard deviations for the x and y coor-

dinate, respectively. The evolution model for the extent parameter is assumed to

be

Θi,k = Θi,k−1 + ηΘ, (4.7)

where ηΘ ∼ N(0, σ2
R).
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4.2.2 Likelihood Representation

The likelihood in equation (4.3) can be calculated in various ways with different data

association algorithms. One of the best approaches, which alleviates the combinatorial

complexity in data association, is proposed in [48]. It adopts Poisson assumptions of

the number of measurements originated from the objects and the number of clutter

points. This is an extension of the generalised likelihood function used in Section

3.4, which is equivalent to only considering a single extended object. This generalised

likelihood function is of the form

p(Zk|sk) =
e−
∑

i∈I λT,i

Mk!

Mk∏
m=1

(
ρ+

∑
i∈I

λT,ip(zm,k|xi,k)

)
, (4.8)

where I denotes a set corresponding to the index of active objects at the current time

step, ρ = λC
AC

is the clutter density, and p(zm,k|xi,k) is the measurement likelihood for

a single object.

Consider a scenario where multiple sensors observe the extended objects. The

state of sensor s is given by x̃s,k = (x̃s,k, ỹs,k, α1,k, α2,k)
>, where (x̃s,k, ỹs,k) are the

sensor position coordinates, α1,k and α2,k represent two parameters defining the angle

of view of the sensor. When an extended object is visible from sensor s, the sensor

states and object system sub-states geometrically define the visible border of the

extended object, Vk(xi,k, x̃s,k). The angles α1,k and α2,k, geometrically define another

two angles θ1,k, θ2,k that specify the visible border of the extended object,

Vk(xi,k, x̃s,k) = (xi,k +Ri,k cos(θk), yi,k +Ri,k sin(θk)), (4.9)

where θk ∈ [θ1,k, θ2,k]. For a single time instance k, the jth measurement is related to

a specific point on the visible surface of an extended object. This point is referred to

as the jth point source and denoted by V j
i,k. Selecting a specific value from the angle

set i.e. θjk ∈ [θ1,k, θ2,k], results in the following description of the jth point source,

V j
i,k = (xi,k +Ri,k cos(θjk), yi,k +Ri,k sin(θjk)). (4.10)

The measurement zj,k collected from a sensor is in polar coordinates and con-

sists of range djk and bearing βjk. The observation equation with respect to the jth
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measurement can then be written in the form:

zj,k = (djk, β
j
k)
> = h(V j

i,k) +wj
k, (4.11)

where h(·) is a non-linear function

h(V j
i,k) =


√

(xi,k +Ri,k cos(θjk)− x̃s,k)2 + (yi,k +Ri,k sin(θjk)− ỹs,k)2

tan−1

(
yi,k+Ri,k sin(θjk)−ỹs,k
xi,k+Ri,k cos(θjk)−x̃s,k

)  . (4.12)

The measurement noise wj
k = (wjd,k, w

j
β,k)

>, is assumed to be Gaussian, with a

known covariance matrix Σ = diag(σ2
d, σ

2
β).

The measurement likelihood for a single object consists of the combination of two

pdfs,

p(zj,k|xi,k) =

∫
p(zj,k|V j

i,k)p(V
j
i,k|xi,k)dV

j
i,k, (4.13)

where p(zj,k|V j
i,k) denotes the likelihood of the measurement given a point source, and

p(V j
i,k|xi,k) is the likelihood of the point source given the object sub-states.

One simplified assumption about the distribution of the point sources of measure-

ments, given the object sub-states and the sensor states, is a uniform distribution

along the region Vk(xi,k, x̃s,k), visible from the sensor position, i.e.

p(V j
i,k|xi,k) = UVk(xi,k,x̃s,k)(Vk) =

1

||Vk(xi,k, x̃s,k)||
, (4.14)

where UVk(xi,k,x̃s,k)(·) is a uniform pdf with the support Vk(xi,k, x̃s,k) and ||Vk(xi,k, x̃s,k)||

denotes some measure of the region Vk(xi,k, x̃s,k), such as the Euclidean norm.

A typical assumption about the noise associated with a sensor is a Gaussian dis-

tribution, i.e. p(zj,k|V j
i,k) = N(zjk;h(V j

i,k),Σ), where h(V j
i,k) is the mean, and Σ is the

covariance matrix.
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4.3 The Border Parameterised Particle Filter

No analytical solution exists for the prediction and updating of the posterior state pdf

in (4.2) and (4.3) due to the complexities in the state space model. Therefore, MC

methods that approximate the posterior state pdf are considered. One such method

is the SIR PF, as described in Section 2.1.1, which approximates the posterior state

pdf with a weighted set of particles [8]

p (sk|Z1:k) =
N∑
p=1

w
(p)
k δ

(
sk − s(p)

k

)
, (4.15)

where δ(·) is the Dirac delta function, and the weights, {w(p)
k }Np=1, are normalised so

that
∑

pw
(p)
k = 1.

However, since the measurement likelihood for a single object, p(zj,k|xi,k), is an-

alytically intractable, a MC method is used to approximate it. This modified SIR

PF is referred to as the BP PF [92]. Measurement sources from the visible surface

Vk(xi,k, x̃s,k) of each existent object are required to be sampled. For each particle ex-

istent object subspace, x
(p)
i,k|k−1, the support of p(V j

i,k|x
(p)
i,k|k−1) is defined by a uniform

distribution over the angular range [θ1,k, θ2,k] of the visible border Vk(x
(p)
i,k|k−1, x̃s,k)

with respect to the object center. Then a sampled point source can be obtained by

first sampling from: {
θ

(b,f)
k

}N,F
b=1,f=1

∼
(
U[θ1,k,θ2,k](θk)

)
, (4.16)

followed by the substitution of
{
θ

(b,f)
k

}N,F
b=1,f=1

into equation (4.10), resulting in a

random set of samples denoted as Jk =
{
V

j,(b,f)
i,k

}N, F
b=1,f=1

, where F is the number of

samples from the object border. The Monte Carlo approximation for the measurement
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likelihood for a single object is then given by:

p(zj,k|x(p)
i,k|k−1) =

∫
p(zj,k|V j

i,k)p(V
j
i,k|x

(p)
i,k|k−1)dV j

i,k,

≈ 1

F

∑
V j
i,k∈Jk

p(zj,k|V j
i,k). (4.17)

The BP PF algorithm for multiple extended object tracking is summarised in Algo-

rithm 10.

Algorithm 10 The Border Parameterised Particle Filter for Multiple Extended Ob-
ject Tracking

1: Initialisation
2: Initialise the set of particles, {s(p)

0 }Np=1, sampling from the prior distribution.
3: for k = 1,...,T do
4: Prediction
5: Propagate the particles, {s(p)

k−1}Np=1 with the state transition pdf (equation (4.4))

to obtain the predicted particles, {s(p)
k|k−1}Np=1.

6: Measurement Update
7: Upon the receipt of new measurements:
8: Evaluate the measurement likelihood for a single object, p(zj,k|x(p)

i,k|k−1), ac-

cording to (4.17) for all the measurements within the observability region of
the sensor and all objects.

9: Calculate the weights {w(p)
k }Np=1 using terms from the previous step and equa-

tion (4.8).
10: Output
11: Calculate the estimated state vector x̂k based on the maximum weight:

x̂k = arg max
xk

w
(p)
k (4.18)

12: Resampling If ESS ≤ Nthresh (with e.g. Nthresh = 2N/3) resample the

particles. Finally, reset the weights: w
(p)
k = 1/N .

13: end for

4.4 The Box Particle Filter for Multiple Extended Object Tracking

In contrast to the Box PF for crowd tracking derived in Section 3.4, the Box PF in

this Section is developed to track multiple extended objects with measurements from
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the surface of the objects. It is important to note that the states of sk corresponding

to the existence variables, ek, are still considered to have zero area in the state space.

The prediction step for the multiple extended object Box PF follows the same spirit

as described by equations (3.23) to (3.25), with an inclusion function based on (4.6).

4.4.1 Box Particle Filter Likelihood for Multiple Extended Objects

Brute Force Approach: As noted in Section 4.2.2, the likelihood of a measurement

given a point source, p(zm,k|V m
i,k ), is typically assumed to be Gaussian distributed.

However, since the measurement noise is supposed to be bounded in the Box PF, a

likelihood box is defined as a set containing the measurement and the noise bound-

aries. The interval measurements vector is [zj,k] = ([djk], [β
j
k])
>, where [djk] is the

interval range and [βjk] is the interval bearing of the measurement point j. One way

to describe these components is:

[djk] = djk + [−3σd,+3σd],

[βjk] = βjk + [−3σβ,+3σβ]. (4.19)

The likelihood can then be described by a uniform distribution,

p(zj,k|V m
i,k ) = U[zm,k]

(
h
(
V m
i,k

))
. (4.20)

As in the general PF, the update step for the Box PF assigns a weighting to each

of the predicted box particles. However, it is also required to apply a contractor to

each of the predicted box particles, as described in Section 3.3. Contraction is used

to eliminate regions of the predicted box particles which are not consistent with the

object emitted measurements. This is a challenging task when dealing with extended

objects and clutter. To define the weight updates and contraction, it is required to

derive an expression for the posterior state pdf.

Proposition 1: An alternative form of the generalised likelihood function of equa-
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tion (4.8) is given by,

p(Zk|sk) =
e−
∑

i∈I λT,i

Mk!

(
ρMk +

Mk∑
m=1

(Mk
m )∑
j=1

|I|m∑
n=1

ρMk−m
m∏
`=1

λT,(bm,n)`p(z(am,j)`,k|x(bm,n)`,k)

)
,

(4.21)

where the notation | · | denotes the cardinality of a set, ((am,j)
Mk
m=1)

(Mk
m )

j=1 is a sequence

of sequences corresponding to the index for all combinations of measurements, and

((bm,n)Mk
m=1)

|I|m
n=1 is a sequence of sequences corresponding to the index for all existent

object to measurement associations. Proof: See Appendix B.

Example: consider a state vector for the case of when there are a maximum of three

extended objects, where currently only the first and third objects exist, i.e. I = {1, 3},
with two measurements. The sequences are thus defined as: (a1,1) = (1); (a1,2) = (2);

(a2,1) = (1, 2); (b1,1) = (1); (b1,2) = (3); (b2,1) = (1, 1); (b2,2) = (1, 3); (b2,3) = (3, 1);

(b2,4) = (3, 3), resulting in the following generalised likelihood expression:

p(Zk|sk) =
e−(λT,1+λT,3)

2!

(
ρ2 + ρλT,1p(z1,k|x1,k) + ρλT,3p(z1,k|x3,k) + ρλT,1p(z2,k|x1,k)

+ ρλT,3p(z2,k|x3,k) + λ2
T,1p(z1,k|x1,k)p(z2,k|x1,k) + λT,1λT,3p(z1,k|x1,k)p(z2,k|x3,k)+

λT,3λT,1p(z1,k|x3,k)p(z2,k|x1,k) + λ2
T,3p(z1,k|x3,k)p(z2,k|x3,k)

)
. (4.22)

This example highlights the fact that the evaluation of the generalised likelihood for

a single state results in a summation of terms. Each term corresponds to a unique

measurement association and for each object assigned measurement, an association

with a specific object.

The posterior state pdf can be obtained through the combination of the predictive
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posterior state pdf and generalised likelihood:

p(sk|Z1:k) =
1

αk
p(Zk|sk)p(sk|Z1:k−1),

=
N∑
p=1

w
(p)
k−1e

−
∑

i∈I(p) λT,i

αkMk!

(
ρMkU

[s
(p)
k|k−1

]
(sk) +

Mk∑
m=1

(Mk
m )∑
j=1

|I(p)|m∑
n=1

ρMk−m
m∏
`=1

λT,(bm,n)`×

p(z(am,j)`,k|[x
(p)
(bm,n)`,k|k−1])U

[s
(p)
k|k−1

]
(sk)

)
. (4.23)

The expressions in the product of each of the latter terms can be further reduced

based on the decomposition of the measurement likelihood for a single object, i.e.

equation (4.13). For notational convenience, (am,j)` and (bm,n)` are represented by

a` and b` respectively,

p(za`,k|[x
(p)
b`,k

])U
[s

(p)
k|k−1

]
(sk) =

∫
U

[s
(p)
k|k−1

]
(sk)U[za`,k]

(
h
(
V a`
b`,k

))
UVk(xb`,k

,xs,k)(V
a`
b`,k

)dV a`
b`,k

.

(4.24)

The terms within the integration form a constant function with a support being the

following region

Sa`,b`p =
{
sk∈ [s

(p)
k|k−1]|V a`

b`,k
∈ Vk(xb`,k,xs,k), h

(
V a`
b`,k

)
∈ [za`,k]

}
. (4.25)

This represents a constraint and from its expression it can be deduced that the

predicted supports [s
(p)
k|k−1], from the time update pdf approximation, have to be

contracted with respect to the interval measurements [Zk]. This forms the basis for

a CSP. The application of the CP for a circular extended object is illustrated in

Algorithm 11 and Figure 4.1. The contracted box particle is represented by [s
a`,(p)
k ].

It is important to note that contraction only occurs on the sub-states corresponding to

the object indexed by b`, i.e. [s
a`,(p)
k ] = ([x

(p)
1,k|k−1], ..., [x

a`,(p)
b`,k

], ..., [x
(p)
NT ,k|k−1], [e

(p)
k|k−1])>

where [x
a`,(p)
i,k ] represents the sub-states of object i contracted by the measurement

indexed by a`. Following the definition of the set Sa`,b`p in equation (4.25), equation
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z
2

z
1

Figure 4.1: Illustration of the contraction of a box particle by a single measurement.
The square box represents a measurement. The filled circular region represents the
projection of a box particle sub-states for a single object to the measurement space.
The dotted line illustrates the reduction in the interval shape due to contraction by
the measurement.

(4.24) can be rewritten as follows

p(za`,k|[x
(p)
b`,k

])U
[s

(p)
k|k−1

]
(sk) =

|[sa`,(p)k ]|
|[s(p)

k|k−1]|
U

[s
a`,(p)

k ]
(sk)p(za`,k|[x

(p)
b`,k

]). (4.26)

Note, the notation | · | for a box denotes the interval length (respectively the box

volume in the multidimensional case), in contrast to the cardinality of a set. If

the entire product is considered,
∏m

`=1 p(za`,k|[x
(p)
b`,k

])U
[s

(p)
k|k−1

]
(sk), the contracted box,

U
[s

a1,(p)
k ]

(sk), is further contracted in the same manner as described by equations (4.25)

and (4.26) by each measurement likelihood for a single object. In terms of interval

arithmetic, the product of contracted boxes is equivalent to the intersection of the

box particles contracted by the individual measurements,

m∏
`=1

p(za`,k|[x
(p)
b`,k

])U
[s

(p)
k|k−1

]
(sk) =

|[sa,(p)k ]|
|[s(p)

k|k−1]|
U

[s
a,(p)
k ]

(sk)

m∏
`=1

p(za`,k|[x
(p)
b`,k

]), (4.27)
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where [s
a,(p)
k ] =

⋂m
`=1[s

a`,(p)
k ]. This results in the following reduced form of the posterior

state pdf in (4.23),

p(sk|Z1:k) =

N∑
p=1

w
(p)
k−1e

−
∑

i∈I(p) λT,i

αkMk!

(
ρMkU

[s
(p)
k|k−1

]
(sk) +

Mk∑
m=1

(Mk
m )∑
j=1

|I(p)|m∑
n=1

|[sam,j ,(p,n)
k ]|ρMk−m

|[s(p)
k|k−1]|

×

U
[s

am,j,(p,n)

k ]
(sk)

m∏
`=1

λT,(bm,n)`p(z(am,j)`,k|[x
(p)
(bm,n)`,k

])

)
. (4.28)

This is referred to as a brute force approach since every possible measurement as-

sociation is considered. It is clear from the indices of the summations that a single

predicted box particle can result in a summation of a large number of terms. For

example, in the case of 3 objects and 15 measurements, each predicted box particle

would result in over 1 billion weighted boxes after the update. Thus, the brute force

implementation is not computationally tractable.

Standard Approach: There are two causes for why such a considerable number of

boxes exists. The first cause is the uncertainty in which measurements are from which

objects. This uncertainty can be reduced through the introduction of clustering. The

clustering algorithm assigns the index of each measurement to a single cluster set Ci,

where i ∈ 1, .., Nc, with Nc the total number of clusters, assumed unknown. Measure-

ments which are close to each other, according to a specific metric, are assigned to

the same cluster. The validity of utilising clustering is based on the assumption that

measurements from a single object are typically located within the vicinity of each

other in the measurement space. However, care is taken to ensure that the algorithm

is robust to sub-optimal clustering. Considering clustering, results in the following

approximation of the posterior state pdf:

p(sk|Z1:k) ≈
N∑
p=1

w
(p)
k−1e

−
∑

i∈I(p) λT,i

αkMk!

(
ρMkU

[s
(p)
k|k−1

]
(sk) +

Mk∑
m=1

(Mk
m )∑
j=1

|I(p)|dj∑
n=1

|[sam,j ,(p,n)
k ]|ρMk−m

|[s(p)
k|k−1]|

×

U
[s

am,j,(p,n)

k ]
(sk)

m∏
`=1

λT,(bm,n)`p(z(am,j)`,k|[x
(p)
(bm,n)`,k

])

)
, (4.29)

where dj is the number of clusters that the jth unique combination of object assigned

measurements originates from, and the sequences (bm,n) are reduced to only consider
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the measurements to object associations where measurements from the same cluster

are assigned to the same object. Considering the same example of 3 objects and 15

measurements, if the clustering algorithm results in 3 clusters, each indexing 5 of the

measurements, the number of weighted box particles after the update per predicted

box particle is reduced from over 1 billion to 830 584. Although this reduces the

number of weighted boxes by orders of magnitude for each box particle, this still

results in a large computational burden.

Interval Analysis Approach: The second cause for the large number of boxes is

the uncertainty in which measurements are emitted by an object or are clutter. Using

an interval based approach, it is possible to reduce the number of boxes due to this

uncertainty.

The weight of each term in the posterior state pdf describes how likely the asso-

ciations are, given the measurements. As observed in equation (4.27), each term is

non-zero on the predicted state interval contracted by all the assigned object mea-

surements. This interval is equivalent to the intersection of the contraction results for

each of the measurements assigned as object originated. Each term can have clutter

measurements assigned as object measurements. However, the contraction due to a

clutter measurement can be an interval which does not exist, or is disjoint with the

contracted intervals from the object originated measurements, as illustrated in Figure

4.2. Since the overall result is dependent on the intersection, even a single clutter

measurement assigned as an object measurement may result in the corresponding

term having a zero weight. The computation of these terms can be avoided by ap-

proximating the intersection with the relaxed intersection. The relaxed intersection,

first introduced in [66], corresponds to the classical intersection between intervals with

the exception that it is allowed to relax a certain number of intervals in order to avoid

an empty intersection. Utilising the relaxed intersection, the following approximation
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Figure 4.2: Illustration of the consistency between a set of box particles and object
or clutter measurents.

for the posterior state pdf is obtained,

p(sk|Z1:k)≈
N∑
p=1

w
(p)
k−1e

−
∑

i∈I(p) λT,i

αkMk!

(|I(p)|d∑
n=1

|[sa,(p,n)
k ]|ρMk−u

|[s(p)
k|k−1]|

×

U
[s

a,(p,n)
k ]

(sk)

u∏
`=1

λT,(bn)`p(z(a)`,k|[x
(p)
(bn)`,k

])

)
, (4.30)

where u is the number of consistent intervals which results in a non-empty relaxed

intersection. In order to determine the contracted state, [s
a,(p,n)
k ], the sub-states of

each object are considered individually, with ui the corresponding number of consis-

tent intervals for object sub-state i. The index for all the measurements assigned

to object i, according to clustering, is defined by the set B. Since only these mea-

surements contract the sub-state of object i, the resulting contraction result for all

measurements is given by [x
a,(p,n)
i,k ] =

{|B|−ui}⋂
`∈B [x

`,(p,n)
i,k ] with u =

∑
i∈I(p) ui.

Considering the same example of 3 objects and 15 measurements, if the clustering

algorithm results in 3 clusters, each indexing 5 of the measurements, the number of



86 Multiple Extended Object Tracking

weighted box particles after the update per predicted box particle is reduced from 830

584 with the approximate posterior in (4.29) to 27 with the approximate posterior in

(4.30).

Two issues remain with the calculation of the approximate pdf in (4.30). Firstly,

the relaxed intersection does not explicitly indicate the indices of the u measurements

which result in the non-zero intersection, which means it is not possible to evaluate

the corresponding measurement likelihood for a single object. Secondly, it is required

to ensure that the box particle weight is represented by a single scalar value. If the

measurement likelihood for a single object could be evaluated, this result may not

be the case. There are several approaches which could be used to overcome this,

such as selecting the midpoint of the box particle for evaluation of the measurement

likelihood for a single object. However, the approach adopted here overcomes both

the remaining issues by approximating the measurement likelihood for a single object

with a uniform distribution, as done previously in Section 3.4,

p(zj,k|xi,k) ≈ Ur(xi,k)(zj,k). (4.31)

This approximation is based on the fact that the magnitude of the uncertainty in

the sensor is in general significantly smaller than the extent of the object. In sum-

mary, the posterior at the previous time step, p(sk−1|Z1:k−1), is approximated by

{w(p)
k−1, [s

(p)
k−1]}Np=1, and the posterior at the current time step, p(sk|Z1:k) is approxi-

mated by {{w(p,n)
k , [s

(p,n)
k ]}Np=1}

|I(p)|d
n=1 , where [s

(p,n)
k ] = [s

a,(p,n)
k ], and

w
(p,n)
k =

w
(p)
k−1e

−
∑

i∈I(p) λT,i |[sa,(p,n)
k ]|ρMk−u

|[s(p)
k|k−1]|

∏
`∈I(p)

(
λT,`

|[r(x`,k)]|

)u`
. (4.32)

4.4.2 Box Particle Filter Resampling

The number of box particles representing the posterior state pdf grows randomly with

each time step. To curb the increase in the number of box particles, a resampling step
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is introduced, where the number of resampled particles is equal to the original number

of box particles. In addition, the resampling step also relieves particle degeneracy.

The resampling step in the Box PF differs from the resampling step of the general PF.

The resampling step in the Box PF can be performed by a division of box particles [53]

(the box particle which has been selected n times during resampling can be partitioned

into n disjoint smaller boxes) or by other techniques.

The algorithm of the Box PF for multiple extended object tracking is given in

Algorithm 12.

4.5 Performance Evaluation

4.5.1 Testing Environment

The Box PF for multiple extended object tracking performance is evaluated using data

obtained from the HAMLeT (Hazardous Material Localisation and Person Tracking)

system environment [125] (Fraunhofer FKIE, Germany). The data is from a pro-

totype security system developed by an EU funded project, representing an airport

corridor. This data consists of range and bearing components obtained by three laser

rangefinder devices. These devices have a scan interval of 0.5◦, scan area of 360◦, and

provide data at a scan rate of 10 Hz. They are positioned at three key locations in

a curved corridor (see Figure 4.3). The scenario presented in this section consists of

three persons who enter and traverse the corridor while being observed by the sen-

sors. Throughout their motion, each person moves in and out of the area visible by

the sensors at different times. The sensors are positioned on the wall at the level of

height of the hip. The high resolution of the measurement devices allowed for the

manual visual extraction of ground truth for the centroid of the objects. This was

required since no other sensors, e.g. global positioning system (GPS), were available

for ground truth collection.
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Figure 4.3: The layout of the corridor for the experiments. The three laser scanner
devices are indicated with crossed boxes at the lower part of the graph. In this
snapshot several measurements from the sensor located at the top left of the figure
are displayed.
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4.5.2 Performance Comparison

A comparison is made between the performance of the BP PF and Box PF over

100 MC runs. The measurements are perturbed by the measurement noise for each

run. See Section 3.7.1 for details about the computing platform. The performance

is evaluated based on the Optimal Sub-Pattern Assignment (OSPA) [104] for the

position of the objects, cardinality for the existent variables, the statistics of the

existent object extents, and the average simulation time. It is worth highlighting that

in contrast to the extracted filter estimates in Chapter 3, here the particle with a

maximum weight is selected as the filter estimate since particles can have a different

number of existent objects being tracked.

4.5.3 Filter Parameters and initialisation

The Box PF utilises the DBSCAN algorithm [42] for clustering. This is a density

based clustering algorithm which groups the measurements that are closely packed

together into a single cluster. This clustering algorithm is well suited to the problem

as it does not require knowledge of the number of clusters, and the density of the

measurements from each object is consistent. DBSCAN requires two parameters,

ε = 0.43, related to the density of the clusters, and the minimum number of points

required to form a dense region, which is selected as 1.

The other parameters used in simulation for the performance evaluation are as

follow: σx = 0.05m/s2, σy = 0.05m/s2, σR = 0.05m, σd = 0.025, σβ = 0.1π/180,

Ts = 1 s, λT = 50, ρ = 1× 10−4, Pe = 0.9, F = 30.

The filters utilise a uniform distribution to initialise each object sub-state when

an object birth occurs. In the case of the Box PF, the same uniform region where

the BP PF randomly generates particles from is subdivided so that the entire region

is encompassed by all the box particles. This region, for each object sub-state, is

located at the entrance/exit of the corridor: xc = [−1.5;−0.5] ∪ [0.5; 1.5] m, ẋc =

[−0.1; 0.1] m/s, yc = [−1; 0] m, ẏc = [−0.1; 0.1] m/s, R = [0; 0.3] m, see Figure 4.3 as

reference.
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Figure 4.4: Comparison of the average OSPA for the BP PF with 5000 particles and
the Box PF with 32 particles.

4.5.4 Results

The performance of the filters is examined for 3 cases: a small, medium, and large

number of particles. The average OSPA results for each case are illustrated in Figures

4.4 to 4.6. The spikes in the results correspond to a mismatch in cardinality. This

is caused by the fact that only a small number of measurements are observed from

the objects when they first enter the observable region of a sensor. As expected,

decreasing the number of particles increases the amount of error, however, it is worth

noting that a decrease in the number of particles for the BP PF also causes the filter

to become unstable when three objects are within the scene.

The average cardinality results for each case are illustrated in Figures 4.7 to 4.9.

The cardinality of the Box PF is significantly more robust to different numbers of box

particles.

The performance of the filters for the estimation of the extent parameter is il-
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Figure 4.5: Comparison of the average OSPA for the BP PF with 2500 particles and
the Box PF with 16 particles.
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Figure 4.6: Comparison of the average OSPA for the BP PF with 1000 particles and
the Box PF with 4 particles.
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Figure 4.7: Comparison of the average cardinality for the BP PF with 5000 particles
and the Box PF with 32 particles.
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Figure 4.8: Comparison of the average cardinality for the BP PF with 2500 particles
and the Box PF with 16 particles.
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Figure 4.9: Comparison of the average cardinality for the BP PF with 1000 particles
and the Box PF with 4 particles.

lustrated by the mean and standard deviation of the extent parameter for all active

objects over all time steps, this is illustrated in Table 4.1. The contraction operation

leads to the Box PF sustaining significantly lower variations in the extent, even with

higher numbers of particles.

The computational time for each of the considered cases and both filters is given in

Table 5.2. It is noted here that employing the INTLAB [101] toolbox with MATLAB

for performing the Box PF simulation is just one way of implementing the Box PF

code. This toolbox was initially designed and optimised for estimating rounding

errors. Faster realisations of the Box PF in C/C++ are also possible. For instance,

in [103] the Box Probability Hypothesis Density Filter is shown to be 10.9 times

faster than the Probability Hypothesis Density Filter working with point particles

(both implemented in C++). Further optimisation is considered possible for the Box

PF realisation, thus the results in Table 5.2 would represent a minimum efficiency

improvement. The Box PF is also a very attractive solution from the perspective of
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Table 4.1: Existent object extent statistics.

Algorithm N Mean (m)
Standard
Deviation
(m)

Box PF
4 0.23 0.03
16 0.21 0.04
32 0.2 0.05

BP PF
1000 0.24 0.13
2500 0.23 0.13
5000 0.21 0.11

Table 4.2: Average MATLAB computational time comparison.

Algorithm N Computation Time (s)

Box PF
4 43.38
16 118.56
32 282.24

BP PF
1000 67.68
2500 168.53
5000 417.66
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distributed estimation, as shown in [61].

An attractive benefit of the Box PF, not clearly illustrated in the results presented

thus far, is the ability of the filter to handle large regions of initial uncertainty. For

example, the prior distribution on the sub-states related to the velocity components of

each object is a uniform distribution with the following region of support: [−0.1, 0.1].

This region caters for objects moving in any direction and was sufficient for the objects

in the examined scenario, but when the magnitude is increased, the BP PF is unable

to lock on to new born objects. This is due to the fact that the velocity of the object

is not directly observed, causing the filter to diverge. However, due to contraction and

the division of boxes in the resampling step, the Box PF is capable of handling larger

regions of uncertainty. As an example, increasing the region to [−1, 1], caused the BP

PF to diverge in all three cases, where the Box PF performance was unaffected. This

issue can be resolved by the BP PF by utilising a larger number of particles, but this

comes at the cost of a greater computational complexity.

4.6 Summary

In this chapter, a Box PF method for multiple extended object tracking was presented.

The extended objects are represented by a joint state vector which consists of the

kinematics of the centroid of the objects, and parameters that describe a shape used

to approximate the extent of the objects. In addition, an existence variable was

introduced to cater for the appearance and disappearance of objects.

A theoretical derivation of the generalised likelihood function of the Box PF was

presented. The proved equation is further modified to minimise the computational

complexity.

The performance of the Box PF for multiple extended object tracking was evalu-

ated with real data from laser rangefinder sensors. Three sensors were used to monitor

people walking through a corridor. The extent of each person was modelled with a

circle. The results have shown that the Box PF can work efficiently with four to

thirty two box particles, whereas the PF working with point particles needs several
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thousands of particles to achieve the same accuracy. The Box PF has been shown

to have several advantages when compared to the BP PF. This includes a significant

computational gain, more than 32%, which could potentially be further exploited

through an implementation on a platform that is efficient in interval arithmetic. The

Box PF exhibits robustness for a significantly smaller number of box particles which

completely encompass the initialisation region.
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Algorithm 11 CP algorithm for Circular Extended Objects

1: Input: [x
(p)
i,k ],[x

(p)
i,k−1], [zm,k].

2: Let [x
m,(p)
i,k ] = [x

(p)
i,k ], and DONE = FALSE.

3: while DONE == FALSE do
3: Transform the range and bearing measurements into the x-y plane using an

inclusion function:

[z1] = [Cz1 ] ([dmk ] , [βmk ]) ,

[z2] = [Cz2 ] ([dmk ] , [βmk ]) ,
(4.33)

4: Contract the intervals with each constraint:[
x
m,(p)
i,k

]
=
[
x
m,(p)
i,k

]
∩

(
[z1]±

√[
R

(p)
i,k

]2

−
(

[z2]−
[
y
m,(p)
i,k

])2
)
, (4.34)

[
ẋ
m,(p)
i,k

]
=
[
ẋ
m,(p)
i,k

]
∩


[
x
m,(p)
i,k

]
−
[
x

(p)
i,k−1

]
Ts

 ,

[
y
m,(p)
i,k

]
=
[
y
m,(p)
i,k

]
∩

(
[z2]±

√[
R

(p)
i,k

]2

−
(

[z1]−
[
x
m,(p)
i,k

])2
)
,

[
ẏ
m,(p)
i,k

]
=
[
ẏ
m,(p)
i,k

]
∩


[
y
m,(p)
i,k

]
−
[
y

(p)
i,k−1

]
Ts

 ,

[
R
m,(p)
i,k

]
=
[
R
m,(p)
i,k

]
∩

(√(
[z1]−

[
x
m,(p)
i,k

])2

+
(

[z2]−
[
y
m,(p)
i,k

])2
)
,

[z1] = [z1] ∩

([
x
m,(p)
i,k

]
±
√[

R
m,(p)
i,k

]2

−
(

[z2]−
[
y
m,(p)
i,k

])2
)
,

[z2] = [z2] ∩

([
x
m,(p)
i,k

]
±
√[

R
m,(p)
i,k

]2

−
(

[z1]−
[
x
m,(p)
i,k

])2
)
.

5: Contract the original measurements with the contracted converted measure-
ments:

[dmk ] = [dmk ] ∩
[
C−1
z1

]
([z1] , [z2]) ,

[βmk ] = [βmk ] ∩
[
C−1
z2

]
([z1] , [z2]) ,

(4.35)

6: If convergence criterion is met (e.g. difference in the size of pre-contracted and
contracted boxes is below a threshold), DONE = TRUE.

7: end while
8: Output: [x

m,(p)
i,k ].
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Algorithm 12 A Box Particle Filter for Multiple Extended Object Tracking

1: Initialisation
2: Initialise the set of box particles, {[x(p)

0 ]}Np=1, sampling from the prior distribution.

3: for k = 1,...,T do
4: Prediction
5: Generate the predicted box particles, , {[x(p)

k|k−1]}Np=1, by propagating the box
particles through the state evolution model and applying interval inclusion func-
tions as described in [67, 65].

6: Measurement Update
7: Upon the receipt of new measurements:
8: Convert the measurements into measurement boxes, [Zk].
9: Cluster the measurements to obtain the set Ci, where i ∈ 1, .., Nc.

10: Solve the CSP in (4.25) using the CP algorithm (i.e. Algorithm 11), to obtain

the contracted box particles for each measurement [s
a`,(p,n)
k ].

11: Determine the combined contracted box particle, [s
a,(p,n)
k ], and the number of

consistent intervals, u, through the calculation of the relaxed intersection.
12: Generate the set of weighted box particles according to (4.32).
13: Output
14: Obtain a box estimate for the state of the extended objects based on the max-

imum weight:
[x̂k] = arg max

xk

w
(p)
k (4.36)

and a point estimate x̂k for the extended shape using the mid-points of the box
estimates of the state vector [x̂k].

15: Resampling Resample N particles with high weights by division. Finally,
reset the weights: w

(p)
k = 1/N .

16: end for



Chapter 5

OBJECT TRACKING WITH TALL

DATA

In Chapters 3 and 4, object tracking scenarios with modelling complexities intro-

duced by receiving multiple measurements at each time step were considered. An

additional complexity associated with receiving multiple measurements at each time

step is an increase in the computational load. This computational expense increases

as the number of measurements grows. In this chapter, the focus is shifted to the

problem of efficiently processing excessively large amounts of data for object tracking

applications, which would other wise hinder the algorithms from being viable solu-

tions. Typically in these scenarios measurement reduction techniques are utilised, e.g.

gating [10], as a mechanism that attempts to remove uninformative measurements.

However, these techniques may be limited in applications where sensors are capable

of returning a large number of informative measurements, e.g. a 3D LiDAR sensor

can return 2.2 million measurements per second [117]. Section 5.1 begins with an

overview of recent advances made in SMCMC for object tracking. In Section 5.2

the concept of adaptive subsampling is presented and incorporated into the SMCMC

framework. In contrast to subsampling the large amounts of data, Section 5.3 and 5.4

present a divide and conquer approach where batches of measurements are processed

in parallel. This is based on the incorporation of the EP algorithm within an SMCMC

and PF framework. Finally, Section 5.5 illustrates the performance of the proposed

methods through a number of simulated examples.

99
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5.1 Advances in Sequential Markov chain Monte Carlo for Object Track-

ing

The SMCMC filter described by Algorithm 5 was shown to work well in state space

models containing a high number of dimensions when compared to techniques relying

on importance sampling, however, this direct approach results in a high computational

expense. It was proposed in [108] to consider targeting the joint filtering posterior

state pdf of xk and xk−1,

p(xk,xk−1|z1:k) ∝ p(zk|xk)p(xk|xk−1)p(xk−1|z1:k−1), (5.1)

as the equilibrium distribution in order to help alleviate the high computational de-

mand. In a similar fashion, an approximation for the joint filtering posterior state

pdf can be obtained through MCMC methods by representing p(xk−1|z1:k−1) with a

set of unweighted particles. This approach has the advantage of avoiding the direct

MC computation of the predictive posterior density. Furthermore, the approximation

can be trivially marginalised to obtain the filtering posterior state pdf of interest.

More specifically, at each time step, samples from the joint filtering posterior state

pdf are obtained by the MH algorithm, referred to as a joint draw, as both xk and

xk−1 are sampled simultaneously. However, sampling from a higher dimensional space

decreases the likelihood of acceptance in the MH algorithm. Therefore, this is followed

by Gibbs sampling of the marginals of the joint filtering posterior state pdf. By de-

composing the state vector with Nd dimensions into P disjoint sub-states, {xΩp,k}Pp=1,

such that
⋃
p Ωp = {1, ..., Nd} and Ωp ∩ Ωq = ∅, ∀p 6= q, then the corresponding

marginals include {p(xΩq ,k|z1:k)}Pp=1 and p(xk−1|z1:k). Since the expressions of these

marginals are unknown and cannot be sampled from, the implementation consists of

a MH sampler embedded within the Gibbs sampler, also known as Metropolis-within-

Gibbs. This is referred to as the refinement step and aids in the mixing of the chain.

An appropriate burn in period, Nb, is introduced to minimise the effect of the initial

values of the Markov chain. This approach is highlighted by Algorithm 13 and is
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referred to as standard SMCMC.

Algorithm 13 Standard Sequential Markov Chain Monte Carlo

1: Initialise particle set: {x(j)
0 }Nj=1

2: for k = 1,...,T do
3: for m = 1,...,N +Nb do
4: Joint Draw
5: Propose {x∗k,x∗k−1} ∼ q1

(
xk,xk−1|xm−1

k ,xm−1
k−1

)
6: Compute the MH acceptance probability ρ1 =

min

(
1,

p(x∗k,x
∗
k−1|z1:k)

q1(x∗k,x
∗
k−1|x

m−1
k ,xm−1

k−1 )
q1(xm−1

k ,xm−1
k−1 |x

∗
k,x
∗
k−1)

p(xm−1
k ,xm−1

k−1 |z1:k)

)
7: Accept {xmk ,xmk−1} = {x∗k,x∗k−1} with probability ρ1

8: Refinement

9: Propose {x∗k−1} ∼ q2

(
xk−1|xmk ,xmk−1

)
10: Compute the MH acceptance probability ρ2 =

min

(
1,

p(x∗k−1|x
m
k ,z1:k)

q2(x∗k−1|x
m
k ,x

m
k−1)

q2(xm
k−1|x

m
k ,x

∗
k−1)

p(xm
k |x

m
k−1,z1:k)

)
11: Accept xmk−1 = x∗k−1 with probability ρ2

12: Divide xk into P disjoint blocks {Ωp}Pp=1 such that⋃
p Ωp = {1, ..., Nd} and Ωp ∩ Ωq = ∅,∀p 6= q

13: for p = 1,...,P do
14: Propose {x∗Ωp,k

} ∼ q3,p

(
xΩp,k|xmk ,xmk−1

)
15: Compute the MH acceptance probability ρ3,p =

min

(
1,

p(x∗Ωp,k
|xm

k−1,z1:k)

q3,p(Ωp,x∗k|x
m
k ,x

m
k−1)

q3,p
(
xm

Ωp,k
|x∗k,x

m
k−1

)
p(xm

Ωp,k
|xm

k−1,z1:k)

)
16: Accept xmΩp,k

= x∗Ωp,k
with probability ρ3,p

17: end for
18: end for
19: Approximation of the marginal posterior distribution with the following empirical

measure:
p̂(xk|z1:k) = 1

N

∑N+Nb
j=Nb+1 δ(xk − x

(j)
k )

20: end for

It is worth noting that there is a considerable amount of flexibility in the structure

of SMCMC based methods. This has resulted in an abundance of related works, such

as the utilisation of multiple MCMC chains, that interact with genetic algorithm

inspired operators [106, 24]. However, the focus of these methods have been on

increasing the MCMC convergence rate, and still requires the evaluation of all the

measurements.
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5.2 Adaptive Subsampling Sequential Markov chain Monte Carlo

In the standard SMCMC algorithm, calculating the acceptance probabilities, ρ1 and

ρ3,p, requires the evaluation of all the measurements. In this section the concept of

adaptive subsampling and SMCMC are merged to reduce this computational burden.

Looking back at the standard MH sampler in Algorithm 3, the expression in (2.15)

can be further developed by applying Bayes’ rule and assuming that there are M

conditionally independent measurements, zi:

u <
p(x∗)q(xm−1|x∗)
p(xm−1)q(x∗|xm−1)

M∏
i=1

p(zi|x∗)
p(zi|xm−1)

. (5.2)

The previous state of the chain is stored as the current state, xm = xm−1, when the

proposed sample does not meet this criterion. Further manipulating this expression

into a form with the likelihoods isolated results in:

1

M
log

[
u
p(xm−1)q(x∗|xm−1)

p(x∗)q(xm−1|x∗)

]
<

1

M

M∑
i=1

log

[
p(zi|x∗)
p(zi|xm−1)

]
,

ψ(xm−1,x∗) < ΛM (xm−1,x∗). (5.3)

When the number of measurements is very large, the log likelihood ratio becomes the

most computationally expensive part of the standard SMCMC algorithm. To reduce

the computational complexity, a MC approximation for the log likelihood ratio has

been proposed [14]:

ΛSm(xm−1,x∗) =
1

Sm

Sm∑
i=1

log

[
p(zi,∗|x∗)
p(zi,∗|xm−1)

]
(5.4)

where the set z∗ = {z1,∗, ...,zSm,∗} is drawn uniformly without replacement from the

original set of M measurements.

The difficulty which arises is in selecting a minimum value for Sm that results

in a set of subsampled measurements that contain enough information to make the

correct decision in the MH sampler. To overcome this difficulty in standard MCMC
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for static inference, the authors in [12] proposed to use concentration inequalities

which provide a probabilistic bound on how functions of independent random variables

deviate from their expectation. In this case, the independent random variables are

the log likelihood ratio terms. Thus, it is possible to obtain a bound on the deviation

of the MC approximation in (5.4) from the complete log likelihood ratio:

P (|ΛSm(xm−1,x∗)− ΛM(xm−1,x∗)|≤ cSm)≥1− δSm (5.5)

where δSm > 0, and cSm is dependent on which inequality is used. There are several

inequalities which could be used, including the empirical Bernstein inequality [9, 14],

which results in:

cSm =

√
2VSm log(3/δSm)

Sm
+

3R log(3/δSm)

Sm
(5.6)

where VSm represents the sample variance of the log likelihood ratio, and R is the

range given by

R = max
1≤i≤M

{
log

[
p(zi|x∗)
p(zi|xm−1)

]}
− min

1≤i≤M

{
log

[
p(zi|x∗)
p(zi|xm−1)

]}
(5.7)

Looking back at the standard SMCMC approach, the joint draw is accepted based

on the condition ΛM(x∗,xm−1) > ψ(x∗,xm−1). It is required to relate this expression

in terms of the MC approximation of (5.4). Since the MC approximation is bounded,

it is not possible to make a decision when the value of ψ(x∗,xm−1) falls within the re-

gion specified by the bound. Thus it is required that |ΛSm(xm−1,x∗)−ψ(x∗,xm−1)| >

cSm , where | · | represents the absolute value, in order to be able to make a decision,

with probability at least 1− δSm .

This forms the underlying principle for the creation of a stopping rule [12, 88].

Let δs ∈ (0, 1) be a user specified input parameter. The idea is to sequentially

increase the size of Sm while at the same time checking if the stopping criterion,

|ΛSm(xm−1,x∗)− ψ(x∗,xm−1)| > cSm , is met. If the stopping criterion is never met,

then this will result in Sm = M , i.e. requiring the evaluation of all the measurements.
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Selecting δSm = ps−1
psSm

ps δs results in
∑

Sm≥1 δSm ≤ δs. The event

E =
⋂
Sm≥1

{
|ΛSm(xm−1,x∗)− ΛM(xm−1,x∗)| ≤ cSm

}
(5.8)

thus holds with probability at least 1− δs by a union bound argument.

This iterative procedure allows for an adaptive size of the number of measurements

required to be evaluated. However, there is cause for concern with the definition of the

stopping rule. That is the fact that the range, R, used in the calculation of (5.6), is

dependent on the log likelihood for all M measurements. Calculating this range would

thus inherently require at least the same number of calculations as in the standard

SMCMC approach. In certain applications it may be possible to obtain an expression

for the range which is independent of the measurements, however, this is not the

general case. In order to overcome the computational complexity of the calculation

of the range, and to reduce the sample variance VSm in the bound, a control variate

has been introduced in [13], referred to as a proxy:

℘i(x
m−1,x∗) ≈ log

[
p(zi|x∗)
p(zi|xm−1)

]
. (5.9)

Thus the MC approximation in (5.4) is augmented into

ΛSm
1 (xm−1,x∗)=

1

Sm

Sm∑
i=1

log

[
p(zi,∗|x∗)
p(zi,∗|xm−1)

]
− ℘i(xm−1,x∗).

It is required to amend the MH acceptance accordingly to take the inclusion of the

proxy into account.

In [14], it was proposed to utilise a Taylor series as an approximation for the

log likelihood, `i(x) = log p(zi|x). Since object tracking scenarios are typically time

sensitive, a first order Taylor series is proposed to minimise computational cost,

ˆ̀
i(x) = `i(x

+) + (∇`i)>x+ · (x− x+), (5.10)
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where (∇`i)x+ represents the gradient of `i(x) evaluated at x+. This results in the

following form of the proxy

℘i(x
m−1,x∗) = ˆ̀

i(x
∗)− ˆ̀

i(x
m−1),

= (∇`i)>x+ · (x∗ − xm−1). (5.11)

With the inclusion of the proxy, the range, R, is now computed as,

R = max
1≤i≤M

{
log

[
p(zi|x∗)
p(zi|xm−1)

]
− ℘i(xm−1,x∗)

}
− min

1≤i≤M

{
log

[
p(zi|x∗)
p(zi|xm−1)

]
− ℘i(xm−1,x∗)

}
. (5.12)

An upper bound for the range, RB, can be derived, i.e. where RB ≥ R, which can

be computed efficiently

RB = 2 max
1≤i≤M

{∣∣∣∣log

[
p(zi|x∗)
p(zi|xm−1)

]
− ℘i(xm−1,x∗)

∣∣∣∣}
= 2 max

1≤i≤M

{∣∣∣`i(x∗)−`i(xm−1)− ˆ̀
i(x
∗)+ ˆ̀

i(x
m−1)

∣∣∣}
= 2 max

1≤i≤M

{∣∣B(x∗)−B(xm−1)
∣∣} (5.13)

where B(x) = `i(x)− ˆ̀
i(x) is the remainder. The Taylor-Lagrange inequality states

that if |∇2(`i(x))| ≤ Y , where ∇2(`i(x)) represents the Hessian of the log likelihood,

on some interval I = [a, b], then the remainder term, B(x), can be upper bounded

according to |B(x)| ≤ Y |x−x+|2
2

on the same interval I. Finally, based on the triangle

inequality, an upper bound on the range term is given by

RB = 2
∣∣|B(x∗)|+

∣∣B(xm−1)
∣∣∣∣ ,

=
∣∣∣Y (∣∣x∗ − x+

∣∣2 +
∣∣xm−1 − x+

∣∣2)∣∣∣ . (5.14)

The complete adaptive subsampling SMCMC approach is illustrated by Algorithms 14

and 15.
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5.3 Expectation Propagation Sequential Markov Chain Monte Carlo

In the previous approach, reduction in computational complexity was based on Bayesian

filtering with only a subset of all of the data. In contrast, the algorithm presented

in this section utilises all of the data in a distributed way. The only way to achieve

computational efficiency is to consider a divide and conquer based approach which

processes subsets of the data in parallel. Firstly, the set ofMk measurements is divided

into D subsets of measurements such that zk =
⋃D
d=1 zd,k and zi,k

⋂
zj,k = ∅ : i 6= j.

The joint filtering posterior state pdf in equation (5.1) is further factored,

p(xk,xk−1|z1:k) ∝ p(xk|xk−1)p(xk−1|z1:k−1)
D∏
d=1

p(zd,k|xk). (5.15)

The D subsets of measurements are processed in parallel on D computing nodes.

The challenge in divide and conquer based approaches is in combining the results

from the computing nodes to obtain samples from the joint filtering posterior state

pdf. A natural method of doing this is through the utilisation of concepts from EP1.

EP is a variational message passing scheme [86], the EP framework allows for the

incorporation of inference from all other D − 1 computing nodes as a prior in the

inference step for any given computing node. This is achieved by approximating the

likelihood of the D− 1 sets of measurements from the other computing nodes with a

distribution from the exponential density family,

π(xk|η) = h(x)g(η) exp
{
η>u(x)

}
, (5.16)

where η represents the natural parameters (NPs) and u(x) is a function which varies

depending on the member of the exponential family. The local joint filtering posterior

state pdf for computing node d is then given by:

pd(xk,xk−1|z1:k) ∝ p(zd,k|xk)p(xk|xk−1)p(xk−1|z1:k−1)
∏
i 6=d

π(xk|ηi). (5.17)

1Refer to Appendix D for a review of the EP algorithm.
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Each local joint filtering posterior state pdf is an approximation of the joint filtering

posterior state pdf in (5.15).

The algorithm proceeds iteratively, beginning with the application of MCMC to

draw a batch of samples from (5.17) on each computing node. The NPs of each

computing node, ηd, are then determined. This is done by firstly considering the

marginalised local filtering posterior state pdf,

pd(xk|z1:k) ∝ p(zd,k|xk)p(xk|z1:k−1)
∏
i 6=d

π(xk|ηi). (5.18)

A discrete approximation for the marginalised local filtering posterior state pdf can

be cheaply obtained from the MCMC samples drawn from the local joint filtering pos-

terior state pdf. Further, by replacing the likelihood expression with the approximate

likelihood term:

p̂d(xk|z1:k) ∝ π(xk|ηd)p(xk|z1:k−1)
∏
i 6=d

π(xk|ηi). (5.19)

The idea is to select the NPs, ηd, in a manner which results in the minimisation of

KL(pd(xk|z1:k)||p̂d(xk|z1:k)), where KL( · ) refers to the Kullback-Leibler divergence.

It has been shown [21] that the minimisation occurs when:

Epd(xk|z1:k) [u(x)] = Ep̂d(xk|z1:k) [u(x)] , (5.20)

where E [ · ] represents the expectation, which corresponds to matching the expected

sufficient statistics. Approximating the discrete distributions with the same exponen-

tial density family as the likelihood term approximation, i.e.. π(xk|ηp,d) ≈ pd(xk|z1:k)

and π(xk|ηf,d) ≈ p(xk|z1:k−1), results in the NPs being determined by:

ηd = ηp,d −

(
ηf,d +

∑
i 6=d

ηi

)
. (5.21)

Finally, the NPs are distributed to all D \ d computing nodes, followed by the next
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iteration. The number of iterations is dependent on the rate of convergence of ηd and

is treated as a fixed parameter. The EP SMCMC algorithm is described by Algorithm

16.

5.3.1 Proposal Distributions

The standard SMCMC framework consists of two sampling stages, the joint draw and

refinement step. However, the framework is flexible in the sense that both sampling

stages sample from the target distribution and are thus not both necessarily required

for operation. The joint draw has the advantage of only requiring a single evalua-

tion of the measurements. The refinement step introduces additional computational

complexity but has also shown to significantly increase the efficiency of the sampling

in higher dimensional state space models. Once an appropriate architecture for the

SMCMC is selected, there is additional flexibility which arises in the form of selection

of the proposal distributions. A common choice for the joint draw is to utilise the

following proposal distribution:

q1

(
xk,xk−1|xm−1

k ,xm−1
k−1

)
= p(xk|xk−1)

1

N

N+Nb∑
j=Nb+1

δ(xk−1 − x
(j)
k−1). (5.22)

In this case, the MH acceptance probability simplifies to a ratio of two likelihoods.

This is typically followed by the following proposal distributions for the refinement

step:

q2

(
xk−1|xmk ,xmk−1

)
= p(xk−1|xk, z1:k)

=

Nb+N∑
j=Nb+1

p(xk = xmk |x
j
k−1)∑N

i p(xk = xmk |xik−1)
δ(xk−1 − x

(j)
k−1), (5.23)

and

q3,p

(
xΩp,k|xmk ,xmk−1

)
= p(xΩp,k|z1:k,xk−1,x{1,...,Nd}\Ωp,k), (5.24)

thus the acceptance ratios ρ2 and {ρ3,p}Pp=1 will be equal to 1, leading to a refinement

stage equivalent to a series of “perfect” Gibbs samplers [98].

However, sampling from (5.23) is possible at the expense of a large computational
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cost. Nevertheless the advantage is that this quantity does not depend on the data

which is the main challenge in a setting consisting of massive amounts of data. It

is also possible to avoid this complexity by using a uniform draw from an index, the

acceptance ratio will then reduce to the ratio of two prior distributions.

Typically, sampling from (5.24) is not possible. Alternatively, the proposal dis-

tribution in (5.24) can be replaced with a conditional prior or random-walk [108].

An additional advantage of the EP-SMCMC framework is that each computing node

d can utilise the information from the measurements at the other D \ d computing

nodes in the proposal distribution. It has recently been shown in [109] how infor-

mation about the measurements can be utilised in the standard SMCMC framework,

however, this typically requires additional computations and the evaluation of gradi-

ents of the likelihood.

5.4 Expectation Propagation and the Particle Filter

In this section a variation of the EP-SMCMC is presented. This entails replacing the

MCMC sampling mechanism with importance sampling, i.e. the PF, thus referred to

as the EP-PF. The formulation of the filter is similar, with some subtle differences. In

contrast to the EP-SMCMC, the EP-PF target distribution is the marginal filtering

posterior state pdf, p(xk|z1:k), factorised accordingly:

p(xk|z1:k) ∝ p(xk|z1:k−1)
D∏
d=1

p(zd,k|xk). (5.25)

For this scenario, the local filtering posterior state pdf at each processing node d is

given by:

pd(xk|z1:k) ∝ p(zd,k|xk)p(xk|z1:k−1)
∏
i 6=d

π(xk|ηi), (5.26)
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To compute the NPs, the likelihood term for node d in (5.26) is replaced by the

approximated likelihood term:

p̂d(xk|z1:k) ∝ π(xk|ηd)p(xk|z1:k−1)
∏
i 6=d

π(xk|ηi). (5.27)

The natural parameters can then be found through the minimisation of the KL di-

vergence, KL(pd(xk|z1:k)||p̂d(xk|z1:k)) in the same manner as in (5.20) and (5.21). A

detailed description of the EP-PF is given in Algorithm 17.

5.4.1 Particle Filter Proposal Distributions

Selecting the proposal distribution is an important step during the design of a PF.

Utilising a good proposal distribution results in the particles being moved to regions

in the state space with higher likelihood values, which helps avoid weight degeneracy.

It has been shown [39] that the optimal proposal distribution is the distribution which

minimises the variance of the importance weights,

q(xk|x(j)
k−1, zk) = p(xk|x(j)

k−1, zk). (5.28)

However, sampling from this proposal distribution is generally not tractable. There

are a variety of techniques which have been proposed to approximate the optimal

proposal distribution [30]. A common approach is to simply utilise the transition

density,

q(xk|x(j)
k−1, zk) = p(xk|x(j)

k−1), (5.29)

due to its direct availability. This approach also simplifies the weight update to be

proportional to the evaluation of the likelihood. However, the transition density does

not include any information from the measurements and thus moves the particles

blindly.

The EP-PF framework allows for an intuitive inclusion of information from the

measurements at the neighbouring nodes in the proposal distribution. This can be
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done when the prior distribution is the same, or approximated as a member of the

exponential family used to approximate the likelihood terms. The resulting proposal

distribution is given by

q(xk|x(j)
k−1, zk) = π(xk|ηp), (5.30)

where ηp = ηc +
∑

i 6=d ηi, and ηc represents the natural parameters of the transition

density.

5.5 Performance Evaluation

In this section the performance of the proposed adaptive subsampling SMCMC algo-

rithm, and EP SMCMC and PF algorithms, referred to as AS-SMCMC, EP-SMCMC

and EP-PF, respectively, is studied. See Section 3.7.1 for details about the computing

platform. All results are averaged over 50 MC runs. Refer to Appendix C for further

information related to the calculation of the Hessian of the log likelihood required for

the AS-SMCMC in this section.

5.5.1 EP-SMCMC and EP-PF considerations

For the examples presented in this section, the member of the exponential family

selected to approximate the likelihood terms is the multivariate Gaussian distribution.

For this case the NPs are given by:

η =
(
Σ−1µ,Σ−1

)>
, (5.31)

where µ and Σ represent the mean and covariance of the multivariate Gaussian

distribution. In this case, the NPs update in (5.21) simplifies to:

Σ−1
d µd = Σ−1

p,dµp,d −

(
Σ−1
f,dµf,d +

∑
i 6=d

Σ−1
i µi

)

Σ−1
d = Σ−1

p,d −

(
Σ−1
f,d +

∑
i 6=d

Σ−1
i

)
, (5.32)
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where standard techniques are used to obtain unbiased mean and covariance estimates

for the discrete distributions. It is important to note that the difference between two

positive definite matrices is not necessarily itself positive definite. Techniques, such

as SoftAbs [20], can be used to ensure that the result remains positive definite.

5.5.2 Example 1: Dynamic Gaussian Process with Gaussian likelihood

The first example is based on a Gaussian state space model with corresponding tran-

sition density and likelihood,

p(xk|xk−1) = N (xk;Axk−1,Q)

p(zc,k|xk) = N (zc,k;Hxk,R) . (5.33)

The measurements are assumed independent, hence resulting in the joint likelihood

expression for all measurements:

p(zk|xk) =

Mk∏
c=1

p(zc,k|xk). (5.34)

The advantage of studying the Gaussian model is that the KF [68] can be used as a

benchmark for performance. In this example the performance of the MCMC based

techniques is considered. Unless otherwise specified, the following parameters were

utilised for all experiments. The filter parameters include: the number of particles,

SMCMC & AS-SMCMC, Np = 4000, EP-SMCMC, Np = 500 for each computing

node (number of computing nodes, D = 4); the number of EP iterations, L = 2;

the subsampling parameters, γs = 1.2, δs = 0.1, ps = 2. The simulation parameters

include: the number of measurements at each time step, M = 500; the total simulation

time, Ttot = 20 s; the transition density parameters, Q = 0.08, A = 0.9; the likelihood

parameters, H = 1, R = 2; the state space dimension size, Nd = 1.

For this example a SMCMC framework consisting of only a refinement step for all

three algorithms was utilised. In addition, the proposal distribution in (5.23) was used
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for the first step in refinement. The conditional posterior for the second refinement

step for the SMCMC and AS-SMCMC algorithms is:

p(xk|xmk−1, z1:k) = p(zk|xk)p(xk|xmk−1). (5.35)

The following proposal distribution was selected:

q3

(
xk|xmk ,xmk−1

)
= p(xk|xmk−1). (5.36)

In the case of EP-SMCMC, the conditional posterior for local computing node d is

given by:

pd(xk|xmk−1, z1:k) = p(zk,d|xk)p(xk|xmk−1)
∏
i 6=d

π(xk|ηi). (5.37)

The following proposal distribution was selected:

q3

(
xk|xmk ,xmk−1

)
∝ p(xk|xmk−1)

∏
i 6=d

π(xk|ηi),

= N (xk;µq,Σq) . (5.38)

where µq and Σq are derived from the NPs ηq = ηg,d +
∑

i 6=d ηi, and ηg,d represents

the NPs of the transition density, p(xk|xmk−1). Table 5.1 illustrates the computational

complexity of the algorithms for 500 and 5000 measurements. It is interesting to

note that an increase in measurements leads to an increase in computational saving

in AS-SMCMC.

Tables 5.2 and 5.3 compare the acceptance rates of the algorithms for the first

and second refinement steps, respectively. In Table 5.2, the acceptance probabilities

for the different algorithms do not differ significantly. This is expected since all

three algorithms utilise the same proposal distribution and acceptance ratio for the

first refinement step, and additionally, this refinement step is not dependent on the

data. Table 5.3 highlights the improvement in acceptance ratio for the EP-SMCMC

in this scenario. The increase during the first EP iteration is due to the relative

decrease in the number of measurements processed by each computing node. The

large increase during the second EP iteration is due to a smarter proposal distribution
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Table 5.1: Algorithm computation time per time step.

Algorithms M = 500
Time (s) Computational

Gain (%)
SMCMC 114.75 0

AS-SMCMC 69.54 39.4
EP-SMCMC 9.89 91.38

M = 5000
SMCMC 1087.93 0

AS-SMCMC 274.60 74.76
EP-SMCMC 96.40 91.14

Table 5.2: Acceptance rates for the first refinement step.

Algorithm Acceptance Rate
(Min, Median, Mean, Max)

SMCMC (30.93, 94.35, 89.72, 96.57)
AS-SMCMC (30.90, 94.43, 89.70, 96.54)

EP-SMCMC (L = 1) (34.15, 93.99, 89.47, 94.86)
EP-SMCMC (L = 2) (30.86, 94.54, 89.77, 96.59)
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Table 5.3: Acceptance rates for the second refinement step.

Algorithm Acceptance Rate
(Min, Median, Mean, Max)

SMCMC (8.82, 23.44, 21.26, 25.78)
AS-SMCMC (9.04, 24.24, 21.95, 26.75)

EP-SMCMC (L = 1) (19.76, 42.07, 38.46, 45.01)
EP-SMCMC (L = 2) (72.11, 76.24, 75.86, 77.69)

which incorporates the information about the measurements from the other computing

nodes.

The Kolmogorov-Smirnov (KS) statistic is used to gauge the relative accuracy to

correctly approximate empirically the filtering distribution of interest by the algo-

rithms. The KS statistic is given by:

KS = max
x

(
F̂ (x)−G(x)

)
, (5.39)

where F̂ (x) is an empirical cumulative density function (cdf) and G(x) is a continuous

cdf. In this setting, F̂ (x) is the empirical cdf of the discrete posterior distribution es-

timated by the SMCMC algorithms, and G(x) the cdf of a Gaussian distribution with

parameters updated by a KF. For EP-SMCMC, the samples from all D computing

nodes at the final EP iteration are considered. It is worth while mentioning that the

transmission of the samples from the D computing nodes to a single computing node

was utilised in this experiment but is not necessary when only estimates are required

to be extracted. For example, since the samples in SMCMC are unweighted, the

global mean can be established through the averaging of the individual local means.

The KS statistic for several different filter configurations is illustrated in Figure 5.1 for

both the case of 500 and 5000 measurements. It is first noted that the SMCMC and

AS-SMCMC share almost identical performance. This was expected as the goal of

AS-SMCMC is to make the same accept or reject decision in the embedded MCMC
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algorithms as in SMCMC, only while evaluating less measurements. From Figure

5.1a, it is noted that the performance of the EP-SMCMC varies depending on the

configuration. Doubling the number of computing nodes, while halving the number

of samples, conserves the total number of samples while further increasing the com-

putational efficiency at the cost of an increase in error. While in the other extreme

case, increasing the number of samples while keeping the number of computing nodes

fixed, significantly increases the accuracy while decreasing the computational gain.

The case of Np equal to 1000, results in the same number of samples for all three

algorithms. It is clear that even in this scenario, there is an increase in performance,

which can be attributed to the increased acceptance rate which results in a more

diverse empirical cdf. The EP-SMCMC algorithm is also well suited in this specific

example due to the Gaussian nature of the model and utilisation of the Gaussian

density for the approximate likelihood terms.

5.5.3 Example 2: Multiple Object Tracking in Clutter

In this example the application of multiple point object tracking in clutter is pre-

sented. The state vector consists of the positions and velocities of NT objects in a two

dimensional space, xk = (x1,k . . . xNT ,k, y1,k . . . yNT ,k, ẋ1,k . . . ẋNT ,k, ẏ1,k . . . ẏNT ,k)
>. In

this example it is assumed that the number of objects, NT , is fixed and known, and

that each object evolves independently of the other objects. The motion of each ob-

ject adheres to the near constant velocity model. This results in the marginal state

transition density for object j having the form

p(xj,k|xj,k−1) = N(xj,k|Axj,k−1,Q), (5.40)

where N(·) represents the normal distribution, and matrices A and Q are defined as

A =

 I2 TsI2

02 I2

 and Q = σ2
x

 (T 3
s /3)I2 (T 2

s /2)I2

(T 2
s /2)I2 TsI2

, where Ts = tk − tk−1, and

I2 represents the 2× 2 identity matrix.

In a similar fashion to Chapter 3 and 4, the total number of measurements received
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(a) Comparison of the KS statistic for the case of 500 measurements.
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(b) Comparison of the KS statistic for the case of 5000 measurements.

Figure 5.1: The KS statistic for the several configurations of the SMCMC based
algorithms relative to the KF.
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is given by Mk = NTMT,k +MC,k. The likelihood density takes the form [49]:

p(zk|xk) =
e−µk

Mk!

Mk∏
i=1

(
λCpC(zi,k) +

NT∑
j=1

λXpX(zi,k|xj,k)

)
, (5.41)

where µk = λC + NTλT , pX(·) and pC(·) represent the likelihood of an object and

clutter measurement respectively. Each individual measurement represents a point in

the two dimensional observation space, zi,k = [zi,x,k, zi,y,k]
>. In the case of a mea-

surement from an object, the likelihood is modelled as pX(zi,k|xj,k) = N(zi,k;xj,k,Σ).

The clutter measurements are independent of the states of the objects and are uni-

formly distributed in the visible region of the sensor, resulting in the clutter likelihood

taking the form of pC(zi,k) = URx(zi,x,k)URy(zi,y,k), where Ac = Rx × Ry represents

the clutter area.

The following parameters, unless otherwise specified, were used for all experiments.

The filter parameters include: the number of particles, for SMCMC & AS-SMCMC,

Np = 4000, and EP-SMCMC, Np = 500 for each computing node (number of com-

puting nodes, D = 4); the covariance associated with the proposal for the refinement

step, Σr = 0.01I; the subsampling parameters, γs = 1.2, δs = 0.1, and ps = 2. The

Simulation parameters include: a total running time, T = 20, with sampling time,

Ts = 1; the variance associated with the motion model σx = 0.5; the object observa-

tion model parameters, λX = 1500, and Σ = I; the clutter parameters, λC = 4000,

and Ac = 4× 104; the number of objects NT = 3.

For this example the SMCMC framework consists of a joint draw and a local

refinement step on the current state only, for all three algorithms. The proposal

distribution for the joint draw in the SMCMC and AS-SMCMC is given by:

q1

(
xk,xk−1|xm−1

k ,xm−1
k−1

)
=

1

N
p(xk|xk−1)

N+Nb∑
j=Nb+1

δ(xk−1 − x
(j)
k−1). (5.42)

The following proposal distribution was selected for the local refinement step:

q3,p

(
xΩp,k|xmk ,xmk−1

)
= N(xmΩp,k,Σr), (5.43)
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where xΩp,k = (xp,k, yp,k, ẋp,k, ẏp,k)
> corresponds to the p-th object. This proposal

represents a random walk move with covariance Σr. In the case of EP-SMCMC, the

proposal distribution for the joint draw is given by:

q1

(
xk,xk−1|xm−1

k ,xm−1
k−1

)
∝ 1

N
p(xk|xk−1)

∏
i 6=d

π(xk|ηi)
N+Nb∑
j=Nb+1

δ(xk−1 − x
(j)
k−1)

=
1

N
N (xk;µq,Σq)

N+Nb∑
j=Nb+1

δ(xk−1 − x
(j)
k−1). (5.44)

where µq and Σq are derived from the NPs ηq = ηg,d +
∑

i 6=d ηi, and ηg,d represents

the NPs of the transition density, p(xk|xk−1). The same local proposal distribution

as used in SMCMC and AS-SMCMC, equation (5.43), was selected for the refinement

step in EP-SMCMC.

It is interesting to note that in this example the likelihood expression, given in

(5.41), is independent of an object’s velocities. Therefore, when determining the nat-

ural parameters of the approximate likelihood terms using (5.32), the subtraction of

the precision terms between the posterior and predictive posterior state pdfs were

forced to zero for all the dimensions related to object velocity. This eliminates po-

tential numerical problems that could arise in the empirical estimation of the natural

parameters from a finite number of samples.

The estimated tracks for a single simulation run are shown in Figure 5.2. An

abundance in measurements results in all algorithms returning accurate estimate re-

sults. The RMSE, averaged over all the position dimensions for the three objects, is

given in Figure 5.3. There is a negligible increase in RMSE for the positions related

to the EP-SMCMC. The computation time per time step for each algorithm is illus-

trated in Table 5.4. The acceptance rates of the joint draw and refinement steps are

illustrated in Table 5.5 and 5.6 respectively.

5.5.4 Example 3: Object Tracking in a Distributed Sensor Network

Consider the scenario of an object moving through a highly cluttered environment. A

distributed sensor network, consisting of several data rich sensor nodes, is utilised to
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(a) True tracks in the xy plane. Start/stop positions are shown with ©/∆.
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(b) Tracking result for the generic SMCMC.

Figure 5.2: Tracking results for a single run of the algorithms.
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(c) Tracking result for the AS-SMCMC.
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(d) Tracking result for the EP-SMCMC.

Figure 5.2: Tracking results for a single run of the algorithms. (cont.)
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Figure 5.3: The RMSE averaged over the position dimensions for the tracking simu-
lation.

Table 5.4: Algorithm computation time per time step.

Algorithms Time (min) Computational
Gain (%)

SMCMC 505.42 0
AS-SMCMC 388.82 23.07
EP-SMCMC 59.06 88.31

Table 5.5: Acceptance rates for the joint draw.

Algorithm Acceptance Rate
(Min, Median, Mean, Max)

SMCMC (0, 0, 0, 0)
AS-SMCMC (0, 0, 0, 0)

EP-SMCMC (L = 1) (0, 0 , 0.002, 0.01)
EP-SMCMC (L = 2) (0.04, 1.35, 1.35, 3.09)
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Table 5.6: Acceptance rates for the refinement step.

Algorithm Acceptance Rate
(Min, Median, Mean, Max)

SMCMC (28.92, 29.45, 29.45, 30.08)
AS-SMCMC (28.94, 29.31, 29.43, 30.25)

EP-SMCMC (L = 1) (62.37, 63.60, 63.65, 65.43)
EP-SMCMC (L = 2) (25.78, 26.76, 26.92, 28.77)

monitor the object which returns multiple object and clutter measurements at each

time step and each sensor node. The EP-PF and EP-SMCMC, are well suited for such

scenarios since the distributed structure of the scenario matches that of the methods.

These methods are compared with the standard PF, described in Algorithm 2, for the

inference of the latent states of the object over several experiments. The motion of

the object is modelled with the nearly constant velocity model as in (5.40). Similarly

to (5.41), the likelihood per sensor node is represented by:

p(zd,k|xk) ∝
Md,k∏
i=1

λXpX(zi,d,k|xk) + λCpC(zi,d,k), (5.45)

with pX(zi,d,k|xk) = N(zi,d,k;h (xk) ,Σ), where h (xk) =
√

(xk − Sd,x)2 + (yk − Sd,y)2,

and (Sd,x, Sd,y)
> represent the position coordinates of sensor node d.

The metrics used to compare the performance of the filters are: the RMSE of

the position, which illustrates the tracking accuracy of the filters; the simulation

computation time of the distributed filters; and the communication cost for sharing

information between the sensor nodes. Due to the many different variables associated

with the speed of a communication link, the number of doubles which are required to

be transmitted between nodes by each algorithm in order to infer the filtering posterior

state pdf is considered. In the PF, it is required to transmit all the measurements from

each sensor node at each time step, to a centralised processing node. Assuming that

each sensor node is capable of communicating with the processing node in parallel,
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then the number of doubles required to be transmitted is given by

CCPF = max
1≤d≤D

Md,k. (5.46)

For an interconnected network, the communication cost of broadcasting the NPs

of each sensor node in the EP based methods is related to the number of EP iterations,

CEP-PF = (L− 1)NNP, (5.47)

where NNP is the number of doubles used to represent the NPs.

The following parameters were utilised across all simulations, unless otherwise

specified. The number of particles for the PF and EP based methods are N = 10000,

and N = 5000, respectively. The number of MC simulation runs is NI = 50. The

number of time simulation steps is T = 70. The motion model parameters are Ts = 1,

and σx = 0.5. The number of sensor nodes is D = 4. The object observation model

parameters are λX = 200, and Σ = I. The clutter parameters are: λC = 100, and

Ac = 4×104. The number of EP iterations is L = 2. The object trajectory and sensor

node positions relative to the object for the experiments are illustrated in Figure 5.4.

The number of particles was selected to match the number of particles that are

required to be processed at each time step for all the algorithms. The EP iteration,

L, determines how many times the particle set is required to be re-evaluated. Results

are illustrated for the minimum number of EP iterations. The average RMSE for the

position is illustrated in Figure 5.5. Overall, there is a negligible loss in tracking accu-

racy when using the EP based approaches with only 2 EP iterations when compared

to the PF.

For the given experimental setup, the communication cost is given in Table 5.7. It

is clear from this result that a significant advantage of the EP based methods is the

massive reduction in communication cost. This is due to the ability of the EP based

methods to transmit the information found within the measurements at each sensor
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Figure 5.4: Object trajectory and sensor node placement for the experiments.

node in a fixed small number of NPs.

Finally the computation complexity of the distributed methods is illustrated in

Table 5.8. The SMCMC based approach incurs a higher cost due to the additional

sampling for the state xk−1. However, MCMC sampling has been shown to be more

efficient in high dimensional state spaces [69, 108], thus the EP-SMCMC is favoured

for high dimensional state space models.

5.6 Summary

In this chapter, the problem of object tracking with an excessive number of measure-

ments is considered. A large number of measurements can be detrimental to real time

systems due to increases in computational time. To this end, three novel methods

were presented to reduce the computational burden.

The first method is based on the introduction of adaptive subsampling into an

SMCMC framework. In this case the computational load is reduced by only con-
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Figure 5.5: Average RMSE for the position of the object.

sidering a subset of all the measurements at each time step. The samples obtained

from the SMCMC are a controlled approximation of the posterior state pdf of all

measurements.

The second and third methods are based on combining the EP algorithm with

an SMCMC and PF framework. In this case the computational load is reduced by

separating the measurements into batches and processing the batches in parallel. The

samples obtained from the SMCMC and PF are approximations of the posterior state

pdf of all measurements due to the manner in which the information from the batches

is combined.

The power of the methods was displayed through three examples, with compar-

isons to a standard SMCMC and PF algorithm. The first example was based on a

linear Gaussian model. This has the advantage of having the KF as a benchmark for

performance. The second example considers the problem of multiple object tracking.

The third example considers the problem of tracking an object in a distributed net-
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Table 5.7: Average number of communicated doubles for one time cycle (from k to
k + 1) for each method.

Method Average number of
communicated doubles per sensor

node
PF 300

EP-PF 20
EP-SMCMC 20

Table 5.8: Distributed method computational expense for one time cycle (from k to
k + 1).

Method Time (s)
EP-PF 7.02

EP-SMCMC 10.78

work, which suits the structure of the EP based approaches. The proposed methods

greatly reduced the computational time for Bayesian filtering, by up to 90% in the

conducted experiments. The experiments also illustrated that the EP based methods

have up to a 93% reduction in communication costs when compared with a centralised

PF framework in a distributed network.

The flexibility of the proposed methods allows for their application in a wide

variety of problem areas, e.g. these methods can be applied to advanced multiple

target tracking scenarios through a joint state vector approach with the incorporation

of an existence variable as in Chapter 4, or a reversible jump mechanism [23].
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Algorithm 14 Adaptive Subsampling Sequential Markov Chain Monte Carlo

1: Initialise particle set: {x(j)
0 }Nj=1

2: Determine initial proxy parameters.
3: for k = 1,...,T do
4: for m = 1,...,N +Nb do
5: if m = 1 ∨Nb then
6: Update proxy parameters.
7: end if
8: Joint Draw
9: Propose {x∗k,x∗k−1} ∼ q1

(
xk,xk−1|xm−1

k ,xm−1
k−1

)
10: Compute ψ1(x∗k,x

∗
k−1,x

m−1
k ,xm−1

k−1 ) = 1
Mk

log

[
u
p(xm−1

k |xm−1
k−1 )q1(x∗k,x

∗
k−1|x

m−1
k ,xm−1

k−1 )
p(x∗k|x

∗
k−1)q1(xm−1

k ,xm−1
k−1 |x

∗
k,x
∗
k−1)

]
11: Compute Λ

Sm,k

1 (x∗k,x
m−1
k ) and {℘i(xm−1

k ,x∗k)}
Mk
i=1 with the routine described by

Algorithm 15.

12: if Λ
Sm,k

1 (x∗k,x
m−1
k ) > ψ1(x∗k,x

∗
k−1,x

m−1
k ,xm−1

k−1 )− 1
Mk

∑Mk
i=1 ℘i(x

m−1
k ,x∗k) then

13: {xmk ,xmk−1} = {x∗k,x∗k−1}
14: else
15: {xmk ,xmk−1} = {xm−1

k ,xm−1
k−1 }

16: end if
17: Refinement

18: Propose x∗k−1 ∼ q2

(
xk−1|xmk ,xmk−1

)
19: Compute the MH acceptance probability

ρ2 = min

(
1,

p(x∗k−1|x
m
k ,z1:k)

q2(x∗k−1|x
m
k ,x

m
k−1)

q2(xm
k−1|x

m
k ,x

∗
k−1)

p(xm
k |x

m
k−1,z1:k)

)
20: Accept xmk−1 = x∗k−1 with probability ρ2

21: Divide xk into P disjoint blocks {Ωp}Pp=1 such that
⋃
p Ωp = {1, ..., Nd} and

Ωp ∩ Ωq = ∅,∀p 6= q
22: for p = 1,...,P do
23: Propose x∗Ωp,k

∼ q3,p

(
xΩp,k|xmk ,xmk−1

)
24: Compute ψ3,p(x

∗
Ωp,k

,xmΩp,k
,xmk−1) = 1

Mk
log

[
u
p(xm

Ωp,k
|xm

k−1)q3,p
(
x∗Ωp,k

|xm
k ,x

m
k−1

)
p(x∗Ωp,k

|xm
k−1)q3,p

(
xm

Ωp,k
|x∗k,x

m
k−1

)
]

25: Compute Λ
Sm,k

3,p (xmΩp,k
,x∗Ωp,k

) and {℘i(xmΩp,k
,x∗Ωp,k

)}Mk
i=1 with the routine de-

scribed by Algorithm 15.

26: if Λ
Sm,k

3,p (x∗Ωp,k
,xmΩp,k

) > ψ3,p(x
∗
Ωp,k

,xmΩp,k
,xmk−1) − 1

Mk

∑Mk
i=1 ℘i(x

m
Ωp,k

,x∗Ωp,k
)

then
27: xmΩp,k

= x∗Ωp,k

28: end if
29: end for
30: end for
31: Approximation of the marginal posterior state pdf with the following empirical mea-

sure:
p̂(xk|z1:k) = 1

N

∑N+Nb
j=Nb+1 δ(xk − x

(j)
k )

32: end for
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Algorithm 15 Adaptive Subsampling Routine

1: Given: The current and proposed states of the Markov chain, {xk, x∗k}, the
complete measurement set, zk = {z1,k, ...,zMk,k}, δ, and ψ(·).

2: Initialise: number of sub-sampled measurements, Sm,k = 0, Approximate log
likelihood ratio subtracted by proxy, Λ = 0, set of sub-sampled measurements,
z∗,k = ∅, initial batchsize, b = 1, while loop counter, w = 0.

3: Compute an upper bound for the range, RB
k , according to (5.14).

4: Compute the proxy, {℘i(xk,x∗k)}
Mk
i=1, according to (5.11).

5: DONE = FALSE
6: while DONE == FALSE do
7: w = w + 1
8: {zSm,k+1,∗,k, ...,zb,∗,k} ∼w/repl. zk \ z∗,k
9: z∗,k = z∗,k ∪ {zSm,k+1,∗,k, ...,zb,∗,k}

10: Λ = 1
b

(
Sm,kΛ +

∑b
i=Sm,k+1

[
log

p(zi,∗,k|x∗k)

p(zi,∗,k|xk)
− ℘i(xk,x∗k)

])
11: Sm,k = b
12: δw = ps−1

pswps δs
13: Compute c according to (5.6) utilising δw.
14: b = γsSm,k ∧Mk

15: if |Λ + 1
Mk

∑Mk

i=1 ℘i(xk,x
∗
k)− ψ(·)| ≥ c or Sm,k == Mk then

16: DONE = TRUE
17: end if
18: end while
19: return Λ and {℘i(xk,x∗k)}

Mk
i=1

Algorithm 16 Expectation Propagation Sequential Markov chain Monte Carlo

1: Initialise particle set on each computing node: {x(j)
0 }Nj=1

2: for k = 1, ..., T do
3: Partition Mk measurements into D sets, {zd,k}Dd=1, and distribute the sets to

each corresponding computing node.
4: for L = 1, ..., L do {EP iteration index}
5: for d = 1, ..., D do {Computing node index (completed in parallel)}
6: Follow steps 3 to 19 of Algorithm 13 with (5.17) as the target distribution.
7: Determine the NPs of the approximated likelihood term, ηd, according

to (5.21).
8: Distribute the NPs of the approximated likelihood term to the set D \ d

computing nodes.
9: end for

10: end for
11: Filtering distribution approximated with samples from the D computing nodes.
12: end for
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Algorithm 17 Expectation Propagation Particle Filter: Algorithm for sensor node
d.

1: Initialise particle set: {x(j)
0 }Nj=1 according to prior distribution.

2: for k = 1,. . . ,T do
3: for ` = 1,. . . ,L do
4: if ` == 1 then
5: initialise the NPs from the set D \ d of sensor nodes: {ηi}i 6=d.
6: end if
7: for j = 1,. . . ,N do
8: Sample a particle: x

(j)
k ∼ q(xk|x(j)

k−1, zk).
9: Update the particle weight:

w
(j)
k = w

(j)
k−1

p(x
(j)
k |x

(j)
k−1)p(zd,k|xk)

∏
i6=d π(xk|ηi)

q(x
(j)
k |x

(j)
k−1,zk)

.

10: end for

11: Normalise the weights: w
(j)
k =

w
(j)
k∑

i w
(i)
k

j = 1, . . . , N .

12: if Resampling then
13: Select N particle indices ji ∈ {1, . . . , N} according to weights {w(j)

k }Nj=1.

14: Set x
(i)
k = x

(ji)
k , and w

(i)
k = 1/N i = 1, . . . , N .

15: end if
16: Estimate the following NPs: ηa,d and ηb,d.
17: Compute the NPs for sensor node d:

ηd = ηa,d − ηb,d −
∑

i 6=d ηi
18: Transmit the NPs for sensor node d to the set D \ d of sensor nodes.
19: Receive the NPs for the set D \ d of sensor nodes .
20: end for
21: p̂d(xk|z1:k) =

∑N
j=1w

(j)
k δ
(
xk − x(j)

k

)
22: end for



Chapter 6

CONCLUSIONS

The aim of this thesis was to present computationally efficient methods for object

tracking in complex systems. The specific complexities considered included the track-

ing of an overwhelming large number of objects; complexities in the sensor character-

istics; and large amounts of measurements from data rich sensors or sensor networks.

A Box PF and CPF framework for tracking a large crowd of objects was presented

in Chapter 3. These methods followed a large group approach where the aim was

shifted to inferring the kinematic states, measurement rates, and parameters which

characterised the shape of the crowd. A theoretical derivation for the generalised

likelihood function for the Box PF was presented. The likelihood was calculated based

on optimisation, by solving a CSP with multiple measurements. An adaptive CPF

was presented that was able to deal with multiple measurements, including a high

level of clutter. The CPF was able to resolve the data association problem without

the need of estimating the measurement rates. The filters adaptively tracked the

envelope of a crowd. Both filters resolved the data association problem in an efficient

way. The Box PF and CPF were compared with the SIR PF. The experiments showed

that the Box PF and CPF require a significantly smaller number of (box) particles

than the SIR PF, and are also more robust to initialisation errors.

The formulation of the crowd tracking problem has been shown to be directly

related to the formulation of the extended object tracking problem. In Chapter 4,

a Box PF method for multiple extended object tracking was proposed. A theoreti-

cal derivation of the generalised likelihood function of the Box PF for this case was

presented. The proved equation was further modified to minimise the computational

131
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complexity. Experiments on real data from laser rangefinder sensors has shown that

the Box PF can work efficiently with four to thirty two box particles, whereas the PF

working with point particles needs several thousands of particles to achieve the same

accuracy. The Box PF has been shown to have several advantages when compared

to the BP PF. This included a significant computational gain, more than 32%, which

could potentially be further exploited through an implementation on a platform that

is efficient in interval arithmetic. The Box PF exhibited robustness for a significantly

smaller number of box particles which completely encompassed the initialisation re-

gion.

In the context of object tracking, tall data refers to an excessively large number

of measurements from sensors. This causes a large computational expense for sam-

ple based methods such as SMCMC and the PF. In Chapter 5, three novel methods

were developed based on the introduction of adaptive subsampling into an SMCMC

framework, and EP into an SMCMC and PF framework. The power of the algorithms

was displayed through three examples, with comparisons to a standard SMCMC and

PF algorithms. The proposed algorithms greatly reduced the computational time for

Bayesian filtering, by up to 90% in the conducted experiments. The adaptive sub-

sampling approach afforded a computational gain by only evaluating the likelihood

function for a subset of the measurements. In contrast, the EP based algorithms

were afforded a computational gain through a divide and conquer approach. Both

approaches had flexible structures. The EP based methods had several advantages

when used in an interconnected sensor network including: i) they did not rely on

a synchronous random number generator; ii) they were scalable to any sized inter-

connected network of sensor nodes; iii) they were capable of intuitively integrating

measurement information in the proposal distribution; iv) the EP based framework

allowed for an approximation of the filtering posterior state pdf at every sensor node

in the network; and v) they were well suited to handle large volumes of measurements

due to significantly reducing communication costs. The experiments illustrated that

the EP based methods had up to a 93% reduction in communication costs when
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compared with a centralised PF framework.

6.1 Directions for Future Work

Object tracking in complex systems remains a challenging task with a large scope for

future research. Below is a non-exhaustive list of directions for future research based

on the findings in this thesis:

• The focus of this thesis has been on object tracking, however, state space models

are capable of representing a wide variety of dynamic systems. Recently, several

emerging complex systems have become of interest. This includes smart cities

[70], traffic mobility over large scale traffic networks [85], satellite image data

[63] etc. Future work could be focused on extending the methods presented in

this thesis to these interesting applications.

• The Box PF based methods have been shown to require a significantly lower

number of particles to represent the posterior state pdf. However, this reduction

in particles has not reduced the computational complexity of the algorithms by

the same order of magnitude. This is in part due to the additional interval

arithmetic operations, but also due to the use of an inefficient MATLAB tool-

box for these operations, INTLAB [101]. INTLAB was originally designed and

optimised for estimating rounding errors. Development of a MATLAB toolbox

optimised for the interval operations utilised in the Box PF would aid future

development of Box PF based methods.

• A unique aspect of the Box PF method is the requirement of contracting the

box particle states given the measurements. In Chapters 3 and 4, this was

done through the definition of a CSP given by an individual measurement. The

contracted box particles for each measurement were then combined to obtain

a box particle contracted by all the measurements. An alternative approach

would be to consider the constraints from the individual measurements jointly,
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as a single CSP. However, measurements not originating from the object would

lead to a violation of the constraints, resulting in no solution for a standard

CSP. Future research could consider a flexible CSP, where certain constraints

may be relaxed, such as a weighted CSP [43]. It would also be interesting to

see the relation between this proposed approach and the approach presented in

this thesis.

• In the adaptive subsampling based method in Section 5.2, future work could

be focused on further refining the method for object tracking. This could be

achieved by exploring non-uniform subsampling of the measurements, and fur-

ther theoretical development of the proxy term for the likelihood.

• As stated in Sections 5.3 and 5.4, the performance of the EP based methods were

linked to an approximation of the likelihood function at each local processing

node by a distribution which was a member of the exponential family. Although

this includes a wide variety of distributions, there may be scenarios where this

is a poor approximation. Future work could focus on relaxing the restriction

of the exponential family of distributions by reformulating the problem with a

Gaussian mixture distribution.



Appendix A

LIKELIHOOD FUNCTION

DERIVATION AND CLUTTER RATE

ESTIMATION FOR CROWD

TRACKING

In Section 3.4 the following approximation is presented:

∫
U[zm,k]

(
h̃ (ym,k)

)
Uq(xk) (ym,k) dym,k ≈ Ur(xk) (zm,k) . (A.1)

In this Appendix a detailed description supporting this approximation is presented.

In order to evaluate the integral, it is required to transform the domain of the

uniform distribution relating a measurement to a measurement source. The explicit

expression for the pdf of this distribution is given by:

U[zm,k]

(
h̃ (ym,k)

)
=

 1
6σ

: h̃ (ym,k) ∈ [zm,k − 3σ, zm,k + 3σ]

0 : elsewhere
(A.2)

The inverse function of h̃( · ) is defined as h̃−1( · ). When the inverse function exists,

a change of variable can be straightforwardly made that results in:

g (ym,k) =


1

6σ

∣∣∣∣d(h̃(ym,k))
dym,k

∣∣∣∣ : ym,k ∈ X

0 : elsewhere

(A.3)
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where X = [h̃−1(zm,k − 3σ), h̃−1(zm,k + 3σ)]. Thus the integral in equation (A.1) is

directly solvable in the following form:

∫
U[zm,k]

(
h̃ (ym,k)

)
Uq(xk) (ym,k) dym,k

=

∫
g (ym,k)Uq(xk) (ym,k) dym,k (A.4)

It is worth noting that after the transformation, the expression in (A.3) is not neces-

sarily uniform.

A.1 The Linear Case

For the linear observation model, given in (3.11), the expression in (A.3) remains

uniform:

g (ym,k) =

 1
6σ

: ym,k ∈ [zm,k − 3σ, zm,k + 3σ]

0 : elsewhere
(A.5)

The range of the uniform distribution is dependent on the noise characteristics of

the sensor. The range of the second uniform distribution, Uq(xk) (ym,k), in (A.1) is

dependent on the extent parameters of the crowd. The integral in (A.4) only exists

when the two uniform distributions overlap. The overlapping region is defined by:

r(xk) =

 xk − ak
2
− 3σ1 ≤ z1,m,k ≤ xk + ak

2
+ 3σ1

yk − bk
2
− 3σ2 ≤ z2,m,k ≤ yk + bk

2
+ 3σ2.

(A.6)

The approximation in (A.1) is based upon the assumption that the length of the

extent is significantly larger than the sensor noise characteristics. For instance, the

case when the extent tends towards an infinite length with fixed sensor noise is also

equivalent to an extent with a fixed length size, and with a sensor noise tending

towards zero. In this case the uniform distribution in (A.5) tends towards the Dirac

delta function, i.e.

g (ym,k) =

 +∞ : ym,k = zm,k

0 : elsewhere
(A.7)
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Consequently resulting in equivalence in (A.1):

∫
g (ym,k)Uq(xk) (ym,k) dym,k = Ur(xk) (zm,k) . (A.8)

In reality, the extent is not infinite, however in general, it is considered significantly

larger than the range of the sensor noise. This is the motivating factor for the result

in (A.1).

A.2 The Non-linear Case

A toy example is presented to illustrate the effect of a non-linear relationship be-

tween the sensor and a measurement source. Considering a single dimension with the

following relationship,

zm,k = h̃(xm,k) + ξ1,k = (xm,k)
2 + ξ1,k, (A.9)

results in the following transformation:

g (xm,k) =

 1
2σ
xm,k : xm,k ∈ [

√
zm,k − 3σ,

√
zm,k + 3σ]

0 : elsewhere
(A.10)

In this case, the function g (xm,k) is clearly no longer uniform. An example of the

solution of the integration in (A.4) is illustrated in Figure A.1a.

This example illustrates that although non-linearities may result in the non-

uniformity of g(x), when the extent parameters are significantly larger than the

measurement error noise, a uniform approximation for equation (A.1) may still be

valid. The effect of greater non-linearities is a topic for future research.
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Figure A.1: Example solution of equation (A.1) with xk = 10 and ak = 10 with
varying σ.
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A.3 Crowd and Clutter Measurement Rate Estimation

The clutter rate λC and the crowd rate λT can be updated based on the assumption

that they can be drawn from the Gamma distribution, similarly to [59]. For λC

p(λC |Zk) = GAM(λC ;αCk|k, β
C
k|k)

× L(αCk|k−1, β
C
k|k−1,MC,k), (A.11)

and the updated parameters of the Gamma distribution for the clutter measurement

rate are:

αCk|k = αCk|k−1 +MC,k,

βCk|k = βCk|k−1 + 1. (A.12)

For λT the same relations as (A.12) are valid for the Gamma distribution parameters.

In the Box PF implementation, MT,k = min
p

∣∣∣S(p)
E

∣∣∣ and for the clutter measurement

rate, MC,k = Mk − MT,k.



Appendix B

EXPANDED GENERALISED

LIKELIHOOD FOR MULTIPLE

EXTENDED OBJECT TRACKING

According to (4.21), given I, for any value of Mk:

Mk∏
m=1

(
ρ+

∑
i∈I

λT,ip(zm,k|xi,k)
)

= ρMk +

Mk∑
m=1

(Mk
m )∑
j=1

|I|m∑
n=1

ρMk−m×

m∏
`=1

λT,(bm,n)`p(z(am,j)`,k|x(bm,n)`,k). (B.1)

To simplify notations, define: cm,i = p(zm,k|xi,k) and C(c1,I, c2,I, ..., cMk,I;ψ)

represents the summation of all ψ unique combinations of cm,i terms mul-

tiplied by the associated object densities, with C(c1,I, c2,I, ..., cMk,I; 0) = 1,

C(c1,I, c2,I, ..., cMk,I;−1) = 0, and C(c1,I, c2,I, ..., cMk,I;Mk + 1) = 0. For ex-

ample, if I = {1, 2}, then C(c1,I, c2,I, c3,I; 2) = λ2
T,1c1,1c2,1 + λT,1λT,2c1,1c2,2 +

λT,1λT,2c1,2c2,1+λ2
T,2c1,2c2,2+λ2

T,1c2,1c3,1+λT,1λT,2c2,1c3,2+λT,1λT,2c2,2c3,1+λ2
T,2c2,2c3,2+

λ2
T,1c1,1c3,1 + λT,1λT,2c1,1c3,2 + λT,1λT,2c1,2c3,1 + λ2

T,2c1,2c3,2. A useful decomposition of

the expression in this form is: C(c1,I, c2,I, ..., cMk+1,I;ψ) = C(c1,I, c2,I, ..., cMk,I;ψ) +∑
i∈I λT,icMk+1,iC(c1,I, c2,I, ..., cMk,I;ψ − 1). The compact form of equation (B.1) is

Mk∏
m=1

(
ρ+

∑
i∈I

λT,icm,i

)
=

Mk∑
m=0

ρMk−mC(c1,I, c2,I, ..., cMk,I;m). (B.2)
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Base case: Mk = 1:

ρ+
∑
i∈I

λT,ic1,i =
1∑

m=0

ρ1−mC(c1,I;m)

= ρ1−0C(c1,I; 0) + ρ1−1C(c1,I; 1)

= ρ+
∑
i∈I

λT,ic1,i. (B.3)

Inductive hypothesis: Suppose equation (B.2) holds for all values of Mk.

Inductive step: Consider the scenario with Mk + 1 measurements,

Mk+1∏
m=1

(
ρ+

∑
i∈I

λT,icm,i

)
=

[
Mk∏
m=1

(
ρ+

∑
i∈I

λT,icm,i

)](
ρ+

∑
i∈I

λT,icMk+1,i

)

=

Mk∑
m=0

ρMk−mC(c1,I, c2,I, ..., cMk,I;m)

(
ρ+

∑
i∈I

λT,icMk+1,i

)

=

Mk+1∑
m=0

ρMk+1−mC(c1,I, c2,I, ..., cMk,I;m)

+
∑
i∈I

λT,icMk+1,i

Mk+1∑
m=0

ρMk+1−mC(c1,I, c2,I, ..., cMk,I;m− 1)

=

Mk+1∑
m=0

ρMk+1−m
(
C(c1,I, c2,I, ..., cMk,I;m)

+
∑
i∈I

λT,icMk+1,iC(c1,I, c2,I, ..., cMk,I;m− 1)

)

=

Mk+1∑
m=0

ρMk+1−mC(c1,I, c2,I, ..., cMk+1,I;m). (B.4)

By the principle of mathematical induction, the proposition holds for all Mk ∈ N.



Appendix C

HESSIAN OF THE LOG LIKELIHOOD

FOR OBJECT TRACKING IN TALL

DATA

The AS-SMCMC algorithm requires an upper bound on the range of the log of

the single measurement likelihood ratio, as described in equations (5.13) and (5.14).

The upper bound is dependent on the Hessian of the log of the single measurement

likelihood. In the examples exhibited in Section 5.5, the upper bound is independent

of the data and is computed offline prior to tracking.

In Example 1 the likelihood for the ith measurement is given by:

p(zi,k|xk) = N (zi,k;Hxk,R) . (C.1)

with corresponding log likelihood:

`i(xk) = −1

2
log(|R|)− Nd

2
log(2π)− 1

2
(zi,k −Hxk)>R−1(zi,k −Hxk). (C.2)

The gradient of the log likelihood is:

∇`i(xk) = H>R−1(zi,k −Hxk). (C.3)

Finally, the Hessian of the log likelihood is given by:

∇2`i(xk) = H>R−1H , (C.4)
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In Example 2, the likelihood for the ith measurement is given by:

p(zi,k|xk) = λCpC(zi,k) +

NT∑
j=1

λXpX(zi,k|xj,k). (C.5)

with corresponding log likelihood:

`i(xk) = log

(
λCpC(zi,k) +

NT∑
j=1

λXpX(zi,k|xj,k)

)
. (C.6)

The gradient of the log likelihood is:

∇`i(xk) =
λX∇pX(

λCpC(zi,k) +
∑NT

j=1 λXpX(zi,k|xj,k)
) . (C.7)

where ∇pX = (∇pX(zi,k|x1,k), ...,∇pX(zi,k|xNT ,k))
>. Finally, the Hessian of the log

likelihood is given by:

∇2`i(xk) =

(
λCpC(zi,k) +

∑NT

j=1 λXpX(zi,k|xj,k)
)
λX∇pX + λ2

X∇pX(∇pX)>(
λCpC(zi,k) +

∑NT

j=1 λXpX(zi,k|xj,k)
)2 . (C.8)



Appendix D

EXPECTATION PROPAGATION

This Appendix outlines the EP algorithm which forms a crucial part of the frame-

work for the EP-SMCMC and EP-PF filters presented in Chapters 5.3 and 5.4, re-

spectively.

Consider an intractable density f(x) which can be factorised up to proportion

f(x) ∝
K∏
k=0

fk(x). (D.1)

The EP algorithm addresses the problem of using a tractable density to approxi-

mate f(x) [86]. The approximation takes the same factorised form,

g(x) ∝
K∏
k=0

gk(x), (D.2)

where each factor gk(x) corresponds to the factor fk(x) in (D.1). To ensure that the

EP is computationally tractable, the approximating class of densities is constrained

to the exponential family,

gk(x) = h(x)g(η) exp
{
η>u(x)

}
, (D.3)

where η represents the natural parameters, u(x) is a function which varies depending

on the member of the exponential family, and g(η) is a coefficient that ensures that

the distribution is normalised. This constraint means that the overall approximation,

g(x), will also be from the same exponential family, described by a set of sufficient

statistics.
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The EP algorithm begins by initialising the terms, {gk(x)}Kk=0. The initial estimate

for the approximation is thus given by (D.2). Until convergence, choose a factor to

update, gi(x), i ∈ {0, ..., K}. Remove the factor from (D.2) according to:

g\i(x) ∝ g(x)

gi(x)
. (D.4)

The parameters of the factor are then updated based on the minimisation of the

following KL divergence:

gnew
i (x) = arg min KL(g\i(x)fk(x)||g\i(x)gi(x)). (D.5)

There are no guarentees of convergence for the EP iterations. However, the algorithm

has been successfully applied in many applications for models with log-concave factors,

fk(x) and initialisation to the prior distribution [45].
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