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I have a friend who’s an artist and has sometimes taken a view which I don’t agree with very well. He’ll hold up a flower and say “look how beautiful it is,” and I’ll agree. Then he says “I as an artist can see how beautiful this is but you as a scientist take this all apart and it becomes a dull thing,” and I think that he’s kind of nutty. First of all, the beauty that he sees is available to other people and to me too, I believe…

I can appreciate the beauty of a flower. At the same time, I see much more about the flower than he sees. I could imagine the cells in there, the complicated actions inside, which also have a beauty. I mean it’s not just beauty at this dimension, at one centimeter; there’s also beauty at smaller dimensions, the inner structure, also the processes. The fact that the colors in the flower evolved in order to attract insects to pollinate it is interesting; it means that insects can see the color. It adds a question: does this aesthetic sense also exist in the lower forms? Why is it aesthetic? All kinds of interesting questions which the science knowledge only adds to the excitement, the mystery and the awe of a flower. It only adds. I don’t understand how it subtracts. — Richard Feynman

In loving memory of Arthur & Enid Brown and Jack & Lottie Brash.

1918–2013
ABSTRACT

In this thesis the results of experiments on the optical properties of single InGaAs quantum dots are presented. Using a range of ultrafast spectroscopy techniques the dynamics of single charge carriers confined within these quantum dots are probed. Both the coherent and incoherent driving regimes are explored with a view to applications for quantum information processing. Three key results are described in detail in this thesis. Firstly, by performing resonant coherent driving it is shown that reduction of the quantum dot neutral exciton fine-structure splitting enables fast and high-fidelity initialization of long-lived hole spin quantum bits. Secondly, by detuning the laser from the ground state - neutral exciton transition it is possible to both excite and de-excite exciton population through incoherent driving via the acoustic phonon bath. Finally, by considering quantum dots coupled to optical microcavities it is shown that the driving strength of both resonant coherent and quasi-resonant phonon-assisted excitation may be strongly modulated.
Some of the results and figures presented here have appeared previously in the following publications:


I think I can safely say that nobody
understands quantum mechanics
— Richard Feynman
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Part I

INTRODUCTION & REVIEW

In this part of the thesis the key concepts and motivations of Quantum Information Processing are introduced in chapter 1. Different candidates for implementing these concepts are then discussed and the semiconductor Quantum Dot scheme considered in this thesis is outlined. Finally, the key theory and literature in the field is reviewed in chapter 2 from background and fundamentals through to current state-of-the-art.
Few physical theories have caused such a shift in our understanding of the world as Quantum Mechanics (QM). Originally motivated by a desire to better describe atomic structure and the behaviour of sub-atomic particles, the end result was a theory that challenges many of our longest standing preconceptions of the nature of reality and information. The principle of superposition of quantum states exposes the non-deterministic nature of the theory, famously leading a sceptical Einstein to remark that “God doesn’t play dice with the world” [2]. Despite the somewhat challenging philosophical implications, QM has withstood the test of time. Now, around a century after the inception of QM, scientific interest has turned to exploiting the properties of quantum systems to create “quantum technologies”.

The Quantum Dots (QDs) studied in this thesis are excellent candidates for this. In particular, the work presented here is motivated by a desire to develop a QD-based architecture that exploits QM to process information. This is generally termed Quantum Information Processing (QIP) and can dramatically out-perform classical information processing for simulation of quantum systems (see subsection 1.1.3) and solving certain mathematical problems (see subsection 1.1.4). In section 1.1 of this chapter a brief review of the theory and applications of QIP is presented. The focus of section 1.2 is on the requirements for implementing an experimental QIP system whilst section 1.3 reviews a number of different approaches to this challenge. Finally, in section 1.4 the QD-based approach that motivates this thesis is outlined.

1.1 QUANTUM INFORMATION PROCESSING

QIP is the phrase used to describe the exploitation of exclusively quantum mechanical phenomena such as superposition [1] and entanglement [3, 4] to process data. In this section the theoretical found-
ations of QIP are reviewed along with the motivation and applications of the field.

1.1.1 Quantum Bits

In classical information the building block of all information is a bit, a variable taking one of only two values (0 or 1). In QIP this becomes a qubit [5] with a value instead defined by a probabilistic linear combination of 0 and 1 [6]:

$$|\psi\rangle = c_0 |0\rangle + c_1 |1\rangle,$$  \(1.1\)

where \(c_0\) and \(c_1\) are complex probability amplitudes obeying the normalisation condition \(|c_0|^2 + |c_1|^2 = 1\). The full parameter space of the wavefunction (\(\psi\)) of a single pure qubit state may be visualised as the surface of the Bloch sphere [7] shown in Figure 1.1.

![Figure 1.1: The Bloch sphere - the surface represents all the possible states of a qubit. The z-axis shows the only classically allowed states |0\rangle and |1\rangle, all other points on the surface are quantum mechanical superpositions.](image)

1.1.2 Qubit Registers

The combined state of two noninteracting qubits with respective states \(|\psi\rangle_A = c_0^A |0\rangle_A + c_1^A |1\rangle_A\) and \(|\phi\rangle_B = c_0^B |0\rangle_B + c_1^B |1\rangle_B\) is defined by their tensor product:
\[ |\psi\rangle_A \otimes |\phi\rangle_B = c_A^0 c_B^0 |0\rangle_A |0\rangle_B + c_A^0 c_B^1 |0\rangle_A |1\rangle_B \\
+ c_A^1 c_B^0 |1\rangle_A |0\rangle_B + c_A^1 c_B^1 |1\rangle_A |1\rangle_B. \] (1.2)

However, the full Hilbert space of the composite system is defined by \( H_A \otimes H_B \). This includes inseparable states where unlike Equation 1.2 the state of the composite system may not be written as a tensor product of states of the two systems. In this case, the criteria that the qubits do not interact has been relaxed and thus the qubits are \textit{entangled}, for example the following state:

\[ |\psi\rangle_{AB} = \frac{1}{\sqrt{2}} \{ |0\rangle_A |0\rangle_B + |1\rangle_A |1\rangle_B \} = \frac{1}{\sqrt{2}} \{ |00\rangle + |11\rangle \}, \] (1.3)

which is one of the four Bell states [8] which exhibit the maximum degree of entanglement possible for 2 qubits.

These relations lead to some interesting results. Firstly, by considering Equation 1.2 for an \( n \)-qubit register, it becomes apparent that \( 2^n \) complex coefficients are required to completely describe the state of the system. Secondly, owing to entanglement the number of degrees of freedom of an \( n \)-qubit register is \( 2^n+1 - 2 \) rather than the \( 2^n \) that would be expected without entanglement. The result is that the classical resources required to simulate a quantum system increase to the power of \( n \) and it is this that gives rise to the first compelling application of QIP.

1.1.3 Quantum Simulation

In subsection 1.1.2 it was shown that the resources required for classical simulation of quantum systems increase as a power law in the number of qubits (\( n \)). As many natural systems are fundamentally quantum in nature and involve large Hilbert spaces, an obvious application is to try to simulate these systems using QIP as first proposed by Feynman [9]. Current experimental state-of-the-art has seen trapped ions used to simulate the time dynamics of 6 interacting spins [10]. Whilst further scale-up is required to enter the classically
intratable region, this remains a very active area of research (see Ref. [11] for an excellent review) and is still a key motivation for QIP.

1.1.4 Quantum Algorithms

Beyond quantum simulation, QIP can also demonstrate a speed-up compared to classical information for certain calculations. Such problems are described by the Bounded Error Quantum Polynomial Time (BQP) [12] complexity class. Problems in this class may be solved by quantum algorithms in a time that scales polynomially with the “instance size” of the problem as opposed to exponentially for equivalent classical algorithms. In order to bring about improved performance, the properties of a qubit register described in subsection 1.1.2 are exploited. A common fallacy is that owing to the principles of entanglement and superposition, this is effectively massively parallel computing. However, all processing must end with a measurement which leads to a probabilistic collapse of the wavefunction to a single state. As such, an effective quantum algorithm engineers the maximal probability of measuring the correct outcome - that which contains the result of the computation.

Using this principle, algorithms have been defined for a number of BQP problems. Shor’s Algorithm [13] for number factorising is probably the best known owing to its potential to break almost all public-key encryption systems currently in use. Other examples include Grover’s Algorithm [14] for searching unordered lists and quantum equivalents of “random walk” problems [15]. Experimental demonstrations of algorithms are again still in their infancy though implementations of Shor’s algorithm have shown factorization of 21 by a photonic QIP system [16].

1.2 Divincenzo Criteria

Since the advent of quantum information theory, a key challenge has been to develop a physical implementation of a qubit that is suitable for QIP. The requirements that a physical system must meet in order to be a viable candidate for QIP were formalized in the DiVincenzo
Criteria [17]. The criteria consist of 5 requirements for quantum computation plus a further two for networkability:

1. A scalable physical system with well characterized qubits

This requires a physical system matching the description of a qubit in subsection 1.1.1. The simplest case is that of a two-level quantum system although a two-dimensional subspace of a larger Hilbert space is a more typical case. In order for the qubit to be well characterized, the eigenstates of the system must be known and any couplings between the qubit subspace and other states must be accounted for. In order for the system to be scalable it must be practical to implement many such qubits whilst retaining the ability to address them individually.

2. The ability to initialise the state of the qubits to a simple fiducial state

In order to perform a reproducible computation, the initial state of the qubit register must be “initialised” each time to the same pure state, typically $|00...0\rangle$. Quantum error correction protocols also typically require a continuous supply of initialised qubits, imposing the requirement that initialisation is fast compared to the timescale of the computation.

3. Long relevant decoherence times, much longer than the gate operation time

Decoherence refers to degradation of the quantum state from a pure state to a mixed state due to interaction of the system with the environment. This gives the maximum time available for computation and hence the critical quantity is the ratio between the decoherence time and the gate operation time. An effective fault tolerant quantum computer requires around $10^4$ gate operations within the coherence lifetime of the qubit [17].

4. A “universal” set of quantum gates

A “universal” set of quantum gates is a set of simple qubit operations that any computation may be decomposed into. Of note is the work of Barenco et al. [18] illustrating that any unitary $n$ qubit gate may be expressed as a combination of only one-qubit gates and a single two-qubit gate.
5. *A qubit-specific measurement capability*

After completion of the computation it is necessary to measure the state of the qubit register. This generally takes the form of a projective measurement although this is not always possible. Again, the speed of the measurement relative to decoherence and the fidelity of the measurement are vital parameters.

6. *The ability to interconvert stationary and flying qubits*

In order to construct a quantum information processing network it is necessary to have both stationary qubits for long-lived memories and flying qubits for information transfer. In general, these two types of qubits have very different physical requirements leading to proposals with two or more different physical qubit implementations. In this case it becomes essential to convert efficiently and reliably between the different types of qubit.

7. *The ability to faithfully transmit flying qubits between specified locations.*

If any quantum network is to function reliably, the flying qubits must faithfully carry their encoded quantum state from point to point. Practically this means that decoherence should be minimal during transmission. This requirement is also essential for quantum communication protocols such as Quantum Key Distribution (QKD).

1.3 **Qubit Candidates**

1.3.1 *Photons*

A number of possible schemes exist for encoding a qubit state onto a single photon [19]. The simplest of these is to encode the qubit state on the polarization state of the photon. An alternative implementation, often used in “on-chip” processing is to encode the state using two different possible paths of the photon. Theoretical studies revealed that universal quantum computation with photons is possible using only beam splitters, phase shifters and single photon sources and detectors [20]. Owing to the very weak nature of both photon to photon and environmental interactions the qubit state is very robust
against dephasing, with the primary error source being photon loss. In addition, photons may easily be guided between points in an on-chip geometry by confinement within waveguides [21]. This makes the photon an ideal flying qubit solution to the seventh DiVincenzo criterion. However, photon storage is very challenging and as such an alternative system is desirable for a stationary qubit implementation.

### 1.3.2 Trapped Single Atoms / Ions

Isolated single atoms [22, 23] or ions [24] in vacuum can provide qubit implementations with very weak decoherence owing to their excellent isolation from the environment [25]. A typical qubit is formed from a 2 level subspace of the atoms states, sometimes with further levels used as auxiliary levels (with care to avoid leakage of the qubit state to these levels) as illustrated in Figure 1.2a. These levels may be addressed with laser or microwave photons, allowing for manipulation of the qubit state.
The drawback to atomic and ionic qubits is that they are not inherently stationary. In one typical experimental geometry, a fountain of Rydberg atoms gives a continuous stream of individual atoms which are manipulated with microwaves \[27\]. A stationary approach is to use ion/atom traps whereby a cloud of ions \[25\] or atoms \[28\] are confined by electromagnetic fields and cooled and manipulated by lasers (see Figure 1.2b). This has worked well for laboratory experiments however attempts to miniaturize the traps have been impaired by anomalous heating effects \[29, 30\] leaving the scalability of the system in question.

1.3.3 Crystal Impurity Centres

Impurities in crystalline materials such as Nitrogen Vacancy (NV) centres in diamond \[31, 32\] or impurities in silicon \[33, 34\] can host an isolated electron \[32\] or nuclear spin \[35\] as illustrated in Figure 1.3a. This spin may be mapped to a single qubit state and manipulated by microwave or optical driving of transitions. Crystals may be prepared from isotopically pure nuclei which are spin zero \[36\] as shown in Figure 1.3a. This reduces the interaction between the qubit and the nuclear spins of the host material and allows for the longest coherence times of a solid state system \[34\]. Thus, these impurity centres are strong stationary qubit candidates.

Two significant drawbacks to NV centres are their strong coupling to phonons in the crystal \[37, 38\] and their random spatial formation. The strong phonon coupling leads to very broad luminescence spectra with as much as 90% of the photons emitted through the phonon sideband \[39\] (see Figure 1.3b), inhibiting efficient optical generation of entanglement between centres. Recent studies have overcome this by strongly enhancing emission into the ZPL by coupling to an optical cavity \[40\]. Meanwhile, implantation techniques have been developed as a means to deterministically position the centres \[41\].

1.3.4 Atomic Nuclei Ensembles

Nuclear Magnetic Resonance (NMR) techniques allow the manipulation of ensembles of nuclear spins by radio frequency pulses. As a
relatively mature system it has attracted interest for implementation of quantum algorithms in a range of materials [42]. However, the ensemble nature of the system has lead to questioning of the quantum nature of such measurements. Theoretical work indicates that these experiments are better viewed as a classical simulation of quantum computation as entanglement is not present [43]. It is also well-known that signal-to-noise considerations will prevent NMR systems from scaling up to larger numbers of qubits [44].

1.3.5 Josephson Junctions

Josephson junctions [45, 46] refer to a pair of superconductors joined by a linkage of lower conductivity. Combining these junctions into circuits allows for the creation of discrete energy levels. The non-linear inductance of the junction ensures that these energy levels are non-degenerate in energy which allows for the isolation of a single qubit sub-space. Depending on the parameters of the system, eigenstates may be formed in the basis of charge [47], phase [48], flux [49] or combinations of these [50].
The different implementations all share in common their macroscopic nature; whilst they behave as “artificial atoms” their qubit levels are quantum states of the condensate of carriers in the circuit as opposed to single particle states. This in combination with the non-dissipative nature of the superconducting junction means that the qubit states are remarkably robust against dephasing, with current state-of-the-art implementations having coherence times close to 100 µs \[51\] when integrated with waveguide cavities. Two drawbacks of the system are the relatively slow gate times for qubit operations \[52\] (\(\sim\) 10 ns) and the need for ultra-low temperatures \[48\] (typically \(\sim\) 10 mK) to prevent thermal fluctuations exceeding the energy level spacing.

1.3.6 Quantum Dots

QDs are artificial structures in semiconductors whose dimensions are of the order of the de Broglie wavelength of charge carriers. This results in three-dimensional quantum confinement and gives rise to discrete energy levels for carriers within the dot. Because of this level structure, QDs are often termed artificial atoms. Quantum dots may be formed in many ways: epitaxial growth at the interface of lattice-mismatched solids \[53\], fluctuations in higher-dimensional structures such as quantum wells \[54\] or wires \[55\], colloidal nano-particles \[56\] or an electrostatic localizing potential in a 2D electron gas \[57\].

Being formed within a bulk semiconductor material gives QDs (excluding colloidal QDs) a number of advantages, beginning with their stationary nature. The semiconductor host also allows for integration with electrical circuits, enabling electrical control \[58\], tuning \[59\] and readout \[60\]. Furthermore, optical cavities \[61\] and waveguides \[62\] (e.g. photonic crystals) may be lithographically defined directly onto the semiconductor wafer allowing for enhanced light-matter interactions and efficient routing of photons between QDs.

However, the host material also presents drawbacks. Carriers confined within the QDs couple to phonons in the semiconductor lattice leading to pure dephasing \[63, 64\] although the resulting sideband is much smaller and weaker than NV centres \[39, 65\]. More significantly, the most common semiconductor materials (e.g. III-V materials such
as Gallium Arsenide (GaAs) or Indium Gallium Arsenide (InGaAs) do not have spin-zero isotopes; hence nuclear spins present a strong source of dephasing for qubits formed from QD confined carriers [66].

1.3.7 Hybrid Systems

The preceding sections serve to illustrate that at present all physical implementations of QIP have both their strengths and drawbacks. As a consequence, an emerging theme is that of hybrid systems whereby multiple qubit implementations interact. Such systems would allow the qubit system most suited to the particular task to be deployed. A basic example of this concept is the transfer of information between an optically active stationary qubit and a photon (e.g. for QDs [67–69]). Processing of information may occur both through manipulation of the stationary qubit and by passage of photons through optical logic gates.

Beyond this, there is also interest in coupling different types of stationary qubits, generally via photonic links. This is very much an emerging field however early examples include coupling trapped ions to QDs [70] and superconducting qubits to NV centres [71]. Whilst there are significant obstacles to overcome, it is likely that future practical QIP schemes will be hybrids of some variety.

1.4 Semiconductor Quantum Optical Circuits

The work contained in the experimental chapters of this thesis is motivated by the eventual goal of a complete QIP scheme integrated on-chip on a III-V semiconductor wafer. Epitaxially grown InGaAs QDs have the narrowest ZPLs of any type of QDs and so make both excellent stationary qubits and sources of flying photonic qubits (see chapter 2). By integrating QDs within optical nanostructures such as cavities or waveguides the photons may be efficiently routed around the chip. Finally, superconducting nanowire detectors may also be integrated to enable efficient detection of single photons for quantum state readout. A rendering of a concept device incorporating all of these principles is illustrated in Figure 1.4. This concept is the subject of the EPSRC (UK) programme grant EP/J007544/1 and provides the
Figure 1.4: An illustration of a potential simple semiconductor quantum circuit device. Single photons are produced by a pair of InGaAs QDs embedded within photonic crystal waveguides to maximise their extraction efficiency. Application of independent electric fields to the tuning electrodes allows the energies of the two QDs to be matched. These single photons then interfere at a 50:50 beam-splitter formed by suspended ridge waveguides. Finally, the output photons are detected by superconducting detectors embedded at the end of the waveguides. Such a device would enable the demonstration of Hong-ou-Mandel interference between single photons, a fundamental result in linear quantum optics. Image courtesy of Rikki Coles, reproduced with permission.
motivation for the studies performed in this thesis. A comprehensive review of literature relevant to this scheme and the work presented in this thesis is given in chapter 2.
2.1 SELF-ASSEMBLY OF QUANTUM DOTS

In this section a brief review of the formation of QDs is presented, focusing on self-assembly through Stranski-Krastanov (SK) growth in III-V semiconductors. Strategies to locate and deterministically position individual QDs are also discussed.

2.1.1 Quantum Wells, Wires & Dots

Quantum wells, wires and dots are structures that act respectively as 1, 2 and 3-dimensional potential wells. As a confining potential becomes smaller than the characteristic de Broglie wavelength ($\lambda_D$), particles exhibit quantum confined behaviour. This is characterised by changes in the density of states ($D(E)$) with increasing number of confined dimensions as illustrated in Figure 2.1. For a quantum dot, discrete energy levels are formed, characterised by spaced delta-function peaks in $D(E)$. It is this level structure that gives rise to the
description of QDs as artificial atoms and also provides the levels required to implement a qubit.

2.1.2 Formation & Self-Assembly

The earliest observation of what is now termed a QD [72] was made in a glass matrix in the early 1980s [73]. As discussed in subsection 1.3.6, there are now numerous means of forming QDs. In this thesis “bottom-up” growth is considered as QDs grown by this method exhibit the highest optical qualities. This is supported by the observation of ZPL linewidths around 1 μeV [74], essential for the production of highly indistinguishable photons and efficient quantum interference as required for QIP.

Epitaxial growth\(^1\) of SAQDs [75–77] exploits the lattice mismatch between a substrate and growth material (e.g. GaAs/InAs). The growth material is typically deposited by Molecular Beam Epitaxy (MBE). At ultra-high vacuum, constituent elements are separately sublimed and subsequently condense on the substrate wafer where they react to form the crystalline growth layer. The lattice mismatch with respect to the substrate leads to a build-up of strain within the growth layer. After the growth of a thin 2D “wetting layer” [78–80] the strain increases to the point where formation of 3D coherently strained is-

---

\(^1\) Epitaxy refers to deposition with a fixed crystallographic orientation relative to the substrate.
lands is energetically favourable to further 2D layers \cite{78}. This is known as SK growth \cite{81–83} as illustrated in Figure 2.2.

By burying the dots (“overgrowth”) 3D carrier confinement is obtained and a quantum dot is formed. Such dots are termed “self-assembled” owing to the stochastic nature of the process. More detailed information on the self-assembly of QDs is widely available in the literature \cite{83–85}.

A consequence of the stochastic growth mechanism is that there is typically a distribution in the size (and thus energies) of SAQDs. Changes to the growth conditions (e.g. temperature, deposition rates) present a means to modify both the energies and the density of QDs that form. For QIP applications it is desirable to address individual QDs and thus growth conditions are typically tailored towards low-density growth.

2.1.3 Positioning & Site Control

A further requirement for any practical QIP scheme involving SAQDs is to interface multiple QDs acting either as single photon sources or spin qubits. Hence, it is necessary to accurately determine the position of individual QDs and preferable to be able to deterministically control the positions at which SAQDs form. In the following sub-sections several approaches to this problem are reviewed.

Dot Registration

Dot registration refers to methods which allows the position of QDs to be accurately determined and registered. Whilst this does not offer control over the positioning of dots, it allows dots of appropriate properties to be located. Nano-optics such as cavities and waveguides may then be fabricated around the dots. Previously such fabrication has relied upon a probabilistic approach \cite{61} to obtaining the required coupling which is highly inefficient as it often takes many samples to find one with a suitably coupled dot. It is also clear that this approach is unsuitable for producing more complex quantum optical circuits potentially involving multiple dots.

Some schemes have located dots using Atomic Force Microscopy (AFM) to find the areas of strain that lead to QD nucleation with a
typical fabrication accuracy of the dot within $\pm 30$ nm of the center of an optical microcavity [86, 87]. However, all-optical schemes have also shown considerable success and offer simpler implementation.

A common optical approach is to locate dots via cryogenic Micro-Photoluminescence ($\mu$PL) spectra (or indeed recently cathodoluminescence in-situ in an Electron Beam Lithography (EBL) setup [88]). Multiple luminescence scans are performed in the x-y plane to build up an intensity map of the QD emission. By fitting Gaussian intensity profiles along the x & y axes the position of the dot may be located to much higher precision than the diameter of the excitation laser [89–91]. Alignment markers either pre-patterned in gold [90, 91] or in-situ etched in photo-resist [89] allow the QD to be subsequently relocated.

EBL fabrication around the dot is then possible to a typical accuracy of $\pm 30$ nm [90]. This has enabled the deterministic fabrication of Photonic Crystal Cavities (PCCs) [90] and micropillar cavities [92] coupled to a single target QD.

**Site Control by Surface/Sample Modification**

One approach to obtaining semi-deterministic growth of QDs is to locally modify the surface properties in order to give preferential growth within these regions. Typically these schemes involve surface lithography in order to pattern the substrate followed by deposition of various growth layers depending upon the scheme used. Calculation of the strain distribution shows that InAs islands nucleate at sites where the surface stress is highest such as the edges of lithographically defined features [79]. Such an approach has been used to grow regular arrays of InAs quantum dots localised to lithographically defined mesas [93, 94] or pits [95, 96]. However, in early work it proved difficult both to isolate individual QDs and to prevent strong inhomogeneous broadening resulting from the surface modifications.

A significant recent breakthrough has been the use of a buried oxide stressor layer [97]. This layer manipulates the strain fields at the surface and causes selective nucleation during the growth process. The benefit of this approach is that the growth surface remains defect-free, preventing inhomogeneous broadening. Resolution-limited line-widths of 40 $\mu$eV [97] have been observed though at present this remains significantly larger than non site-controlled QDs.
An alternative approach is pyramidal quantum dot growth [98–100] whereby a different mechanism to conventional SK growth is used. QDs form within epitaxially grown pyramids whose location is defined by pre-deposited gold nanostructures. The linewidths of these QDs are again inferior to non-site controlled growth. Additionally, their protruding pyramidal structure and requirement for growth in the (111) crystal orientation\(^2\) may present significant obstacles to integrating QDs of this type with nano-optics such as cavities and waveguides.

**QDs Within Site Controlled Nanowires**

Another approach is to incorporate QDs within site-controlled nanowires. Nanowires may be formed by epitaxial growth methods with their nucleation sites defined by surface modifications [101–104], similar to the surface modification methods previously described. QDs may be incorporated by deposition of a thin layer of a different semiconductor during the growth of the wire to produce 3D confinement [105–107]. However, these QDs also often suffer from large inhomogeneous broadening due to the proximity of the surface of the wire with typical linewidths an order of magnitude greater than conventional QDs [107]. Furthermore, integrating such QDs with nano-optics is an unresolved challenge.

### 2.2 Electronic Structure of Quantum Dots

In this section a brief outline of the band and orbital structure of carriers confined in SAQDs is presented. Following this, the excitonic complexes that these carriers may form are discussed and the main energy levels and transitions relevant to this thesis are reviewed.

#### 2.2.1 Band Structure

In bulk III-V semiconductor materials the conduction band originates from \(s\) orbitals of the constituent atoms [108] whilst the valence band is primarily \(p\)-type in character with a contribution from \(d\) orbitals [109]. As a result, electrons confined within a SAQD have an atomic

\(^2\) Conventional SK growth of QDs is typically performed in the (001) orientation.
Figure 2.3: Illustration of the typical band structure of a III-V semiconductor material. The conduction band (blue) contains a single band which is split from the valence band by the bandgap ($E_g$). The valence band (red) contains three bands, the Heavy Hole (HH), Light Hole (LH) and Split-Off (SO) bands. The SO band is split from the other bands by the spin-orbit splitting ($\Delta$). At $k = 0$ ($\Gamma$ point) the HH and LH bands are degenerate however they split with increasing $k$.

$s$-type wavefunction with zero orbital angular momentum ($L = 0$). The total angular momentum ($J$) is given by Equation 2.1:

$$J = L + S$$

where $S$ is the spin angular momentum, defined as $|S| = s^z_e = 1/2$ for the electron. Hence the total angular momentum of the electron is given by $J = s^z_e = 1/2$. Two projections of the spin are possible along the $z$-axis ($m^z_s = \pm 1/2$) corresponding to the spin up / down ($\uparrow/\downarrow$) states of the electron.

The dominant $p$-type nature of the hole wavefunction gives an orbital angular momentum for holes of $|L| = l^h = 1$ resulting in a more complex picture [110, 111]. The eigenvalues of $J$ are given by $|l - s|$ and $|l + s|$. Thus as $l^h = 1$ these eigenvalues are $J = 3/2$ and $J = 1/2$. Each of these states may contain any half-integer $J_z$ value between $J$ and $-J$. Hence the $J = 3/2$ band may contain $J_z = \pm 3/2, \pm 1/2$ whilst the $J = 1/2$ band may contain only $J_z = \pm 1/2$ and is split-off to lower
energy by the *spin-orbit splitting* ($\Delta$) which is around 0.1 to 0.5 eV for typical III-V semiconductors \[112\]. In turn, holes in the $J = 3/2$ band with $J_z = m^{hh}_{J_z} = \pm 3/2$ are referred to as Heavy Holes (HHs) whilst those with $J_z = m^{lh}_{J_z} = \pm 1/2$ are referred to as Light Holes (LHs). The HH and LH bands are degenerate at the $\Gamma$ point of a bulk semiconductor (see Figure 2.3). However, in a SAQD the broken symmetry of the system, different quantum confinement energies and the strain present lead to a splitting on the order of 30-300 meV \[112-114\] with the LH band at higher energy.

2.2.2 *In-Plane Orbitals*

As discussed in subsection 2.1.1, the electronic structure of a QD is very different to that of bulk material. In the case of InGaAs QDs (Figure 2.4a), the band gap of InGaAs is lower than that of GaAs (see Figure 2.4b) which leads to 3D confinement and the discrete density of states illustrated in Figure 2.1. The strain arising from the lattice mismatch between the two materials (see subsection 2.1.2) leads to modifications of the confinement potential \[84, 115\]. A further influence is that in the (001) orientation typical of InGaAs SAQDs, the anisotropy of the crystal means piezoelectric fields may also modify the potential \[116\]. However, for typical SK growth this may be neglected \[116\]. The end result of these modifications is that the confinement potential of a SAQD may be well approximated by a parabolic confinement potential resulting in the same energy spectrum as the 2D harmonic oscillator \[117-119\].

The height of SAQDs is generally much smaller than the diameter of their base (see Figure 2.4a) \[78\] leading to stronger confinement of carriers along the vertical axis. As a consequence, the energy spacing of vertically confined levels is much larger than those in the growth plane allowing higher vertical states to be neglected. The in-plane orbital angular momentum of carriers leads to an orbital structure of circularly symmetric harmonic wavefunctions \[113, 119\]. These orbitals are analogus to the spherically symmetrical orbitals found in atomic physics ($s, p, d, f...$) though they are two-dimensional as they only describe in-plane angular momentum.
Figure 2.4: (a) Schematic of a truncated pyramid InGaAs SAQD showing typical dimensions. The InGaAs QD is formed on top of a 2D wetting layer before being buried by GaAs overgrowth leading to 3D confinement. (b) Illustration of the band gaps of InGaAs and GaAs at 4.2 K (liquid Helium temperature) - carriers in the InGaAs QD are confined owing to the smaller band gap. The band gap of InGaAs depends strongly on the ratio of Indium to Gallium with increased Indium incorporation reducing the band gap [120]. Typical values for the conduction and valence band offsets of InGaAs SAQDs are shown [79].
A consequence of this is that the s, p, d... shells of SAQDs may only accommodate 1, 2, 3... electron (or hole) opposing spin pairs respectively (see Figure 2.5) [113, 121] whilst the equivalent 3D atomic shells may contain 1, 3, 5... of such electron pairs. Selection rules only allow valence band electrons to be promoted to the same conduction band shell (excluding a weakly allowed s → d transition) [113, 121] although this may be relaxed by shell mixing in asymmetric QDs [113, 121].

2.2.3 Neutral Excitons

When an electron is promoted to the conduction band of a semiconductor, Coulomb attraction between this electron and the resulting hole in the valence band can bind the two. This bound electron-hole pair may be described as a quasiparticle - an exciton. In a typical InGaAs SAQD, the confinement (see Figure 2.4 and Figure 2.5 for typical energy scales) is comparable to the electron-hole Coulomb interaction (∼ 30 meV [122]). Hence, the Coulomb interaction is treated as a perturbation to the energies of the single particles - this is termed the exciton binding energy. As discussed in subsection 2.2.1, both the LH and SO bands are split to significantly higher energies in SAQDs and thus generally only excitons containing Heavy Holes (HHs) are considered. It is worth noting however that LH excitons have been observed in elastically-stressed unstrained QDs [123] and that both asymmetric QDs [124] and QDs in an in-plane magnetic field have exhibited significant HH-LH mixing.

An electron-hole pair both in their respective s-shells combine to form the ground-state exciton. The possible z-axis spin projections ($S_z$) of this quasiparticle are given by Equation 2.2:

$$S_z = m_{j,z}^{hh} + m_{s,z}^e = \pm 3/2 \pm 1/2 = -2, -1, 1, 2$$

Absorption/emission of a single circularly-polarized photon may only impart a change in angular momentum of ±1 [125]. Hence $S_z = \pm 1$ “bright excitons” (typically notated as $X^0$) with circular polarization (|$↑\downarrow\rangle$ and $|↓↑\rangle$) are optically allowed whilst $S_z = \pm 2$ “dark excitons” are optically forbidden and cannot be directly observed in lumines-
Figure 2.5: Level structure of a QD with $s$, $p$, and $d$ shells filled with carriers. Each shell may contain respectively one, two or three pairs of electrons / Heavy Holes (HHs) with opposite spins. The energy spacing of the conduction band states is significantly larger than those in the valence band, typical scales for InGaAs SAQDs are shown [79]. The $S_z = \pm 1$ s-shell bright exciton states have opposite electron/hole spins and are highlighted in yellow. The $S_z = \pm 2$ dark excitons correspond to same-spin pairs. The LH and SO bands are ignored for the purposes of this figure.

2.2.4 Exciton Fine Structure

An “ideal” QD exhibits radial symmetry in the growth ($x$-$y$) plane. However, the self-assembly process typically leads to QDs with some degree of asymmetry. In this case the two bright exciton states become coupled by the electron-hole exchange interaction [126], leading to a precession between the $S_z = \pm 1$ states with angular frequency $\delta$ [127]. As a result, the eigenstates of the exciton now become linearly polarized as defined in Equation 2.3:

\[
|X_x\rangle = \frac{1}{\sqrt{2}} \{ |\downarrow\uparrow\rangle + |\uparrow\downarrow\rangle \}
\]

\[
|X_y\rangle = \frac{1}{\sqrt{2}} \{ |\downarrow\uparrow\rangle - |\uparrow\downarrow\rangle \}
\]
The magnitude of the Fine-Structure Splitting (FSS) between the two eigenstates is determined by the degree of elongation of the QD as illustrated in Figure 2.6.

As the splitting originates from the growth process [128] and is detrimental for a number of QIP applications [129–131], modified growth protocols have been developed to attempt to deterministically grow symmetric QDs [100, 132, 133]. Studies have also seen reduction of the FSS by post-growth thermal annealing [134–137]. Whilst such methods have reduced the variance of the FSS, it is not currently possible to deterministically grow fully symmetric QDs. As such, in-situ methods for tuning FSS are widely studied, using strain [138, 139], magnetic [140] and laser [141, 142] fields as well as both lateral [143–145] and vertical [146, 147] Direct Current (DC) electric fields.

2.2.5 Biexcitons

As shown in Figure 2.5, the s-shells of both the conduction and valance bands can be occupied by two carriers with opposite spins. Therefore it is possible for both of the $S_z = \pm 1$ neutral excitons to exist simultaneously, forming a biexciton (generally notated either $XX$ or $2X$). Much in the same manner as the formation of excitons, Cou-
lomb interactions between the two excitons result in a binding energy ($E_{XX} = \hbar \Delta_{XX}$) that reduces the transition energy to less than the energy of 2 excitons. The resulting energy level structure is illustrated in Figure 2.7, the so-called biexciton cascade. Figure 2.7(a) shows the energy levels in the basis of linear excitation. The eigenstates of the system are linear and split by the FSS energy $\hbar \delta$. For circular excitation as shown in Figure 2.7(b), single exciton spin states are excited and the energy splitting is zero. However, as the eigenstates of the system are linear, the exciton spin precesses with a frequency $\delta$.

A particular application of the biexciton cascade is as a source of entangled photon pairs. These are emitted when the biexciton relaxes to the ground state via the exciton state [129, 130, 148]. For this application low FSS is critical as otherwise the two $H/V$ decay paths have different energies, leading to reduced entanglement.
Figure 2.8: Schematic illustrating the initialisation of a single hole by exciton ionization. On the left are the exciton energy levels in the circular basis as in Figure 2.7. After electron tunnelling only a single hole remains. Excitation of this hole with circularly polarized light leads to the creation of a positively charged trion as illustrated on the right. In the case of a single electron the level structure is identical except the trion now has negative charge.

2.2.6 Single Carriers & Trions

Single carriers (electrons or holes) may also be confined and manipulated within QDs. Typically this is motivated by the much longer coherence times that are possible compared to excitons (see subsection 2.4.1). The process is significantly more complicated though as a single carrier cannot be photoexcited like an exciton. Typical strategies to isolate single carriers employ QDs embedded within diode structures either to ionize a photoexcited exciton [127, 149–152] or to deterministically charge the QDs [153–158]. It is also possible to add a dopant layer during sample growth; by tuning the doping concentration, it is possible to produce a mean carrier occupation of 1 in the QDs at equilibrium [159, 160]. Figure 2.8 illustrates the principle of hole spin initialisation by exciton ionisation. An exciton is created by circularly polarised light before undergoing ionisation by electron tunnelling to leave behind a single hole with spin inherited from the exciton. This process is studied in detail in chapter 4.

Once a single carrier has been isolated, the energy level structure (see Figure 2.8) is similar to that of the ground state - exciton system.
Photoexcitation of the single carrier adds an additional electron-hole pair to the system, leading to the formation of a charged exciton referred to as a trion. A single electron leads to a negatively charged trion (e.g. $|X^-\rangle = |\uparrow\uparrow\downarrow\rangle$) whilst a single hole leads to a positively charged trion (e.g. $|X^+\rangle = |\uparrow\uparrow\downarrow\rangle$). As shown in Figure 2.8, these trion transitions have orthogonal circular polarization which forms the basis for various spin-readout schemes as each carrier spin state is coupled only to one trion.

2.3 QDs in External Fields

In this section the influence of external electric and magnetic fields on the QD energy levels is detailed. Both static and alternating electric fields are considered in addition to magnetic fields oriented either within or out of the sample plane.

2.3.1 Electric Fields

Quantum-Confined Stark Effect

In SAQDs the material composition of the QD is not uniform owing to varying degrees of gallium incorporation into the InAs QD layer. Studies have shown that for typical SK growth of InGaAs SAQDs, the electron & hole wavefunctions are vertically aligned [161, 162]. However, the hole wavefunction is localized in the region of high indium content towards the top of the QD with the electron towards the bottom [161, 162]. A consequence of this is that SAQDs typically possess a strong permanent electric dipole moment ($p$).

When a DC electric field is applied to the QD, the electron and hole confinement energies are modified by the Quantum-Confined Stark Effect (QCSE). Phenomenologically, with increasing electric field the electron and hole wavefunctions become further separated, reducing the Coulomb attraction and leading to a red-shift of the exciton energy. The energy shift of a transition ($\Delta E_{\text{Stark}}$) due to an applied DC electric field strength ($F$) varies quadratically and is given by Equation 2.4 [161, 162]:

$$\Delta E_{\text{QCSE}} = pF + \beta F^2,$$

(2.4)
where $\beta$ is the electric polarizability in the direction of the DC field. Owing to the physical origin of the shift, it is possible to use the DC Stark shift to determine the electron and hole separation [162]. The primary application of the QCSE, however, is to tune the exciton energies of QDs for applications such as coupling to an optical cavity (as demonstrated in chapter 6) or tuning two separate QDs into resonance. This tuning of energy along with extraction of the values of $p$ and $\beta$ is illustrated in Figure 2.9.

As the QD dipole is orientated along the growth ($z$) axis, the largest energy shifts due to the QCSE are observed for devices which have a vertical electric field. This is usually achieved by the incorporation of doped layers which produce a diode structure in the QD wafer [153–155, 161, 163]. A smaller effect may be produced by application of a lateral electric field. However, the primary application of such devices is to tune the FSS by compensating asymmetry in the confinement potential as previously discussed [143–145].
Figure 2.10: Measurement of the optical Stark shift of a QD exciton transition. The laser pulse has pulse area $\Theta = 5.25\pi$ and is detuned by $\pm 0.7$ meV (blue/red data) from the exciton transition which is co-polarised with the laser. The data was measured by performing time-resolved pump-probe photocurrent measurements similar to those described in subsection 5.4.1.

Optical Stark Effect

Stark shifts of QD transitions are not limited only to AC electric fields. Application of an Alternating Current (AC) electric field also leads to a shift that depends both on the frequency and strength of the electric field. In QDs this is generally induced by an additional laser field of angular frequency $\omega_l$ and is referred to as the Optical Stark Effect (OSE). The shift is described by Equation 2.5 [164]:

$$\Delta E_{OSE} (t) = \frac{\hbar}{2} \left( \Delta - \sqrt{\Delta^2 + |\Omega_R (t)|^2} \right)$$

$$\Omega_R (t) = \frac{\mu E_l (t)}{\hbar},$$

(2.5)

where $\Delta = \omega_0 - \omega_l$ is the detuning of the laser from the transition (which has angular frequency $\omega_0$), $\Omega_R (t)$ is the Rabi splitting, $\mu$ is the transition dipole moment and $E_l (t) \cos (\omega_l t)$ describes the electric field of the laser. Figure 2.10 shows the optical Stark shift of the neutral exciton induced by a strong laser pulse which is detuned by $\pm 0.7$ meV. The sign of the energy shift is swapped by the sign of the detuning. The solid lines are Gaussian fits to the data, indicating that
2.3 QDS IN EXTERNAL FIELDS

Figure 2.11: Illustration of the influence of an external magnetic field on the energies of the neutral exciton spin-states. The $\sigma^+ / S_z = -1$ and $\sigma^- / S_z = +1$ states are shown by the black and red lines respectively, whilst the blue line shows the magnitude of the diamagnetic shift which can be extracted from a fit of Equation 2.7. The green line in the inset shows the variation of the Zeeman splitting ($E_{\sigma^-} - E_{\sigma^+}$) with magnetic field; $g^x$ may be extracted by fitting Equation 2.6. The lines plotted here were calculated from experimental measurements of $\gamma_1$ and $\gamma_2$ in an out-of-plane magnetic field.

the shift follows the Gaussian envelope of the laser electric field as would be expected from the $\Omega_R(t)$ term in Equation 2.5.

A significant property of the OSE is that the shift is sensitive to polarization, meaning that transitions orthogonally polarized to the laser are not shifted. This has been exploited to cancel FSS by shifting only one eigenstate in order to restore the energy degeneracy [141, 142]. This approach is employed to improve the fidelity of hole spin initialisation in section 4.7.

2.3.2 Magnetic Fields

As a magnetic field ($B$) is applied to the QD, the electron and hole levels become increasingly Zeeman split owing to the opposing signs of $m_j$ for the two $s$-shell carriers. The magnitude of this splitting is determined by Equation 2.6:

$$E_{Z}^{i} = g^i \mu_B B,$$  \hspace{1cm} (2.6)
where $g'$ is the Landé $g$-factor for the carrier or exciton complex denoted by the index $i$ ($e$ electron, $h$ hole, $X$ neutral exciton) and $\mu_B$ is the Bohr magneton. As the value of $g'$ contains an implicit factor of $m_j$, the measured hole $g$-factor evaluated according to Equation 2.6 includes an additional factor of 3 compared to the electron, allowing the hole ($m_j = \pm 3/2$) to be regarded as having a pseudospin of $\pm 1/2$.

This allows the definition of the exciton $g$-factor as $g^X = g^h - g^e$. In addition, for the neutral exciton a weak quadratic diamagnetic shift is also observed [165–168]. This shifts the exciton emission to higher energy irrespective of spin, unlike the $g$-factor. Thus the total energy shift of an exciton in a magnetic field may be described by Equation 2.7:

$$\Delta E = \gamma_1 B + \gamma_2 B^2,$$

where $\gamma_2$ is the diamagnetic coefficient and $\gamma_1 = \frac{S_z g^X \mu_B}{2}$.

Two fundamentally different sets of behaviour are observed depending upon if the magnetic field is orientated within or out of the sample plane. These are outlined in the following subsections.

**Faraday (Out-of-Plane) Geometry**

A Faraday geometry magnetic field is a magnetic field that is oriented along the growth ($z$) axis of the QD (i.e. out of plane). Measurements of the exciton $g$-factor in such a field have found a typical range of $-3 \leq g^X_z \leq -1$ for InGaAs SAQDs [169, 170]. It should be noted, however, that $g$-factors are sensitive to QD size, shape, strain and material composition [170] and hence variation between samples is common. Measurements of the magnitude of the individual carrier $g$-factors for a single InGaAs SAQD have found $|g^h_z| = 0.53$ and $|g^e_z| = 0.60$ for a Faraday magnetic field [171].

For an asymmetric QD ($\delta > 0$), the initially linear eigenstates (see Figure 2.7) become the circular eigenstates $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$ once $E^X_{2z} > \hbar\delta$. This can provide a means to cancel the fine-structure precession with demonstrated applications such as entangled photon pair production [129] and high fidelity spin initialisation by exciton ionization [172] (see also section 4.5).
Figure 2.12: Energy level schematic of the neutral exciton and hole-trion transitions in a Faraday (out-of-plane) magnetic field. The hole levels are split by the hole Zeeman splitting ($E_h^Z$) whilst the trion levels are split by the electron Zeeman splitting ($E_e^Z$) as they contain two holes of opposite spin with a single electron. The exciton levels are split by the exciton Zeeman splitting ($E_X^Z$) which contains both electron and hole contributions. These splittings grow with increasing external magnetic field ($B_z$) according to Equation 2.6.
Figure 2.13: Hole-trion energy levels in a Voigt geometry magnetic field directed along the x-axis. States are labelled as either parallel (\(\parallel\)) or anti-parallel (\(\perp\)) to the magnetic field.

Another class of applications for an out-of-plane magnetic field is to energetically split single carrier levels. This enables detection of the spin state of the carrier by spectrally resolving the hole-trion transitions. Significantly, unlike an in-plane magnetic field, the “diagonal” transitions between a trion and a carrier of the opposite spin are only very weakly allowed (around 450 times weaker than the “vertical” transitions \[173\]) due to HH-LH mixing \[173\] and the hyperfine interaction with nuclear spins \[174\]. This enables single-shot readout of the carrier spin by repumping the trion transitions with a Continuous-Wave (CW) laser and performing spectrally-selective detection \[173\]. A similar approach may also be used to initialise single carrier spins \[156\].

Voigt (In-Plane) Geometry

A Voigt geometry magnetic field is orientated within the sample (x-y) plane, perpendicular to the growth axis. Depending on the degree of asymmetry of the QD confinement, the bright (\(S_z = \pm 1\)) and dark (\(S_z = \pm 2\)) exciton states may become mixed in such a field \[169\]. As such, the bright/dark exciton eigenstates are no longer clearly defined and it is simpler to consider single carrier states. The g-factors of both electrons \[171, 175, 176\] and holes \[171\] are known to be anisotropic for InGaAs SAQDs with the hole exhibiting significantly
stronger anisotropy. For a specific InGaAs SAQD, in-plane $g$-factor magnitudes of $|g^h_x| = 0.08$ and $|g^h_y| = 0.23$ have been measured for the hole whilst for the electron the magnitudes were $|g^e_x| = 0.54$ and $|g^e_y| = 0.52$ \cite{171}.

Figure 2.13 illustrates the eigenstates of the hole-trion system in a Voigt geometry field. The hole and trion states are defined in terms of their orientation with respect to the magnetic field and are split by the hole and electron Zeeman energies respectively. The hole-trion transitions are co-linearly polarized with a pair of cross-polarized diagonal transitions coupling the hole states to the orthogonal trion state. The spin up and spin down states ($|\uparrow\rangle/|\downarrow\rangle$) are now superpositions of these eigenstates and thus carrier spins precess about the in-plane field with angular frequency $\omega_Z = E_Z/\hbar$. In terms of the Bloch sphere this implements a coherent rotation about the field axis and thus is widely used for coherent control of single carrier spins (see section 2.6).

2.4 QD - ENVIRONMENT INTERACTIONS

As SAQDs are formed from a macroscopic number of nuclei within a semiconductor lattice, it is necessary to consider interactions between carriers confined in the QD and the host material. This section presents a brief review of interactions between QD-confined carriers and the nuclear spins, electrical environment and lattice phonons of the host material.

2.4.1 Dephasing

To understand these interactions, it is first necessary to define their influence on the quantum state of the carriers in the QD. Generally these interactions degrade the quantum state, causing the initially pure state to become mixed. This can be visualised on the Bloch sphere (Figure 1.1) as the Bloch vector (a Cartesian representation of a state vector) moving inwards from the surface and is termed dephasing. Phenomenologically there are two kinds of dephasing processes which evolve the state in different ways. Considering a Bloch vector $\vec{s} = (s_x, s_y, s_z)$, the dephasing may be represented as follows [177]:
\[ s_z' = -\frac{s_z + 1}{T_1} \]  \\
\[ s_{x,y}' = -\frac{s_{x,y}}{T_2} = -\left[ \frac{1}{2T_1} + \frac{1}{T_2} \right] s_{x,y} \]

These processes are referred to as longitudinal (\( T_1 \)) & transverse (\( T_2 \)) dephasing. \( T_1 \) processes involve relaxation of population from the excited state which results in a change of the z-component of the Bloch vector described by equation Equation 2.8. Examples of \( T_1 \) processes include radiative recombination of excitons [122, 178] and tunnelling of carriers from the QD [179]. The timescale on which the qubit remains coherent is determined by transverse dephasing and characterised by the coherence time \( T_2 \). This is determined by 2.9 with contributions both from \( T_1 \) processes (as they are incoherent) and pure dephasing which is characterised by a timescale \( T_2^* \). Pure dephasing alters only the coherence of the state without any change in the level populations, thus only the x & y components of the Bloch vector are modified. For confined carriers, examples of \( T_2^* \) processes are the hyperfine coupling to the inhomogeneous Overhauser field of the nuclear spins [180], the deformation potential potential coupling between electrons and acoustic phonons [63, 64] and fluctuations in the electric field acting on the hole g-factor [181–183]. In Figure 2.14 the effects of \( T_1 \) and \( T_2^* \) dephasing are illustrated on the x-z plane of the Bloch sphere.

In the low temperature limit, single excitons confined in SAQDs have been observed to have lifetime-limited coherence [178, 184, 185], i.e. \( T_2 = 2T_1 \) where \( T_1 \) is typically 400 to 800 ps owing to radiative recombination [122, 178]. By contrast, single carrier spins do not undergo radiative recombination, leading to \( T_1 \) values in the range of 0.2 - 20 ms [149, 186] for single spins confined in SAQDs. At these timescales, significant pure dephasing occurs during the spin lifetime and the coherence time is dominated by the \( T_2^* \) term in 2.9. For InGaAs SAQDs, electron spin coherence times (\( T_2^* \)) of the order of 1 – 2 ns are typically measured [187, 188] with values of around 10 ns measured for holes [158, 179, 181, 182]. However, there are means by which pure dephasing can be suppressed (see subsection 2.4.5), allowing coherence times to be extended to the \( \mu \)s regime [181, 188].
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Figure 2.14: Left: $T_1$ dephasing in the Bloch sphere representation. The red arrows represent the Bloch vector at various points in time whilst the dashed red line is the trajectory of the tip of the vector. Right: $T_2^*$ dephasing (blue arrows / line) of the same initial state.

2.4.2 Nuclear Spins

Owing to the finite size of a SAQD, the QD itself comprises around $10^6$ nuclei. As discussed in section 1.3, the III-V materials of SAQDs do not have spin-zero isotopes so the approach of isotopic purification [36] to reduce nuclear spin effects [34] is not possible here. Instead, the nuclear spins and the QD interact via the hyperfine interaction [189] which is usually described by effective magnetic fields. Carriers in the QD interact with the large number of nuclear spins in the bath and experience an effective field termed the Overhauser field [190, 191]. A single nuclear spin also experiences a hyperfine interaction from the confined carrier with the corresponding effective field known as the Knight field [190–192].

The random Overhauser field in InGaAs SAQDs has been found to have a mean magnitude of around 30 mT [183, 193, 194] at zero external magnetic field. Significantly though, the field is not static, hyperfine interactions [189] involving nuclear spins (see Ref. [66] for a review) cause the spin bath to fluctuate in time with a measured
standard deviation of 14 mT [193]. The fluctuation time is typically much longer than the carrier lifetime [183], thus the field can be considered quasi-static on the lifetime of any single carrier [195]. The influence of the nuclear spin dynamics is thus primarily that when repeating a measurement many times, the QD carriers experience different magnetic fields and hence different precession frequencies, leading to $T_2^*$ dephasing [188]. This time-dependent field also causes broadening of the QD linewidth if the measurement is slow relative to the nuclear spin dynamics [183, 196].

2.4.3 Electrical Environment

As discussed in subsection 2.3.1, QD energy levels are very sensitive to external electric fields through the Stark effect. In terms of the QD environment, fields may arise from charges trapped in localization centres in the semiconductor material [197], again leading to broadening of the QD linewidth [198]. Furthermore, the g-factor (see subsection 2.3.2) of QD-confined carriers exhibits an electric field dependence [199–202]. This means that in the in-plane magnetic field typically used for coherent control of spins (see section 2.6), a time-varying electric field will cause $T_2^*$ dephasing by differing precession rates [181, 182], similar to the case of nuclear spins.

2.4.4 Phonons

The presence of a lattice-structured host material in solid-state qubit systems provides the ideal environment for phonons. InGaAs QDs couple to both Longitudinal Acoustic (LA) and Longitudinal Optical (LO) phonons [203–205]. LO phonon scattering in GaAs is characterised by an energy scale of around 36 meV. For InGaAs QDs this leads to observation of weak “phonon replica” peaks at the corresponding negative detuning [205]. These peaks form sharp lines owing to the discrete distribution of LO phonon energies. In addition, quasi-resononat driving at a positive detuning of a multiple of the LO phonon energy is also possible [206–208]. The scattering process corresponds to $T_1$ dephasing as it results in a loss of population. LO phonons may also contribute to pure dephasing. However, theoretical
studies have found that this influence is negligible at low temperatures as the LO phonon energy \( > k_B T \) \[209\].

By contrast, LA phonons exhibit a continuous distribution with energies in the few meV regime. Again, features corresponding to this may be observed in both emission \[210\] and absorption \[211\] spectra. In this case, owing to the continuous distribution of phonon energies, these spectral features take the form of smooth side-bands. Beyond simple phonon scattering as a form of \( T_1 \) dephasing, LA phonons also contribute to pure dephasing \[63, 64, 204\] by providing an incoherent relaxation channel when the QD is optically driven (see chapter 5).

Unsurprisingly, the phonon dynamics depend strongly upon temperature. Strong linewidth broadening \[185, 205, 212, 213\], redshifting \[213, 214\] of the QD levels and stronger dephasing \[63, 64, 204\] has been observed with increasing temperature. As such, QD experiments are typically performed at low temperatures (\( \sim 4 - 20 \) K) to minimise these effects. At these low temperatures and low driving strengths, phonon induced dephasing is generally weak compared to spin or charge noise effects \[181–183\] and is often neglected. However, in the presence of strong optical driving \[63, 64, 215\] or an optical cavity \[86, 208, 216–218\] phonon interactions may play a significant role in determining the dynamics of the entire system. This regime is explored in detail in chapter 5.

### 2.4.5 Controlling Dephasing

A general approach to reducing the influence of inhomogeneous dephasing (\( T_2^* \)) is to use spin echo techniques \[219\] to “refocus” the precessing states. This has been demonstrated for single electrons in InGaAs SAQDs with a corresponding increase in \( T_2^* \) of around \( 10^3 \) \[188\]. However, application of the multiple optical pulses required is experimentally difficult and also a potential source of dephasing itself.

As such, it is interesting to consider the possibility of suppressing these dephasing sources directly. General consensus is currently that electron dephasing is dominated by hyperfine nuclear spin interactions \[188\]. A non-invasive means of suppressing nuclear spin dephasing is to pump the spin bath into a polarized state, reducing
the fluctuations [220]. However, total polarization of nuclear spins remains elusive experimentally. Direct investigation of the nuclear spin bath has shown that the strain present in InGaAs SAQDs slows the fluctuations [221], presenting a potential sample engineering route to reduced dephasing.

Owing to a primarily $p$-type orbital structure, the hole hyperfine constant is found to be around 10% of that of the electron [109]. As a result, charge noise is instead attributed as the general dominant source of hole dephasing [181, 182, 222]. The primary source of this noise appears to be charges trapped at the capping layer interface [183, 197] which presents the possibility of reducing fluctuations by sample engineering. In addition, an optical method of passively suppressing hole spin dephasing has been recently proposed where the OSE opposes any change in Zeeman splitting induced by charge fluctuations [223].

2.5 OPTICAL MICROCAVITIES

The interactions between a quantum emitter and a reflective cavity give rise to the field of Cavity Quantum Electrodynamics (cQED). The cavity confines the light to the vicinity of the emitter, enhancing the light-matter interaction strength. The field of cQED has been widely studied, particularly in atomic physics where it has allowed experimental verification of some famous predictions of QM [224]. In the semiconductor QD architecture considered in this thesis it is possible to engineer cavities far smaller than those used in atomic experiments by lithographic processing of the sample wafer. Termed microcavities, when fabricated around a single QD these structures produce a very compact cQED system on a single chip.

Semiconductor optical microcavities coupled to single QDs have been used to demonstrate a number of useful effects such as brighter and more indistinguishable single photon sources [225, 226], enhancement of weaker emission channels such as LA phonon-assisted emission [86, 208, 216, 218] and ultrafast optical switching [227–229]. In this section the basic theory of cQED is outlined and the main types of semiconductor optical microcavity are reviewed.
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Figure 2.15: Schematic illustrating the key parameters of a coupled cavity-QD system. The strength of the interaction between the cavity photons and the QD is defined by the coherent coupling strength $g$. The rate of leakage from the cavity mode is defined as $\kappa$ whilst $\gamma$ is a rate incorporating both decay and dephasing of the QD state.

2.5.1 Theory

It is first necessary to define the properties of the cavity that will determine the behaviour of the coupled system. The performance of an optical cavity is defined by two parameters [230]; the first of these is the mode volume ($V_m$) which is defined by equation 2.10 [231, 232]:

$$V_m = \frac{\int d^3 r \epsilon(r) |E(r)|^2}{\max \left(\epsilon(r) |E(r)|^2\right)}.$$  \hfill (2.10)

Here $\epsilon$ is the relative permittivity and $E$ is the amplitude of the electric field. The second parameter is the cavity quality factor $Q$ which is defined in equation 2.11:

$$Q = \frac{\omega_0}{\Delta \omega}.$$ \hfill (2.11)

In this case $\omega_0$ and $\Delta \omega$ are respectively the cavity resonance frequency and linewidth. The rate at which the field leaks from the cavity ($\kappa$) is defined as $\Delta \omega = 2\kappa$; hence larger $Q$ factors indicate a longer cavity confinement time.
The strength of the QD-cavity interaction is defined in equation 2.12 by the coherent coupling strength $g$:

$$g = \frac{1}{\hbar} \sqrt{\frac{\hbar \omega}{2 V_m \mu}}$$

(2.12)

where $\mu$ is the dipole moment of the QD and it is assumed that the QD is placed at the maxima of $e(r)|E(r)|^2$. These parameters are illustrated in Figure 2.15.

### 2.5.2 Weak, Strong & Ultrastrong Coupling

It is now important to define the different regimes of operation for the cavity-QD system as this dramatically influences the observed behaviour.

**Weak Coupling**

In the weak coupling regime the interaction of the QD and the cavity is dominated by incoherent decay processes such as cavity losses ($\kappa$) or QD decay and dephasing ($\gamma$). Hence the definition of weak coupling is:

$$g \ll \kappa, \gamma.$$  

(2.13)

The key characteristic of this regime is the Purcell effect [231] where the rate of spontaneous emission is either enhanced or suppressed by the cavity depending on the cavity-QD detuning. This phenomenon is well-observed in QDs [233–235] and has been widely applied in the production of highly efficient single [62] and entangled [236] photon sources. If the cavity is resonant with a QD in the centre of the cavity mode, the Purcell factor ($F_p$) is defined as:

$$F_p = \frac{3}{4\pi^2} \left( \frac{\lambda_c}{\nu} \right)^3 \left( \frac{Q}{V_m} \right)$$

(2.14)

where $\lambda_c$ is the cavity wavelength and $n$ is the refractive index of the cavity material.
\textit{Strong Coupling}

In the strong coupling regime the interaction is dominated by the coherent interaction between the QD and the cavity field:

\begin{equation}
    g \gg \kappa, \gamma.
\end{equation}

The strong coupling regime is characterised by vacuum Rabi oscillations [237] whereby population coherently oscillates between the QD and the cavity field. In the spectral domain this is characterised by peaks corresponding to hybrid light-matter states (polaritons) which have a splitting of $\Omega_R = 2g$. The figure of merit for a strongly coupled system is the ratio $Q/\sqrt{V_m}$. Higher Q values reduce the cavity loss rate $\kappa$ and smaller mode volumes ($V_m$) increase the coupling strength $g$.

\textit{Ultrastrong Coupling}

It is worth briefly noting that beyond strong coupling lies the ultrastrong coupling regime [238, 239] where the coupling strength approaches or exceeds the resonant frequency of the cavity:

\begin{equation}
    g \ll \omega_c.
\end{equation}

Ultrastrong coupling has recently been observed experimentally in a number of systems [240, 241] including quantum wells [242] however QD systems are unlikely to enter this regime as their dipole moment is smaller. As such, the ultrastrong regime is included here only for completeness.

\subsection*{2.5.3 Types of Cavities}

A number of different physical implementations of optical microcavities that can couple to SAQDs have been demonstrated. The first type of these are cavities using Photonic Crystal (PhC) structures, Photonic Crystal Cavities (PCCs). PhCs [243, 244] are formed by patterning a periodic structure from two materials of differing refractive index. This creates a structure analogous to a semiconductor crystal lattice, possessing a band gap for light in a manner equivalent to the electronic band gap of semiconductors. This gap originates from destructive interference of light owing to the periodic refractive index difference.
By manipulating the periodicity, the photonic band gap may be tuned. If an emitter is placed in a defect in the crystal, the propagation of photons with energies falling within the band gap will be heavily suppressed, forming a cavity.

In the III-V materials system used in this thesis, PCCs are formed by EBL etching of air holes in the semiconductor material. As this method only produces a 2D PCC, the sample beneath the cavity is also etched away to produce an air-clad slab with confinement in this axis arising from Total Internal Reflection (TIR) at the slab-air interfaces. Three common types of PCCs are illustrated in Figure 2.16(a-c), the H1 and L3 cavities where 1 and 3 holes are respectively omitted from a PhC slab and a nanobeam cavity where 1D PhC confinement is added to an etched slab waveguide with 2D TIR confinement. An attraction of photonic crystal structures is that it is relatively easy to engineer in-plane emission for circuit-style devices by addition of waveguides.

Microdisk cavities (shown in Figure 2.16(d)) are formed from a disk of etched semiconductor material attached to the wafer by a thin pedestal. Optical confinement is from TIR in all three directions, allowing the structure to support high-Q Whispering Gallery Modes (WGMs). A drawback of microdisk cavities is that the emission direction is not well-defined, this may be overcome by fabricating waveguides close to the disk but at the cost of reduced Q-factor. Finally, micropillar cavities (Figure 2.16(e)) consist of an etched cylinder protruding from the sample with TIR providing 2D confinement. The wafer is grown such that Distributed Bragg Reflector (DBR) mirror layers (e.g. alternating Aluminium Arsenide (AlAs)/GaAs) are present above and below the emitter, providing the final dimension of confinement. The emission of the pillar is well-defined along the pillar axis which permits efficient optical excitation and collection. However, the downside is that this does not easily apply to a circuit-style device where in-plane emission is required.

Table 2.1 shows typical values of the mode volume ($V_m$) and Q-factor for five of the most common types of semiconductor optical microcavity. The parameter $Q/V_m$ is also calculated as this represents a figure of merit for the strength of interaction between a cavity and a QD. The key conclusion from Table 2.1 is that the significantly lower mode volume of the PhC type cavities gives them a much stronger coupling to the QD for an equal Q-factor. This, combined with the
Figure 2.16: Schematics of some of the main types of optical microcavity. QDs are shown (not to scale) at the centre of the cavity modes by green dots. The PCCs (a-c) all comprise a suspended membrane surrounded by air. (a) An $H_1$ PCC is formed by omitting a single air hole from the lattice. (b) $L_3$ PCCs omit three air holes in a line. (c) A nanobeam PCC is formed by omitted air-holes in a suspended ridge waveguide. (d) A microdisk cavity consists of an etched disk of semiconductor material supported by a thin pedestal. (e) A micropillar cavity comprises a cylindrical pillar with DBR layers (often AlAs/GaAs) at the top and bottom.
Table 2.1: Table of state-of-the-art mode volumes ($V_m$) and Q-factors for a number of common semiconductor optical microcavity implementations.

<table>
<thead>
<tr>
<th>Type</th>
<th>$V_m (\lambda/n)^3$</th>
<th>$Q$</th>
<th>$Q/V_m (\lambda/n)^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 PhC</td>
<td>0.39 [245]</td>
<td>17,000</td>
<td>44,000</td>
</tr>
<tr>
<td>L3 PhC</td>
<td>~1 [90]</td>
<td>25,000</td>
<td>25,000</td>
</tr>
<tr>
<td>Nanobeam PhC</td>
<td>0.38 [247]</td>
<td>25,000</td>
<td>66,000</td>
</tr>
<tr>
<td>Microdisk WGM</td>
<td>8 [248]</td>
<td>12,000</td>
<td>1,500</td>
</tr>
<tr>
<td>Micropillar DBR</td>
<td>16 [249]</td>
<td>12,000</td>
<td>750</td>
</tr>
</tbody>
</table>

In-plane geometry makes PCCs the most attractive platform for the circuit architecture proposed in section 1.4. In chapter 6 the low mode volume of an H1 PCC is exploited to strongly enhance the driving strength experienced by a coupled QD.

### 2.6 Coherent Control of QD Spins

In order to meet the 4th DiVincenzo requirement of “a universal set of quantum gates”, it is necessary to demonstrate full control of the spin state of the chosen qubit level. In practice this requires rotations around at least 2 axes of the Bloch sphere to cover the surface of the sphere. In this section the fundamentals of coherent optical driving of a QD are reviewed along with their applications to coherently controlling a single spin.

#### 2.6.1 Rabi Splitting of Dressed States

By considering the QD-laser interaction in the dressed states picture [250] it can be derived that the addressed levels (with undressed transition energy $E_0 = \hbar \omega_0$) split into two levels with energies given by:

$$E_0 + E_\pm = \hbar \omega_0 + \frac{\hbar}{2} \left( -\Delta \pm \Lambda(t) \right), \quad (2.17)$$

where the level splitting $\Lambda(t)$ is an effective Rabi frequency defined as:

$$\Lambda(t) = \sqrt{\Omega_R(t)^2 + \Delta^2}. \quad (2.18)$$
This splitting is a function of both the laser Rabi frequency and detuning from the transition resonance and hence is referred to as Rabi splitting. This splitting gives rise to two common spectral signatures of coherent driving of a two-level system. In the case of the Autler-Townes doublet [251] a strong pump laser dresses a transition (e.g. $|X\rangle \rightarrow |XX\rangle$) whilst a weak probe monitors a transition to one of these states (e.g. $|0\rangle \rightarrow |X\rangle$). This gives two transitions to the “witness state” and hence a doublet. The second case is a Mollow triplet [252] whereby the probe monitors the same transition as the pump. Splitting of both levels gives four levels, two of which are degenerate thus a triplet spectrum is observed. This is illustrated in Figure 2.17.

Both phenomena have been experimentally observed a number of times. The Autler-Townes doublet is generally observed in transmission or PL spectra and has been observed for both the $|0\rangle \rightarrow |X\rangle$ [253] and $|X\rangle \rightarrow |XX\rangle$ [141, 253] transitions. The Mollow triplet was first observed in the CW-transmission spectra of the $|0\rangle \rightarrow |X\rangle$ transition [254]. More recent experiments have utilised resonance fluorescence techniques [255].
2.6.2 Rabi Oscillations & Rotations

The true significance of these Rabi splitting effects is revealed by considering the time domain picture. Flagg et. al [255] observed time-domain oscillations in the $g^{(2)}$ (second-order correlation) function [256] under resonant excitation of the $|0\rangle \rightarrow |X\rangle$ transition. These oscillations have a Rabi frequency proportional to the square root of the driving laser power and a Fourier transform to the spectral domain reproduces the Mollow triplet. As $g^{(2)}$ is proportional to the upper state occupation, these results indicate that the exciton population is modulated by the laser:

$$g^{(2)}(\tau) \propto n_x(\tau) \sim \sin^2\left(\frac{\Omega_R \tau}{2}\right).$$  \hspace{1cm} (2.19)

This phenomenon is referred to as Rabi oscillation and in the Bloch sphere takes the form of a rotation of angular frequency $\Omega_R$ about the x-axis. This result becomes significantly more interesting when considering single laser pulses with temporal length much less than the coherence time of the transition. In this case, the population oscil-
lates during the passage of the laser until the pulse completes, allowing the final occupancy to be controlled by varying either $\Omega_R$ or the pulse duration. In the case of control with ultrafast lasers, varying the pulse length is difficult and thus the final occupancy is manipulated by changing the pulse energy and hence $\Omega_R$. The strength of the laser pulse is defined by the pulse area, $\Theta$:

$$\Theta = \int_{-\infty}^{+\infty} \Omega_R(t) \, dt.$$  

(2.20)

A single laser pulse will in fact rotate the state vector about the x-axis by an angle equal to $\Theta$. This is termed a Rabi rotation and has been observed experimentally a number of times [60, 257–263]. A typical Rabi rotation is shown in Figure 2.18 where 7 oscillatory periods are clearly visible. The intensity damping observed arises due to acoustic phonon interactions [63, 64] and is termed Excitation Induced Dephasing (EID).

### 2.6.3 Ramsey Interference

Ramsey interference uses the principle of wavepacket interference to produce a rotation about an arbitrary axis in the x-y plane. A pair of phase-locked laser pulses are produced with a small temporal separation by an actively stabilised interferometer [264, 265]. By varying the relative phase between these pulses, a rotation about the axis $(\cos(\phi), \sin(\phi), 0)$ results. The relative pulse phase is given by $\phi = \omega \tau$, where $\tau$ is the delay between pulses and $\omega$ is the carrier frequency of the control laser.

More explicitly, in a typical scheme a pair of $\pi/2$ pulses are used. Depending upon the value of $\phi$ the two rotations either constructively (maxima at $\phi = 2n\pi$) or destructively (minima at $\phi = (2n + 1)\pi$) interfere with the result being fringes in the population of the excited state plotted against $\tau$. Between the two pulses the exciton state also undergoes dephasing as discussed in subsection 2.4.1, resulting in a reduction of the amplitude of the fringes. Indeed, the amplitude decay of these fringes is the most common method of measuring $T^*_2$ [179, 181, 266]. An example of unstabilised Ramsay interference is presented in section 5.6.
2.6.4 AC-Stark Shift

Rotation around the z-axis of the Bloch sphere can be achieved by the AC-Stark shift (see subsection 2.3.1). In the dressed states picture previously discussed, the eigenenergies of the system are [177]:

\[ \lambda_{\pm} = \frac{1}{2} \sqrt{\Delta^2 + |\Omega_R|^2}, \]  

(2.21)

where \( \Delta \) is the detuning and \( \Omega_R \) the Rabi frequency of the transition. A laser pulse detuned far from resonance (\( \Delta \gg \Omega_R \)) shifts the frequency of the optical transition by \( \Delta \omega \):

\[ \Delta \omega = \frac{1}{2} \left( \Delta - \sqrt{\Delta^2 + |\Omega_R|^2} \right) \approx -\frac{\Omega^2_R}{4}. \]  

(2.22)

As the laser is far detuned, the level populations are almost unchanged and no x-axis rotation occurs. However, a z-axis rotation occurs due to this frequency shift; the rotation angle \( \phi_z \) is given by:

\[ \phi_z = \int \lambda_{\pm}(t) \, dt, \]  

(2.23)

where \( \lambda_{\pm}(t) \) is the eigenfrequency from equation 2.21 evolving with time due to the action of the laser pulse. Application of this method to quantum dots has demonstrated z-axis rotations of greater than \( \pi \) [164].

2.6.5 Coherent Control of Single Electron Spins

Coherent control of a single electron spin is based upon the electron-trion system previously discussed in subsection 2.3.2. Whilst there are a number of potential approaches to coherent control in this geometry, the first experimental realisation was carried out by Press et al. [266]. In an in-plane magnetic field, the energy levels may be considered as a pair of independent \( \Lambda \) systems incorporating the two electron spin states and one of the trion states each (see Figure 2.13). Under circular excitation, the probability amplitudes from the two systems add. By utilising a large detuning \( \Delta \gg \Omega_H, \Omega_V \), unwanted population in excited states is minimised and the upper states may be adiabatically
eliminated. Hence a single broadband circularly-polarised pulse will produce coherent Rabi rotations via Stimulated Raman Adibatic Passage (STIRAP). The process may also be described by the AC Stark shift as discussed in section 2.6.4.

These rotations constitute z-axis rotations on the Bloch sphere. The authors implemented x-axis rotations by Larmor precession of the spin about the applied magnetic field (see subsection 2.3.2) in order to demonstrate full control of the spin state. These were characterised by Ramsey interference. Rotations of single electron spins by Larmor precession [267] and AC Stark shift [268, 269] have also been demonstrated in interface GaAs QDs.

2.6.6 Coherent Control of Single Hole Spins

Optical coherent control of a single hole spin may be obtained using similar methods to those outlined for the electron. In the work of both Greilich [182] and De Greve [181] et al., an AC Stark shift scheme was used. This is a direct equivalent to the scheme used for the electron discussed in section 2.6.5 with x-axis rotations again implemented by Larmor precession. In addition, Greilich et al. successfully demonstrated control of a two hole-spin state for two interacting dots.

An alternative approach was employed by Godden et al. [179] where z-axis rotations are implemented by the “geometric phase” [270] approach. In this case, exciting with circularly polarised light that is broad compared to the Zeeman splittings simplifies the hole-trion system to a pair of independent two level systems that may be selected by orthogonal circular polarisations. On the timescale of picosecond laser pulses, the energy levels may be regarded as stationary as the Rabi period of hole-hole or trion-trion transitions is several orders of magnitude greater. Applying a $\sigma^+$ polarised laser pulse on resonance drives a Rabi rotation between the spin-down hole state and the corresponding trion state [270]:

$$|\psi\rangle = h_\uparrow |\uparrow\rangle + h_\downarrow |\downarrow\rangle$$

$$\rightarrow h_\uparrow |\uparrow\rangle + h_\downarrow \left[ \cos \left( \frac{\Theta}{2} \right) |\downarrow\rangle + i \sin \left( \frac{\Theta}{2} \right) |\downarrow \uparrow \rangle \right]. \quad (2.24)$$
Hence in the case of a pulse area $\Theta = 2\pi$ and assuming weak trion dephasing the wavefunction returns to the hole spin sub-space with the spin-down state having gained a phase shift of $\pi$ relative to the spin-up state. Varying the angle of rotation is implemented by detuning the control laser pulse [179, 270], the rotation angle is given by [270]:

$$\phi_z = 2 \arctan \left( \frac{\beta_z}{\Delta} \right), \quad (2.25)$$

where $\beta_z$ is the pulse bandwidth and $\Delta$ the detuning from resonance with the hole-trion transition. This implements a z-axis rotation with x-axis rotations again performed by Larmor precession. The scheme may also be extended to perform rotations about an arbitrary axis which eliminates the need for Larmor precession, potentially reducing the gate time [270].

### 2.7 QIP with Quantum Dots

In this section a brief review of the QIP applications of QDs is presented. Applications of QDs both as stationary spin qubits and sources of flying photonic qubits are considered. In addition, other light matter interactions that could enable useful processes such as switching and logic gates are outlined.

#### 2.7.1 Spin Qubits

**Single Spins**

As discussed in section 2.6, coherent control of single excitons, electrons and holes in SAQDs with ultrafast optical pulses is an established technique. However, studies continue into alternative methods of manipulating single spins. One such example is the demonstration of coherent control using rotations about the Overhauser field rather than applying an external field [195]. Another interesting proposal is the possibility of electrically controlled spin rotations in a static magnetic field [271]. The electric field mediated change in sign of the $g$-factor that this requires has been observed [199] but full control is yet to be demonstrated. An additional possibility is the direct manip-
ulation of the spin state by microwave excited electron spin resonance [272]. It is also worth noting that full coherent control of the dark exciton spin state is possible using ultrafast optical pulses [273]. The weak optical coupling of the dark exciton necessitates a more complex control scheme utilising optically allowed intermediate states but also provides long qubit lifetimes and coherence times.

Multiple Spins

Formation of two or more SAQDs in proximity can form a Quantum Dot Molecule (QDM). Individual separately confined spins may then interact through tunnelling. These spins may be controlled using similar ultrafast techniques to those previously discussed [182]. The tunnel coupling also presents the possibility to produce and coherently manipulate entangled two-qubit states [274]. The scalability of this approach to higher qubit numbers remains an open question.

An alternative approach also utilising QDMs is to prepare the two spins in a coherent superposition, a “singlet-triplet state”. This has been realised for a pair of electron spins [275] with a key advantage being that such a qubit is significantly less susceptible to dephasing.

Distant Spins - Towards Spin Networks

Moving beyond proximal QDs requires interfacing remote spins. This directly relates to the networkability DiVincenzo criteria discussed in section 1.2. Owing to the optically active nature of QDs, photons present an obvious candidate to transmit information between them. The spin state of a photoexcited exciton directly corresponds to the polarization state of the laser pulse used to create it [276], a direct mapping between the Poincare and Bloch spheres. Equivalently, entanglement has been observed between QD spins and emitted photons [67–69]. These results illustrate the potential for conversion between photonic and spin qubits.

Transfer of a quantum state from a photonic qubit to a spin qubit has been demonstrated by quantum teleportation [277]. Subsequently, entanglement of two hole spins that were separated by 5 meters has been achieved [278]. This is realised by a projective measurement on the emitted photons and is a key step towards scaling to larger sys-
tems of interacting spins. The system generates 2300 entangled pairs per second, much higher than results with atomic [279] or NV centre [280] qubits. There is significant scope for future improvements by increasing the coherence time or reducing the initialisation time of the spins. This result presents a key step towards networks of larger spins and is particularly interesting for realizing quantum repeaters [281] which are used in some QIP schemes to facilitate the generation of entanglement over very long distances.

2.7.2 Photon Sources

One of the earliest proposed applications of single QDs has been to use the emission of a single transition as a source of single photons [148, 282, 283] or to extend the scheme to the biexciton cascade to produce entangled pairs [129, 130, 148]. Current studies are focused on improving the performance of such sources and also extending them to the production of larger strings of entangled photons that are useful for QIP.

Single Photon Sources

Single photons are generated by radiative recombination of QD carriers, generally from $|X\rangle \rightarrow |0\rangle$, although single photon emission from charged trions has also been observed. A pair of key parameters for QIP is the indistinguishability (wave-packet overlap) and purity (absence of multiphoton emission) of the photons. Indistinguishability is of course negatively impacted by fluctuations such as those discussed in section 2.4, whilst purity can be reduced by excitation of the biexciton or uncertainty in the radiative lifetime.

The key to improving these parameters beyond early demonstrations [282, 283] has been the use of resonant excitation [196, 225, 226, 284] as opposed to $p$-shell or above-band excitation which introduce charge noise [285] and timing jitter [286] due to their reliance on relaxation from higher energy states. Careful optimisation of sample and driving parameters to minimise spin noise has also demonstrated improvements [196].

In addition, placing QDs in optical microcavities [225, 226] has been shown to be an effective way to increase the source brightness (when
continuously driven), purity, collection efficiency and also to suppress phonon scattering [226]. Current state-of-the-art has demonstrated both indistinguishabilities and purities in excess of 99% [226].

A downside to resonant excitation, however, is that the laser pump and single photon emission may only be separated by polarization. In current work many of the photons emitted share the laser polarization [226] and as such the process is inherently lossy. This, along with the prospect of broad tuning of the emission provides motivation for quasi-resonant pumping of single photon sources. In a recent experimental realisation, phonon relaxation spectrally splits the laser pump and single photon emission, enabling broad tuning [218]. The studies presented in chapter 5 and section 6.5 also present a means of quasi-resonantly pumping the exciton through the acoustic phonon sideband with potential single photon source applications. It remains to be seen however if the performance of such a source can match a fully-resonant scheme.

A recently theoretically proposed alternative to phonon schemes is to use stimulated emission from the biexciton to a virtual level defined by a cavity [287]. The transition from this virtual level back to the crystal ground state results in the emission of a single photon. Significantly, as the process is stimulated, the polarization, energy and emission time of the photon may be controlled by the pump laser. Furthermore, as the emission is through a virtual level, the emission energy can be chosen to be off-resonant from both the biexciton pump and the stimulating laser, allowing easy spectral filtering of the single photon emission.

**Entangled Pair Sources**

Radiative recombination of the biexciton leads to emission of a pair of polarisation-entangled photons [148]; however, FSS (see subsection 2.2.5) causes the two paths to be distinguishable, reducing the degree of entanglement. An initial approach to overcome the problem was to spectrally filter the emission to erase the wavelength information [130]. Subsequent work has involved tuning the energy levels to eliminate FSS by methods such as the OSE [142] or the combination of electric field and mechanical strain [139]. Cavity enhanced pair emission has also been observed by placing a dot in a nanopillar cavity
exhibiting a pair of non-degenerate modes that are tuned to match the biexciton cascade [236].

Similarly to the single photon case, the use of resonant excitation has recently led to a significant increase in the quality of these sources. By driving the $|0\rangle \rightarrow |XX\rangle$ two-photon transition [288] of a QD with vanishing FSS, purities exceeding 99% have been obtained with an entanglement fidelity of 81% [289]. The performance of this scheme exceeds any previous although it is reliant upon a QD with vanishing FSS which is difficult to obtain. In addition, the finite radiative lifetime of the exciton state provides time for dephasing between the emission of the two photons, limiting the fidelity of the state. It should be noted that contrary to the case of resonantly driven single photon sources, the pump is not resonant with the emission owing to the biexciton binding energy.

Several recent theoretical works have investigated the dynamics of the biexciton cascade in a cavity [290–292]. When the cavity resonance is tuned to half the biexciton binding energy, the two-photon emission ($|XX\rangle \rightarrow |0\rangle$) probability can be strongly enhanced. As this decay occurs by emission of 2 photons into the cavity mode without any intermediate $X^0$ state, the photons are identical and entangled which could yield close to ideal entangled pairs even in the presence of FSS. This process has been observed in experimental work with non-resonant excitation [293] though the photon statistics were not measured. Changing the parameters in this scheme (such as cavity detuning) also has the possibility to generate other interesting two-photon states [292].

Multi-Photon States

Cluster states [294] are multi-photon states of entangled qubits. They form the basis of many measurement-based QIP schemes and experimental methods of producing them are of great interest. A QD-based scheme has been theoretically proposed [295] where Larmor precession is used to implement spin rotations (as in coherent control schemes) with optical excitation used to transfer the spin state to a photon. This proposal is interesting because the only current source of photonic entangled cluster states is Parametric Down Conversion (PDC) [296, 297] which is an inherently probabilistic process.
As a result, for PDC current state-of-the-art is 6 photons states [298] with significant progress beyond this unlikely owing to the probabilistic nature of the process. The quantum dot approach has the potential to deterministically generate far longer strings [295] and could even be extended to 2D cluster states via a double-dot structure [299]. Such a source would be a near-universal source for measurement-based photonic quantum computing.

Very recently a three-photon cluster state has been demonstrated using the dark exciton as a spin qubit [300]. In this work, precession between two non-degenerate eigenstates of the dark exciton is used instead of Larmor precession but the principles remain broadly similar. Reduction of the excited state radiative lifetime (perhaps through cavity enhancement) and increasing the collection efficiency present two key routes to demonstrating longer clusters.

Recent theoretical work has suggested that a cavity-QD system in the strong coupling regime could also provide a source of bundles of a well-defined number of photons [301].

2.7.3 Cavity-Enhanced Light-Matter Interactions

All-Optical Switching

One application for a strongly coupled cavity-QD system is to act as an ultra-fast switch with optical control of the dot able to turn the cavity from transparent to opaque [302, 303]. Recently such schemes have been demonstrated [227–229] with a detuned pump pulse modifying the coupling between a QD and a PCC. As a result, the scattered and transmitted amplitudes of probe pulse are modulated. Thus, the presence of the pump pulse effectively switches the transmission of the probe pulse. Switching times as low as 50 ps have been observed [229], a future direction is to try and reduce the photon number required for the switching. Of particular interest is the suggestion that such a scheme could extend into the single photon limit [229] although other analysis suggests that this may not be possible [227]. Recent work [304] with a QD in a PhC waveguide has demonstrated modification of the transmission of a waveguide by a QD in a similar manner to the cavity experiments previously discussed.
Electro-Optical Modulation

Another application of cavity-coupled QDs is to use a rapid bias modulation to Stark shift the QD in and out of resonance with the cavity in order to implement a fast optical switch. The switching occurs due to the strong difference in the reflectivity spectra between the coupled and uncoupled cases. Such devices have been studied theoretically [305] and are predicted to have very low switching energies and switching frequencies of the order of 10 GHz which would be state-of-the-art. Current experimental implementations [306, 307] have reached a switching frequency of 150 MHz [307]. Improved sample fabrication is likely to provide a path to better performance.

Spin-Photon Interactions

The enhanced light-matter interaction in strongly-coupled cavity-QD systems presents the possibility for direct interactions between spins and photons. A controlled-NOT logic gate between a polarisation encoded photonic qubit and an exciton spin has been demonstrated [308]. The presence or absence of an exciton in a state orthogonal to the photonic qubit causes the photons to either experience the bare or coupled cavity spectrum. In the bare case the polarization is flipped on reflection whilst it is unchanged in the coupled case, implementing the conditional flip. In this case the polarization flip is conditional on the presence or absence of an exciton. For QIP, the key goal is logical interactions between polarization and spin.

A possible route toward such interactions is the effect of Faraday rotation, a magneto-optical effect in which magnetic fields cause a phase shift between the two circular components of light. Alternatively, in the linear basis this may be viewed as a rotation of the polarization. A weak rotation of a around 15 µrad was observed for a single SAQD [309]. Addition of an optical microcavity to strengthen the light-matter interaction saw a significant improvement to a phase shift of around 0.1 rad from a single hole [310] or electron [311] spin.

In subsequent work, a phase shift exceeding π has been measured from a single electron spin [312] strongly coupled to a PCC. The scheme is similar to Ref. [308] whereby the presence or absence of one spin state determines the cavity reflectivity spectrum. The complementary effect was also observed whereby reflection of a single
photon rotates the spin of the electron. The observation of a \( \pi \) phase shift is significant as it fulfils the requirement of numerous QIP proposals to exploit such a phase shift. Potential applications include entanglement distribution [313, 314] and non-demolition measurements [315, 316]. The implementation in Ref. [312] is again primarily limited by the relatively short coherence time \( (T_2^* \approx 1 \text{ ns}) \) and long spin initialisation time \( (\sim 1 \text{ ns}) \).

\textit{Coherent Control}

Full coherent control of an electron spin weakly coupled to a microcavity has been demonstrated [317]. In this work a single electron transition was coupled to the cavity and thus the cavity serves only to Purcell enhance this transition. Theoretical work [318] has proposed a more complex scheme whereby two transitions of the electron-trion system are coupled to two non-degenerate cavity modes. This scheme has the potential to increase initialisation fidelity and reduce the gate times for spin manipulation [318]. In addition, in a strongly-coupled system, coherent control of vacuum Rabi oscillations has been demonstrated [319]. In this work cavity-enhanced OSE from ultrafast pulses is used to shift the emitter in and out of resonance with the cavity, effectively switching on and off the coherent energy transfer between the QD exciton and the cavity photonic mode.
Part II

EXPERIMENTAL INVESTIGATIONS

In this part of the thesis experimental results of ultrafast studies of Quantum Dot phenomena are presented. First, the details of the experimental apparatus, techniques and samples are outlined in chapter 3. The following three chapters each focus on a different area of study; chapter 4 explores the high fidelity initialization of hole spin qubits, chapter 5 studies a dynamic vibronic coupling between excitons and acoustic phonons whilst chapter 6 investigates ultrafast processes in QDs weakly-coupled to photonic crystal cavities.
3

EXPERIMENTAL METHODS

3.1 INTRODUCTION

In this chapter the experimental methods used to obtain the results presented in this thesis will be outlined. The primary purpose of the experimental setup is to perform pulsed resonant coherent excitation of single QDs. The configuration presented here allows a single QD to be excited by a pair of laser pulses with tunable bandwidth and centre energy. The intensities and polarizations of the two pulses and additionally the delay time between them can also be specified. The setup also allows an additional CW laser to be applied to the sample with control over polarization and intensity. The optical setup is highly mechanically stable to prevent noise in the measurements.

The sample is held in a liquid helium bath cryostat to provide the low temperatures required for coherent QD experiments. The cryostat facilitates positioning of the sample relative to the laser and again exhibits excellent mechanical stability. The samples studied here are carefully engineered to facilitate electrical tuning of the QD levels by the QCSE and also to allow the resolution of single QD lines. Finally, the dynamics of the QD under study may be detected either electrically by ultra-low noise photocurrent measurements or optically by high sensitivity resonance fluorescence detection.

3.2 EXCITATION LASERS

3.2.1 Pulsed Resonant Excitation: Coherent Mira 900F

In all experiments performed in this thesis that utilise pulsed excitation, the laser source is a Coherent Mira 900F [320] Ti:Sapphire (Ti:S) pumped by a Coherent Verdi G10 [321] Optically-Pumped Semiconductor Laser (OPSL). The Verdi G10 produces 10W of power at 532 nm which is used to pump the Ti:S crystal of the Mira 900F. Kerr Lens
Mode Locking (KLM) \([322]\) is utilised to produce transform-limited Gaussian pulses with Full-Width Half Maximum (FWHM) duration \(\Delta t \approx 80\) ps and \(\Delta \lambda \approx 16.2\) nm. The pulse repetition rate is \(76.2\) MHz giving a corresponding pulse separation of \(13.2\) ns. The central wavelength of the pulses for the Mira may be tuned between \(700 - 1000\) nm. For these experiments, the value chosen ranges between \(915\) and \(955\) nm to best correspond to the typical wavelength of the neutral exciton transition for the sample under study. A glass slide immediately after the laser aperture (see Figure 3.1) samples the laser output into a laser spectrometer which allows the centre wavelength and bandwidth of the pulses to be monitored.

Under optimal conditions, the time-averaged power output when mode-locked at \(955\) nm is \(865\) mW, corresponding to a pulse energy of around \(11.4\) nJ. As water vapour exhibits significant absorption in the Near Infra-Red (NIR), the laser is purged using dry nitrogen gas to ensure emission stability. Furthermore, both the diodes of the Verdi and the Ti:S crystal of the Mira are maintained at \(17^\circ\)C by a closed-loop deionized-water chiller to prevent thermal damage and stabilise the output.

The pulses undergo significant shaping before reaching the sample, details of this are discussed in subsection 3.3.1.

### 3.2.2 Continuous-Wave Resonant Excitation: Toptica DL Pro

In certain experiments it is necessary to utilise a narrow linewidth CW laser operating either resonant with a QD transition or close to resonance. Examples of these are the high-resolution Photocurrent (PC) spectroscopy technique described in subsection 4.4.2 or the OSE measurements contained in section 4.7. For these experiments, a Toptica DLC DL Pro [323] single-mode laser is used. This comprises a semiconductor diode laser within a high-finesse tunable external grating cavity. Tuning the cavity allows selection of a single narrow mode from the spectrally broad diode emission with typical linewidths of \(< 1\) MHz. The diode specified has a tuning range between \(910\) and \(985\) nm and a typical power output of approximately \(50\) mW. Active feedback electronics stabilise the cavity whilst a Thermo-Electric Cooler (TEC) stabilises the diode temperature to ensure stable output.
3.2.3 Continuous-Wave Non-Resonant Excitation: Thorlabs LDM21

For characterisation measurements it is advantageous to use non-resonant excitation to excite the QD ensemble incoherently rather than resonant excitation of a single transition. For these experiments various TO can mount diode lasers can be used. These are mounted in a Thorlabs LDM21 mount which is driven by a Thorlabs TLD001 driver. A monitor photodiode in the laser is used to stabilise the laser power output whilst a Thorlabs TTC001 temperature controller stabilises the diode temperature using a TEC in the mount. Two diodes are used, a Thorlabs LD808-SA60 producing 60 mW at 808 nm and a Thorlabs HL63142DG producing 100 mW at 637 nm. Both of these are above the band-gap of the InGaAs QD samples.
3.3 OPTICS

In this section the optical setup prior to the cryostat is outlined. This comprises all of the optics between the lasers and the single single-mode fibre that routes the excitation to the top of the cryostat, these are illustrated in Figure 3.1. Additional optics are present on top of the cryostat however the configuration of these depends strongly upon the detection method and as such they are discussed in section 3.6.

After sampling the output to a laser spectrometer, the beam is expanded by a factor of 3 using a variable optical beam expander (Thorlabs BE02-05-B) in order to sample more lines of the PS diffraction gratings. A PBS is used in combination with a HWP to split the laser power into two separate paths with the intensity of each determined by the HWP angle. On the reflected path, a HWP is used to rotate the linear polarization back to the axis of the PS diffraction gratings to maximise the power transmitted through the Pulse-Shaper (PS). For simplicity, in Figure 3.1 the Pulse-Shapers (PSs) are represented by black outlined rectangles and are discussed in full detail in subsection 3.3.1.

3.3.1 Pulse Shaping

As the output of the laser is spectrally very broad ($\Delta E > 20$ meV), it is necessary to shape the pulses to a much narrower spectral profile.
in order to address individual QD transitions. A schematic of a Pulse-Shaper (PS) of the type used in this setup is shown in Figure 3.2. Two 1200 lines mm\(^{-1}\) diffraction gratings are arranged along an optical axis in a subtractive double configuration such that the dispersion of the first grating is cancelled by the second. The gratings are aligned so that at the centre energy of the laser pulses, the first order passes directly along the optical axis. Two lenses of focal length \(f = 500\) mm are placed on the axis separated by \(2f\) (forming a 1:1 telescope) and a distance of \(f\) from the nearest diffraction grating (see Figure 3.2). In this configuration, without a slit the spectral, spatial and angular properties of the output are theoretically identical to the input.

As the spectral components are spatially spread at the focal plane, a slit may be introduced to shape the pulse by allowing only certain components to pass. The width of the slit is adjustable by a micrometer drive, allowing for the pulse width to be continuously varied from a diffraction limited value of \(\sim 0.1\) meV upwards. The centre energy of the pulses may be tuned through the entire spectral width of the unshaped pulses by translating the slit using a motorized linear stage (Newport MFA-CC). The slit is displaced from the focal plane by a small displacement \(dx \approx 1\) cm. This displacement ensures that the output has a Gaussian spectral profile rather than the top-hat profile that arises at \(dx = 0\). Further general details of the principles of femtosecond optical pulse shaping are contained in Refs. [324, 325].

**Calibration of Pulse Shapers**

In order to characterize and calibrate the output of the pulse shapers, spectra of the output were measured directly with a 0.75m spectrometer (Princeton Acton SP2750) and a back illuminated deep-depletion Charge-Coupled Device (CCD) detector (Princeton PyLoN 400BR). The spectrometer and CCD setup was in turn calibrated using a Neon Argon spectral lamp. Figure 3.3(a) shows the spectrum of an unshaped pulse (black lines) overlaid with the spectrum obtained for various different slit positions of the pulse shaper (coloured lines). The intensities of the shaped pulses approximately follow the envelope of the unshaped pulse.

In Figure 3.3(b) a close-up of an individual shaped pulse is shown. A Gaussian fit (red line) confirms the Gaussian lineshape and also al-
Figure 3.3: (a) Spectra of the input pulse (black line) and pulse-shaper output for different slit positions (coloured lines). (b) Close-up spectrum of the pulse shaper output. The red line is a Gaussian fit to the spectrum showing that the FWHM of the pulse is 170 µeV for this slit width. (c) Plot of pulse shaper slit position vs. centre energy of the output peak. A linear relationship (red line) is observed as expected.

allows the FWHM to be determined for the present slit width (170 µeV here). By plotting the centre energy of the peaks in Figure 3.3(a) against the slit position it is possible to calibrate the energy of the pulses as shown in Figure 3.3(c). A linear calibration (red line) is obtained as would be expected for the linear dispersion of the diffraction grating.

3.3.2 Optical Delay

In order to extract time dynamics from pump-probe experiments, it is necessary to be able to control the delay between the two pulses. This is achieved by mounting a hollow retro-reflector to a motorized linear stage (Newport M-IMS 300) in the optical path of the probe pulse. The stage has a travel of 300 mm; hence at maximum displacement an additional 600 mm is added to the optical path corresponding to a delay of 2 ns. For these experiments, the optical path lengths of the two arms are carefully matched such that the two pulses arrive simultaneously at a stage position of 76.2 mm. This calibration is obtained by observing the stage position at which quantum interference between
the two pulses is maximised when both are resonant with the QD $0 \rightarrow X$ transition. The chosen time-zero position allows the time-order of the two pulses to be reversed which can be useful for interrogating time dynamics around $t = 0$ whilst still allowing for delay times of greater than 1 ns.

3.3.3 Intensity & Polarization Control

Control of the intensity and polarization of each laser beam is achieved by a series of optics immediately before the beams are coupled into optical fibres. Before these optics, individual electrical shutters (Thorlabs MFF101) enable individual beams to be blocked or unblocked as required for a particular experiment. These shutters may be operated either by manual button press or by external Trigger-Type Logic (TTL) signals.

Intensity Control

A circular graduated ND filter is mounted on a motorised rotation stage (Newport PR50-PP). The Optical Density (OD) ranges between 0 and 4 depending on the position of the filter, giving a dynamic range of $10^4$ in power. This high dynamic range is essential for power-dependence measurements and also enables the power to be stabilised when scanning the PS wavelength or delay stage position.

Polarization Control

Control of the polarization begins with a linear film polariser (Thorlabs LPVIS050) which is co-polarized with the laser; this ensures a pure input state. In the case of the probe beam and the CW laser a HWP mounted in a motorised rotation stage (Newport PR50-PP) allows the linear polarization angle to be arbitrarily rotated. This allows the probe polarization to be readily changed between co- and cross-polarized with respect to the pump as utilised for the fidelity measurements in chapter 4. This also enables the CW laser polarization to be orientated with respect to the sample crystal axes as employed in the OSE measurements of section 4.7.

Optical fibres exhibit a stress-induced birefringence which leads to an arbitrary shift in the polarization of light passing through them.
As this shift is stress-induced, the fibres are securely fixed in place to ensure that the stress remains constant. To compensate for the polarization shift induced by the fibres, Variable Wave-Plates (VWPs) of the Berek type are used prior to the fibres. Adjusting both the rotation and the tilt of the wave-plate relative to the optical axis allows for full compensation.

### 3.3.4 Fibre Optics

The excitation beams are transmitted from the optical table to the cryostat in single-mode optical fibres (Thorlabs SM800) equipped with ferrule connectors. To couple the beams into the fibres, Microscope Objectives (MOs) (Olympus Plan achromat 10×) are mounted on high-precision x, y, z translation stages (Elliot Scientific Gold series xyz flexure stage) allowing the focused laser spot to be aligned precisely with the fibre core. The fibre has a mode field diameter of 5.6 µm; the MO is chosen to have a Numerical Aperture (NA) of 0.25 and a working distance of 10.6 mm which matches the focused size of the laser beam with the mode field diameter to ensure efficient coupling.

Wherever possible angle polished connectors are used to minimise back-reflection of power which can cause destabilising interference in the laser cavity. Fibre Beam-Splitters (BSs) with a 50:50 splitting ratio are used to combine the laser beams into a single fibre for transmission to the cryostat. The spare output of the final BS provides a convenient place to monitor the excitation power using a power meter (Coherent FieldMaster GS). In experiments where not all excitation paths are utilised, the relevant fibre BSs may be removed to increase the maximum power that can be transmitted to the sample.

### 3.4 Samples

#### 3.4.1 Photocurrent Sample

For the photocurrent measurements contained within chapter 4 and chapter 5, a sample fabricated from a cleaved piece of the VN382 wafer is used. This wafer was grown by H. Y. Liu and M. Hopkinson at the National Centre for III-V Technologies in Sheffield. The
structure consists of a layer of self-assembled InGaAs QDs (nominal in-plane QD density 30-60 µm$^{-2}$) grown on a GaAs substrate. A 50 nm layer of n$^+$ doped GaAs (nominal Silicon (Si) density $4 \times 10^{18}$ cm$^{-3}$) is incorporated below the QD layer whilst a 75 nm Aluminium Gallium Arsenide (AlGaAs) layer lies above the QD layer$^{1}$. The full layer structure is illustrated in Figure 3.4 where the wafer ends at the top 5 nm GaAs spacer layer.

**Schottky Diodes**

Photocurrent (PC) measurements require application of a reverse bias DC electric field to promote carriers to tunnel from the QDs. In order to apply this electric field, n-i-Schottky diodes were fabricated onto the cleaved wafer. An array of Ohmic and Schottky contacts are defined by Ultraviolet (UV) photolithography and then fabricated by thermal evaporation of metals onto the lithographically defined features. For this sample, the processing was performed by the previous PhD student John Quilter at the EPSRC National Centre for III-V Tech-

---

$^1$ This layer would act as a hole tunnelling barrier if it was closer to the sample. It is included purely for historical growth reasons.
Figure 3.5: (a) Micrograph of the surface of the fabricated sample. The large image shows a single completed chip, as defined by the bordering Ohmic contact. The circular features in the centre are Au markers. (b) Close-up showing a single small mesa, including the Al shadow mask and aperture array. The apertures decrease in size from the top with each row having the same diameter. Image courtesy of John Quilter and reproduced with permission.

If the electrical properties of the fabricated diodes are satisfactory, the next step is to fabricate apertures on the diode surface. These are significantly smaller than the diffraction-limited laser spot and thus reduce the number of QDs excited by the laser to ensure that single QDs may be resolved. Owing to this small size, EBL is used to define an array of apertures with diameters ranging between 200 nm and 1 µm. The apertures are formed by deposition of 100 nm of Al which is chosen to avoid diffusion into the GaAs which would reduce the electrical quality of the diodes. This processing was again performed by John Quilter at the EPSRC National Centre for III-V Technologies in Sheffield. A micrograph of a finished array of apertures is shown in Figure 3.5(b).

Sample Mounting

The sample must be mounted on a set of x-y-z piezo stages within the cryostat to allow it to be accurately positioned with respect to the
focused laser beam. In addition, the mounting must be mechanically stable, non-magnetic and allow the measurement circuit to be reliably connected to the diodes on the sample. To achieve this, the sample is mounted to a non-magnetic, leadless chip carrier with Silver (Ag) paint. Thin Au wires are then bonded between the chip carrier and the Ohmic and Schottky contacts on the sample. The chip carrier is electrically insulated from the cryostat by a ceramic tile and brass screws are used both to hold the carrier in place and to make electrical contact for the measurement circuit. The ceramic tile is then mounted with non-magnetic brass screws to the sample holder (see section 3.5).

3.4.2 H1 Cavity Sample

For the resonance fluorescence measurements described in chapter 6, a sample fabricated from a cleaved piece of the VN2668 wafer is used.
Figure 3.7: Micrograph of the fabricated sample surface. Four complete mesas each corresponding to a single $p$-$i$-$n$ diode are visible in the centre of the image. The smaller features within each diode are PhCs. Image courtesy of Christopher Bentham and reproduced with permission.

This wafer was grown by E. Clarke at the EPSRC National Centre for III-V Technologies in Sheffield. The structure is illustrated in Figure 3.6 and consists of a layer of self-assembled InGaAs QDs grown on a GaAs substrate. Tunnelling barriers comprising 45 nm of undoped AlGaAs are incorporated both above and below the QD layer to maximise the electric field that may be applied without carrier tunnelling occurring [327]. This ensures that a large QCSE tuning range is possible. Above the top barrier there is a 45 nm $p^+$ doped GaAs layer (nominal Beryllium (Be) density $2 \times 10^{19}$ cm$^{-3}$) whilst below the lower barrier is a 45 nm $n^+$ doped GaAs layer (nominal Si density $2 \times 10^{18}$ cm$^{-3}$) followed by a sacrificial layer of 1 $\mu$m of $n^+$ doped AlGaAs and a contacting layer of 1 $\mu$m $n^+$ doped GaAs.

$p$-$i$-$n$ Diodes

For the measurements presented in chapter 6, it is desirable to be able to tune the QD-cavity detuning. To achieve this, $p$-$i$-$n$ diodes are fabricated on the sample in order to tune the QD energies by the QCSE. An array of Au $p$-type contacts and a common $n$-type contact are fab-
Figure 3.8: I-V curve of the diode studied in chapter 6 at $T = 4.2 \text{ K}$ without illumination. Positive voltage denotes forward bias whilst negative voltage is reverse bias.

Fabricated using the same process of UV photolithography and metal deposition described previously for the Photocurrent (PC) sample in subsection 3.4.1. Figure 3.7 shows a micrograph of the fabricated sample surface with 4 complete diodes visible in the centre. An example low temperature I-V curve of a diode in the sample is shown in Figure 3.8. This processing was performed by Ben Royal and Christopher Bentham at the EPSRC National Centre for III-V Technologies in Sheffield.

**H1 Photonic Crystal Cavities**

The Photonic Crystal Cavities (PCCs) in this sample are defined by EBL and then etched by Inductively Coupled Plasma (ICP) etching. The sacrificial AlGaAs layer (the brown layer in Figure 3.6) is then etched away by immersion in 40% Hydrofluoric Acid (HF) solution to leave a suspended PhC membrane 200 nm thick. The H1 PCC design incorporates displaced and reduced radius holes for the first ring around the cavity to improve the cavity performance [245]. An additional small shift of the pair of holes above and below the cavity was introduced to lift the degeneracy of the cavity modes which have orthogonal linear polarizations. The PCC is fabricated aligned with
the crystal axes of the sample meaning that each cavity mode should couple to one eigenstate of the QD exciton.

W1 defect waveguides are positioned to couple to one cavity mode each [328]. These waveguides allow selective excitation of and collection from the two cavity modes and have previously been employed to demonstrate exciton spin readout [328] and single photon routing [329]. The waveguides are not used in the initial studies presented in chapter 6 but have a number of potential applications in further studies. Full details of the design, optimisation and fabrication of these structures may be found in Refs. [328, 329]. The fabrication of the PCCs was performed by Ben Royal at the EPSRC National Centre for III-V Technologies in Sheffield.

Sample Mounting

The sample is mounted on a TO-5 header to provide the necessary electrical connections. Thin Au wires are bonded between the header and the p-type and n-type contacts on the sample. The TO-5 header is mounted to the top of the piezo stack using a purpose-made metal holder to ensure that the sample position is mechanically stable.
3.5 CRYOSTAT

To maintain the low temperatures required for QD experiments (see subsection 2.4.4), a helium bath cryostat (Attocube AttoLiquid) was used. The sample (mounted to the piezo stack) is attached to the end of an insert comprising a cage structure (Thorlabs) which permits optical access and also the mounting of the sample objective lens. This is in turn inserted into a cylindrical tube which is pumped to a high vacuum before approximately 10 cm$^3$ of Helium (He) gas is added to enable thermal exchange. A glass window in the top of the tube permits optical access.

The cryostat consists of a reservoir of approximately 50 litres of liquid He into which the sample tube is inserted. An optical breadboard is mounted to the top of the tube to allow optics to be mounted between the excitation fibre and the sample. Vacuum insulation of the reservoir limits heating of the reservoir, allowing a stable base temperature of 4.20 ± 0.05 K to be maintained for around 7 days between liquid He refills. The reservoir is also suspended from the external cryostat casing by vibration dampers to ensure the mechanical stability of the setup and in turn the alignment of the excitation to the sample.

3.5.1 Temperature Control

In some experiments (see section 5.5) it is interesting to vary the temperature that the sample experiences. For this purpose, a resistive heater and a thin-film resistive temperature sensor (Lake Shore Cernox) are incorporated into the sample mount (see Figure 3.10). The current delivered to the heater is regulated by a computer-controlled power supply (Aim TTi PI303). Using real-time data from the temperature sensor a Proportional-Integral-Derivative (PID) feedback algorithm is implemented allowing stable temperatures between 4.2 and 70 K to be maintained to within ±1 mK.
3.5.2 Magnetic Field

In order to apply a magnetic field to the sample, a 5 T superconducting magnet is located in the lower section of the He reservoir of the cryostat. The field is aligned in the vertical direction and centred upon the sample insert. The field is controlled by a power supply (Lake Shore Model 625) that regulates the current in the magnet. The power supply may be computer controlled, permitting automatic magnetic field dependent measurements. Changing the current direction reverses the field direction, giving a full field range of $-5$ to $5$ T. When the sample is mounted directly to the piezo stack, the magnetic field is orientated out of the sample plane (Faraday geometry). Mounting the sample on a right-angled aluminium bracket allows an in-plane (Voigt geometry) field to be applied.

3.6 Detection

In this thesis two different detection methods are used. In chapter 4 and chapter 5 a photocurrent detection technique is used with the sample described in subsection 3.4.1 whilst in chapter 6 Resonance Fluorescence (RF) detection is used with the sample described in subsection 3.4.2. This section outlines the basics of each technique and the apparatus used to perform the measurements.

3.6.1 Photocurrent

Optics

The cryostat and corresponding optics are shown in Figure 3.10. The laser beam exits the fibre and is re-collimated by an objective lens. A 92:8 pelicle BS is mounted on a flip-mount. The BS sends light to the camera, allowing the sample surface to be imaged in reflection for alignment of the sample relative to the laser using the piezo stages. The pelicle BS is flipped out of the beam-path during experiments to maximise the power transmitted to the sample. A QWP sets the laser polarization to circular. Close to the sample an aspheric lens (Edmund Optics) with focal length $4.51 \text{ mm}$ focuses the light onto the sample surface. The lens diameter is $6.33 \text{ mm}$ with a numerical
aperture of 0.55, resulting in a focused spot FWHM of around 1.8 µm at a wavelength of 950 nm.

**Principles of Photocurrent Detection**

The principle of photocurrent detection is to electrically detect carriers as they tunnel from the QD [60]. As such, it is necessary to ensure that the carriers tunnel from the QD much faster than the rate of radiative recombination (typical timescale 400 - 800 ps [122, 178]). This is achieved by applying a reverse bias \( V_A \) to the sample as illustrated in Figure 3.11. The excitation laser photo-excites carriers in the QD which subsequently tunnel to either the Ohmic \((n^+ \text{ GaAs})\) or the Ti Schottky contact. A suitably sensitive measurement circuit is able to measure the photocurrent that arises from this.

The electric field \( F \) applied to the sample is given by Equation 3.1 [163]:

\[
F = \frac{(V_A - V_{Bi})}{W_i},
\]

where \( V_A \) is the applied bias, \( V_{Bi} \) is the built-in voltage of the diode.
Figure 3.11: Schematic band structure diagram of the photocurrent sample (see subsection 3.4.1). The Fermi levels of the Ti ($E_{\text{Ti}}^F$) and the GaAs ($E_{\text{GaAs}}^F$) are different, leading to a built-in voltage ($V_{\text{Bi}}$) in the device. Application of a reverse bias voltage ($V_A$) increases $E_{\text{Ti}}^F$ relative to $E_{\text{GaAs}}^F$, tilting the bands further. This increases the rate of electron (blue) and hole (red) tunnelling (dashed arrows) from the QD which may be measured as a photocurrent.
(see Figure 3.11) and $W_i$ is the width of the intrinsic region. $V_{Bi}$ is taken to be 0.76 V (half the band gap of GaAs) whilst $W_i$ is taken to be the separation of the Ohmic and Schottky contacts which is 230 nm for this sample (see subsection 3.4.1). A photocurrent signal is observed in the range $-1.2 \leq V_A \leq -0.5$ V which corresponds to $-54.8 \leq E \leq -93.9 \text{kV cm}^{-1}$. At lower fields it is possible for carriers to tunnel from the contacts to the QD which is typically exploited to deterministically charge QDs with single carriers [154]. In the bias range utilised for the photocurrent measurements, the QD remains uncharged until illuminated by the laser.

**Measurement Circuit**

The currents arising from photocurrent are extremely small. The theoretical maximum photocurrent from a single exciton can be determined by:

$$I_{PC} = e \Gamma_{rep}$$

(3.2)

where $e$ is the electron charge and $\Gamma_{rep}$ is the laser repetition rate. Using the repetition rate of the Ti:S (76.2 MHz) gives a value of $I_{PC} =$
Figure 3.13: IV curves of the sample taken without illumination at a temperature of 4.2 K. As defined in Equation 3.1, negative voltages correspond to reverse bias and positive voltages to forward bias. The inset shows a close-up of the behaviour of the dark current in the region where photocurrent is observed.

12.2 pA. As such, in order to accurately measure the exciton population the measurement setup must not only be sensitive to sub-picoamp currents but any noise must also be significantly less than the expected signal.

In Figure 3.12 a schematic of the measurement circuit is shown. A voltage source (Keithley 230) biases the sample whilst a picoammeter (Keithley 6485) with 10 fA resolution and 20 fA typical noise measures the resulting current. Co-axial cables are used with the outer layer (green lines) connected only to ground to serve as shielding to prevent noise from external electromagnetic interference. In addition, care is taken to ensure that the entire circuit is grounded only to a single common ground at the picoammeter. This prevents ground loops which are a major noise source as they can allow noise currents to arise from electromagnetic induction.

Electrical Properties of Sample

The low photocurrents that are to be measured also require excellent electrical performance from the sample. In particular, the leakage current should be as low as possible and any fluctuations should be much smaller than the QD signal. In order to characterise the elec-
trical properties of the diodes, IV curves are measured for the diodes. An example low temperature (4.2 K) dark IV measurement is presented in Figure 3.13. Towards forward bias (positive voltage) the diode turns on at around -1.6 V whilst in reverse bias (negative voltage) the leakage current is very small and close to constant. The inset shows a close-up of the voltages where photocurrent is observed, very small fluctuations are observed indicating the excellent electrical properties of the diode. The mean dark current in this region is found to be -15.6 fA with a standard deviation of 159 fA. This enables measurement of photocurrent spectra across a range of reverse biases with a high signal to noise ratio.

Background Signals & Detection Efficiency

When the sample is illuminated by the laser, a power-dependent background signal is observed. This originates from incoherent absorption by other QDs within the laser spot. A typical raw power dependence measurement for a single QD in this sample is shown in Figure 3.14(a). A linear fit gives a gradient of 1.163 ± 0.005 pA μW⁻¹ which is typical for this sample. By subtracting this background, the coherent response of the QD can clearly be seen as a Rabi rotation (Figure 3.14(b)). Owing to the incoherent nature of the excitation, the gradient of this background does not change significantly with excitation wavelength and thus photocurrent spectra such as Figure 3.15 (where the excitation energy is scanned) show clear peaks from QD transitions against a flat background.

The background-subtracted photocurrent for excitation with a π-pulse is around 10.8 pA. Comparing this with Equation 3.2 shows that this value is 89% of the theoretical maximum and thus the detection is highly efficient. The primary source of loss is radiative recombination of the exciton occuring before electron tunnelling (around 6-8% for typical parameters when minimised by application of a strong reverse bias ²). When performing experiments at lower electric fields a reduced photocurrent is measured in accordance with this expectation. It should also be noted that the theoretical maximum assumes an exciton population of 1 is created by the laser pulse, in practice

² This can be derived by solving a simple rate equation with electron tunnelling rate Γₑ = 50 ps⁻¹ and radiative recombination rate Γᵣ = 600 – 800 ps⁻¹. Further discussion of these rates can be found in chapter 4.
Figure 3.14: Typical Rabi rotation of a single QD exciton measured by photocurrent detection: (a) As the laser power is increased, characteristic oscillations are observed in the photocurrent with a linear background. (b) Subtracting the linear background and plotting the photocurrent against the square-root of laser power allows the oscillation (Rabi rotation) of the exciton population to be clearly resolved.
this value is reduced by acoustic phonon damping [63, 64]. The conversion between photocurrent and exciton population is discussed in detail in subsection 5.3.2.

In a pump-probe measurement such as those presented in chapter 4 and chapter 5, the pump pulse contributes an additional background both from the incoherent absorption previously discussed and from coherent excitation of the pumped transition. Owing to the excellent power stability of the excitation, this background is also very stable as the probe energy is scanned to produce a spectrum (see Figure 4.2 for example). In some figures where single pulse and pump-probe measurements are compared the background levels of both signals are subtracted (see for example Figure 5.4). This is achieved by measuring the background when the probe pulse is detuned from any resonance and then subtracting this from the spectrum.
Figure 3.16: Cryostat optics and setup for resonance fluorescence measurements. A cross-polarized excitation detection setup is used to suppress detection of the scattered laser light. List of acronyms: Achromatic Objective (AO), Beam-Splitter (BS), Charge-Coupled Device (CCD), High Pass Filter (HPF), Half-Wave Plate (HWP), Linear Polarizer (LP), Power Meter (PM), Quarter-Wave Plate (QWP), Single Mode (SM), Variable Wave-Plate (VWP)
3.6.2  Resonance Fluorescence

Optics

To perform RF measurements, the cryostat optics are modified considerably from the setup used for photocurrent measurements shown in Figure 3.10. The resonance fluorescence setup is illustrated in Figure 3.16. A 50:50 BS is placed to split the cryostat optical axis into separate excitation and detection paths. Adjustment of the relative positions and alignments of the fibres and objective lenses allows the excitation and collection paths to be aligned correctly. The Achromatic Objective (AO) used on the excitation path is a Thorlabs AC050-008-B-ML with an effective focal length of 7.5 mm, chosen to give good matching to the SM fibre mode.

A Linear Polarizer (LP) ensures a pure input state after the fibre whilst a series of waveplates (HWP, QWP and VWP (Berek type)) allow the excitation polarization to be accurately defined. Between leaving the BS and returning to it, the optical path and cryostat are identical to those described in Figure 3.10 with the exception that the QWP is removed as linear polarization is used in these experiments.

When the light returns from the cryostat, the vertical path from the BS contains a second LP which is cross-polarized with respect to the excitation laser. This heavily suppresses the scattered laser light, enabling the detection of RF from single QDs. A High Pass Filter (HPF) with a cut-off at 900 nm is also present. When non-resonant above-band excitation is used, the HPF prevents the laser from reaching the spectrometer. The light is coupled to a SM fibre using an aspheric lens (Thorlabs C110TMD-B) with a focal length of 6.24 mm and delivered to the spectrometer.

Detection

A 0.75 m single spectrometer (Princeton Acton SP2750) and back illuminated deep-depletion CCD detector (Princeton PyLoN 400BR) were used to detect the QD emission. The setup was calibrated using a Neon Argon spectral lamp to ensure high accuracy. One advantage of this approach over typical single-channel detection is that the detection is spectrally resolved. This allows processes involving two transitions such as the biexciton cascade to be resolved in a single meas-
At low excitation powers the polarization suppression and spatial filtering from the SM fibres is sufficient to observe background-free RF (see subsection 6.4.1 for example).

**Differential Resonance Fluorescence**

At higher excitation powers, scattered laser light (resolvable due to the greater linewidth) begins to appear increasingly strongly in the spectra. This is unsurprising as owing to the phenomenon of Rabi rotation (see subsection 2.6.2), the QD signal will never exceed that observed for driving with a π-pulse whilst the scattered laser power continues to increase linearly. To overcome this, for higher power measurements a differential technique is used whereby the QD is shifted by the QCSE in and out of resonance with the laser. This is achieved by application of a square-wave bias to the sample with the off-resonance case always chosen to be to higher energy to prevent phonon-assisted excitation (see section 5.2). The CCD exposure is synchronised with the diode modulation using TTL, allowing alternate frames to be captured with the QD resonant and off-resonant with the laser. The modulation scheme is summarised in Figure 3.17. The modulation rate is typically set to around 22 Hz as a trade-off between suppressing noise fluctuations and maximising the signal to noise of the CCD exposure and readout processes.
Figure 3.18: Differential resonance fluorescence spectrum of a single QD. In this measurement the unshaped laser was used ($\Delta \lambda \approx 16.2$ nm). The insets show the non-differential spectra for the cases where the QD is resonant (red) and off-resonant (black) with the cavity. The cavity is observed in both insets as a strong dip in reflectivity at around 915 nm. The blue line in the main figure shows the differential spectrum derived from the two insets; a narrow differential feature corresponding to the QD emission at the two biases is observed with the scattered laser light effectively suppressed.
Repetition of this process for many frames and then subtracting the off-resonant frames from the resonant frames allows recovery of the QD signal even in the presence of a much stronger scattered laser signal. An example of this is shown in Figure 3.18 where the blue line is the differential spectrum. Owing to the spectrally broad ($\Delta \lambda \approx 16.2\,\text{nm}$) unshaped laser being used, the QD is excited at both biases leading to a differential feature in the spectrum. By comparison with the non-differential spectra (insets) it can be seen that this method allows recovery of a low-noise single QD signal even when the scattered laser is around two orders of magnitude stronger than the QD emission.

3.7 Summary

The experimental setups outlined in this chapter present a means to resonantly excite single QDs with picosecond pulses whose centre energy, spectral width, polarization, pulse energy and inter-pulse delay may be readily controlled. This provides a versatile excitation setup for performing both single-pulse and pump-probe investigations of single QD dynamics. In addition, electric, magnetic and additional CW laser fields may be applied to the sample whilst the sample temperature may also be varied. Finally, two different means of accurately detecting single QD dynamics have been presented: electrical detection of photocurrent and optical detection of resonance fluorescence.
HIGH-FIDELITY INITIALISATION OF HOLE SPIN QUBITS

4.1 INTRODUCTION

Single hole spins confined in semiconductor QDs are an attractive stationary qubit candidate owing to their long coherence times \[158, 179, 181\], ultrafast optical coherent control \[179, 181, 182\] and potential for integration with circuit-style devices for QIP \[67, 68, 331\]. Initialisation of a qubit to a well-defined state is a critical part of any QIP protocol as it limits the fidelity of the entire process. An ideal initialisation scheme should be fast, operate on-demand and have high fidelities to permit error correction \[17, 332\] (see second DiVincenzo criterion in section 1.2), whilst long qubit lifetimes are desirable to maximize the number of possible gate operations (see third DiVincenzo criterion in section 1.2).

A range of single carrier spin initialisation schemes have previously been demonstrated for both single QDs and QDMs. These include optical pumping \[156, 157, 333\], coherent population trapping \[158, 334\] and the ionization of an exciton \[127, 149–152\]. Optical pumping methods have reached fidelities as high as 99.8% in an out-of-plane magnetic field \[156\] with initialisation times of the order of \(\mu s\). Faster (ns) initialisation with slightly lower fidelities has been observed in an in-plane magnetic field \[157, 334\]. However, practical fault-tolerant QIP implementations \[17, 332\] require initialisation that is fast compared to decoherence to ensure that the maximum number of gate operations may be performed within the qubit coherence time. Hence, it is desirable to further increase the initialisation speed.

When driven by ultrafast pulsed lasers, exciton ionization schemes can offer both picosecond initialisation times and on-demand operation. Unfortunately, the anisotropic exchange interaction \[126, 128, 169\] (see subsection 2.2.4) typically reduces fidelity by causing spin precession during the exciton lifetime \[127, 172, 335\]. Fast electron tunnelling minimizes this effect with fidelities of \(F > 96\)% obtained
for ionization in QDMs [152] and \( \mathcal{F} > 97\% \) for probabilistic (CW) initialisation of single QDs [336]. However, a negative consequence is the reduction of the hole qubit’s lifetime to 300 ps [152] or 3 ns [336] respectively. This is significantly less than the hole’s long extrinsic coherence time \( (T^*_2 \approx 10\) ns) [158, 179, 181, 182], reducing the coherence time \( (T_2) \) and the number of possible gate operations. Application of a strong out-of-plane magnetic field inhibits spin precession (see subsection 2.3.2) resulting in \( \mathcal{F} > 99\% \) [172]; however out of plane fields are incompatible with present coherent control schemes [158, 179, 181, 195] which require in-plane spin quantization.

In this chapter fidelities exceeding 99\% are demonstrated at zero magnetic field with on-demand, < 100 ps initialisation and a hole lifetime that can be as high as 25.2 ns. This is achieved by exciton ionization in a QD with near-zero Fine-Structure Splitting (FSS), rendering the anisotropic exchange interaction negligible relative to the exciton lifetime. To demonstrate that such a scheme is also applicable to typical QDs with finite FSS, the Optical Stark Effect (OSE) [164] is used to reduce the FSS [141, 142], resulting in increased fidelity. These key results were published as a Rapid Communication in Physical Review B [131].

4.2 SAMPLE DETAILS

These measurements were performed on the photocurrent sample discussed in subsection 3.4.1 based upon the VN382 wafer. 5 QDs were chosen for further study on the basis that they exhibited a range of different values of FSS \( (E_{\text{FSS}} = \hbar \delta) \) between 2.01 and 31.2 \( \mu \text{eV} \). These QDs were located in either the C1 or C2 apertures of the sample and are referred to as dots A-E in order of increasing FSS as detailed in Table 4.1.

4.3 SPIN INITIALIZATION BY EXCITON IONIZATION

4.3.1 Principles of Operation

The concept of hole spin initialisation by exciton ionization is outlined in Figure 4.1. A circularly-polarized laser pulse with \( \pi \) pulse
<table>
<thead>
<tr>
<th>QD</th>
<th>FSS (μeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2.02 ± 0.20</td>
</tr>
<tr>
<td>B</td>
<td>7.10 ± 0.32</td>
</tr>
<tr>
<td>C</td>
<td>13.2 ± 0.72</td>
</tr>
<tr>
<td>D</td>
<td>21.6 ± 1.10</td>
</tr>
<tr>
<td>E</td>
<td>32.2 ± 0.71</td>
</tr>
</tbody>
</table>

Table 4.1: Measured values of FSS for the five QDs under study. See section 4.4 for measurement details.

Figure 4.1: Energy levels in the circularly polarized basis at zero magnetic field where (↓ / ↑) and (⇓ / ⇑) represent electron and hole spins respectively. The neutral exciton (X₀) states are coupled by the FSS with angular precession frequency δ (green arrows) and decay by electron tunnelling at a rate Γₑ (blue dashed arrows) to leave single holes (h). The hole spin state can be read out by probing the h → X⁺ (positive trion) transitions using σ⁺/⁻ polarized pulses.
area creates a neutral exciton ($X^0$) in the QD at time $t = 0$. Under a reverse bias DC electric field ($F$) the exciton population decays at a rate $\Gamma_X = \Gamma_r + \Gamma_e + \Gamma_h$ where $\Gamma_r$ is the rate of radiative recombination and $\Gamma_e$ and $\Gamma_h$ are the electron and hole tunnelling rates respectively. Owing to the larger hole effective mass, the electron tunnelling rates exceed hole tunnelling rates by around two orders of magnitude ($\Gamma_e \gg \Gamma_h$). At the electric fields studied here, radiative recombination rates are slow compared to electron tunnelling in devices of this structure [122, 178] and hence $\Gamma_X \simeq \Gamma_e$. The tunnelling of the electron leaves behind a single hole with spin conserved from the $X^0$; thus the initialisation time for the hole is equal to $1/\Gamma_e$. The anisotropic exchange interaction causes precession between the $X^0_{\uparrow \uparrow}$ and $X^0_{\downarrow \uparrow}$ states at angular frequency $\delta$, reducing the polarization of the resultant hole spin.

To measure the initialised hole spin, a co (cross)-circularly polarized probe $\pi$ pulse arrives after a delay ($\tau$) with a detuning of $\Delta$ relative to the first pulse. By scanning the probe detuning, two-pulse spectra like those shown in Figure 4.2 are obtained where black (red) traces represent the co (cross)-polarized cases respectively. For presentation purposes, a single-pulse (probe only) spectrum is subtracted.
from the two-pulse spectrum to remove any weak spectral features not arising from the pumped QD; the dip at \( \Delta = 0 \) corresponds to subtraction of the \( X^0 \) peak. At \( \Delta \) equal to the positive trion (\( X^+ \)) binding energy the \( h \rightarrow X^+ \) transitions shown in Figure 4.2 are probed. Peaks corresponding to these transitions are observed in the spectra and the hole spin state may be extracted from their relative amplitudes.

In Figure 4.2 the spectrum of QD A with a small FSS of 2.01 \( \mu \)eV is shown. The inset illustrates that exciton spin precession during electron tunnelling is negligible; as a result, the hole spin preparation is almost ideal with no trion peak observed for a co-polarized probe. By contrast, Figure 4.2 shows the case of QD E with a large FSS of 31.2 \( \mu \)eV. The exciton spin precession is seen clearly in the inset whilst prominent trion peaks in both spectra illustrate the reduced fidelity.

### 4.3.2 Model

In order to quantitatively analyse the fidelity of spin initialisation, it is necessary to begin by defining fidelity. A general definition is Equation 4.1 [338]:

\[
F = \langle \phi | \rho | \phi \rangle
\]

where \( \rho \) is the density matrix of the prepared state and \( \phi \) is the target state. In the case of spin initialisation, the target state is generally either spin up (\( \uparrow \)) or spin down (\( \downarrow \)).

As outlined in subsection 4.3.1, the fidelity of the hole spin initialisation is limited by the precession of the exciton spin during the exciton lifetime. In order to support experimental measurements and also predict parameter regimes that maximise fidelity, it is helpful to create an analytical model of the hole spin initialisation. The following derivation proceeds along the same lines as previous work by Godden et al. [172, 339]

As a starting point it is taken that the effect of the first (preparation) pulse is to create a spin-polarized neutral exciton in the QD. The FSS causes precession between the two spin states \( X^0_{\downarrow} \) and \( X^0_{\uparrow} \) with angular frequency \( \delta \). To calculate the dynamics of the system the Zeeman splitting (\( \hbar \omega_z \)) is also included yielding the 2 \( \times \) 2 Hamiltonian:
\[
H = \frac{\hbar}{2} \begin{bmatrix}
\omega_z & \delta \\
\delta & -\omega_z
\end{bmatrix}.
\]

(4.2)

The eigenvectors \( |\psi_{\pm}\rangle \) of this Hamiltonian are:

\[
|\psi_{+}\rangle = \sin(\theta) |\downarrow \uparrow\rangle + \cos(\theta) |\uparrow \downarrow\rangle,

|\psi_{-}\rangle = \cos(\theta) |\downarrow \uparrow\rangle - \sin(\theta) |\uparrow \downarrow\rangle,
\]

(4.3)

where \( \theta \) is a mixing angle given by \( \tan(2\theta) = -\delta/\omega_z \). The eigenvalues are:

\[
\lambda = \pm \frac{\hbar}{2} \sqrt{\omega_z^2 + \delta^2}.
\]

(4.4)

As previously discussed in subsection 4.3.1, a \( \sigma^{-/+} \) preparation pulse creates an exciton with spin \( |\uparrow \downarrow\rangle/|\downarrow \uparrow\rangle \) respectively. These exciton spin states can be rewritten in terms of the eigenvectors:

\[
|\uparrow \downarrow\rangle = \sin(\theta) |\psi_{+}\rangle + \cos(\theta) |\psi_{-}\rangle,

|\downarrow \uparrow\rangle = \cos(\theta) |\psi_{+}\rangle - \sin(\theta) |\psi_{-}\rangle.
\]

(4.5)

At a time \( t > 0 \) these states evolve by accumulating a relative phase determined by the eigenenergy of the Hamiltonian. Considering the scenario of a \( \sigma^{-} \) polarized preparation pulse, the evolution of the exciton spin state with time may be written as:

\[
|\psi_{\uparrow \downarrow}(t)\rangle = \sin(\theta) |\psi_{+}\rangle e^{i\lambda t} + \cos(\theta) |\psi_{-}\rangle e^{-i\lambda t}.
\]

(4.6)

It is now possible to calculate the time-dependent probabilities \( P_{\uparrow \downarrow}(t) \) & \( P_{\downarrow \uparrow}(t) \) of measuring either exciton state by projecting \( |\psi_{\uparrow \downarrow}(t)\rangle \) into the basis of exciton spins:

\[
P_{\uparrow \downarrow}(t) = |\langle \downarrow \uparrow | |\psi_{\uparrow \downarrow}(t)\rangle|^2 = \sin^2(2\theta) \sin^2(\lambda t)

P_{\downarrow \uparrow}(t) = |\langle \uparrow \downarrow | |\psi_{\uparrow \downarrow}(t)\rangle|^2 = 1 - \sin^2(2\theta) \sin^2(\lambda t).
\]

(4.7)

At this point it is necessary to consider the time evolution of the neutral exciton population itself as well as that of the spin. The three sources of exciton population decay are radiative recombination \( (\Gamma_r) \), electron tunnelling \( (\Gamma_e) \) and hole tunnelling \( (\Gamma_h) \). These are illustrated
Figure 4.3: Energy level schematic showing the decay channels of the neutral exciton in the device studied. The two neutral exciton spin states are coupled by fine-structure precession of angular frequency $\delta$. The exciton may decay either by radiative recombination to the ground state with a rate $\Gamma_R$ or to a single hole by electron tunneling with a rate $\Gamma_e$. Single electron states are disregarded as hole tunnelling ($\Gamma_h$) is much slower than $\Gamma_e$. The single hole states decay to the ground state by hole tunnelling at a rate $\Gamma_h$. Hole spin relaxation between spin states is neglected as the hole lifetime is much shorter than the timescale of hole spin relaxation [186].
in Figure 4.3. As discussed in subsection 4.3.1, this sample exhibits electron tunnelling that is much faster than either radiative recombination or hole tunnelling. As such, it is possible to assume that the decay rate of the exciton population ($\Gamma_X$) is dominated by electron tunnelling:

$$\Gamma_X = \Gamma_r + \Gamma_h + \Gamma_e \approx \Gamma_e. \quad (4.9)$$

Using this it is now possible to construct expressions for both the total neutral exciton population ($P_+ (t)$) and the difference in population between the two neutral exciton spin states ($P_- (t)$):

$$P_+ (t) = P_{\uparrow\downarrow} (t) + P_{\downarrow\uparrow} (t) = e^{-\Gamma_X t} \quad (4.10)$$
$$P_- (t) = P_{\uparrow\downarrow} (t) - P_{\downarrow\uparrow} (t) = [1 - \sin^2 (2\theta) \sin^2 (\lambda t)] e^{-\Gamma_X t}. \quad (4.11)$$

As the aim of this scheme is to prepare hole spins, the mapping of the exciton to the hole must be considered. Hole spin relaxation may be neglected as it is several orders of magnitude slower than hole tunnelling at the electric fields considered [186]. Therefore, it is possible to write expressions for the rate of change of the occupation of both hole spin states:

$$\dot{h}_{\uparrow\downarrow} = \Gamma_e P_{\uparrow\downarrow} (t) - \Gamma_h h_{\uparrow\downarrow} \quad (4.12)$$
$$\dot{h}_{\uparrow\downarrow} = \Gamma_e P_{\downarrow\uparrow} (t) - \Gamma_h h_{\uparrow\downarrow}. \quad (4.13)$$

Defining $h_+$, $h_-$, $h_+ = h_{\uparrow\downarrow} + h_{\downarrow\uparrow}$ and $h_- = h_{\uparrow\downarrow} - h_{\downarrow\uparrow}$ in a similar manner as to the exciton, it is now possible to write a pair of differential equations for the total and difference of the hole spin state populations:

$$\dot{h}_+ + \Gamma_h h_+ = \Gamma_e P_+ \quad (4.14)$$
$$\dot{h}_- + \Gamma_h h_- = \Gamma_e P_. \quad (4.15)$$

Both Equation 4.14 and Equation 4.15 have the form:

$$\dot{y} + ay = Q, \quad (4.16)$$
which has the general solution:

\[ y = e^{-I} \left[ \int_0^t Q e^t \, dt + c \right], \]  

(4.17)

where:

\[ I = \int a \, dt. \]  

(4.18)

Thus it is possible to find \( h_+ \) and \( h_- \). Defining the hole spin contrast (C):

\[ C = \frac{h_-}{h_+}, \]  

(4.19)

it is then possible to derive the fidelity (\( F \)) using the relation \( C = 2F - 1 \). Finally, the limit \( \Gamma_X t \gg 1 \) is taken to eliminate the time dependence by considering the case where electron tunnelling is essentially complete. This results in Equation 4.20:

\[ F = \frac{C + 1}{2} = 1 - \frac{1}{2} \left\{ \frac{\delta^2}{\delta^2 + \omega_z^2 + (\Gamma_X - \Gamma_h)^2} \right\}. \]  

(4.20)

The key conclusion from Equation 4.20 is that the fidelity is determined by competition between electron tunnelling and fine-structure precession, in agreement with the qualitative discussion presented in subsection 4.3.1. Furthermore, it can be seen that the application of a large \(|g_X^X\mu_B B_z| \gg |h\delta|\) Faraday magnetic field will result in \( F \to 1 \) as fine-structure precession is inhibited by the transformation of the eigenstates from linear to circular as outlined in subsection 2.3.2.

### 4.3.3 Measuring Fidelity

In order to measure fidelity, it is necessary to define it in terms of experimentally measurable parameters. The photocurrent measured from the co-/cross-polarized trion transitions is proportional to the population of each of the hole spin states respectively. As such, the hole spin contrast (C - see Equation 4.19) may be redefined in terms of these photocurrents:

\[ C = \frac{h_-}{h_+} = \frac{PC_{cross}^{X^+} - PC_{co}^{X^+}}{PC_{cross}^{X^+} + PC_{co}^{X^+}}, \]  

(4.21)
Figure 4.4: Close-up PC spectra of the positive trion peaks of (a) QD E with large FSS and (b) QD A with vanishingly small FSS. The data is the same as in Figure 4.2. The red points represent a probe pulse that is cross-polarized with the pump pulse whilst the black points are the co-polarized case (see Figure 4.1). With the exception of the black line in (b), solid lines are Gaussian fits to the data with numeric values being the extracted amplitudes. In the case of (b), the co-polarized peak is vanishingly small and the quantity $\sigma N^{-1/2}$ is evaluated instead with the line representing the mean value.
where $PC_{\text{cross}}^{X^+}$ and $PC_{\text{co}}^{X^+}$ are the amplitudes of the $X^+$ peaks in the co- and cross-polarized spectra respectively. Using the relation $F = \frac{C_{+1}}{2}$ results in Equation 4.22:

$$F = \frac{PC_{\text{cross}}^{X^+}}{PC_{\text{cross}}^{X^+} + PC_{\text{co}}^{X^+}}. \quad (4.22)$$

The quantities $PC_{\text{cross}}^{X^+}$ and $PC_{\text{co}}^{X^+}$ are extracted from Gaussian fits to PC spectra like Figure 4.2. The fitting is illustrated in Figure 4.4(a) for QD E where the large amplitudes of both peaks illustrate that the fidelity is low owing to high FSS. This contrasts to Figure 4.4(b) where the fidelity is high owing to the vanishing FSS of QD A and a peak is observed only for cross-polarization.

For very high fidelities, it is no longer reliable or meaningful to fit a Gaussian peak to the co-polarized spectrum. In this case the variance of the photocurrent noise at the trion position is used to estimate the amplitude [339] and report a lower bound for the fidelity. The datapoints within the laser FWHM of the trion energy are sampled and the amplitude estimate ($\epsilon$) can then be found by Equation 4.23:

$$\epsilon = \frac{\sigma}{\sqrt{N}}, \quad (4.23)$$

where $N$ is the number of datapoints within the sample and $\sigma$ is their standard deviation. The quantity $\epsilon$ then replaces $PC_{\text{co}}^{X^+}$ in Equation 4.22 to calculate the lower bound of $F$. This case is illustrated in Figure 4.4(b) for QD A; evaluating Equation 4.22 for this data gives a fidelity lower-bound of $F \geq 0.998$.

#### 4.4 Measurement of Tunnelling Rates & FSS

In order to compare experimental results to the predictions of the model accurately it is necessary to know the values of $\Gamma_c$, $\Gamma_h$ and $\delta$ with high precision. In this section two different experimental methods to measure these parameters are described.
4.4.1 Time-Resolved Pump-Probe

Γₚ, Γₕ and δ may be measured directly by time-resolved pump-probe measurements [337, 340]. In these measurements a circular-polarized pump pulse with Θ = π is resonant with the |0⟩ → |X⟩ transition at t = 0. After a delay of τ, a resonant probe π-pulse arrives either co- or cross-circularly polarized with respect to the pump pulse. The amplitudes of the neutral exciton photocurrent peaks measured for a co- or cross-circularly polarized probe are referred to as PCₓ₀ and PCₓ₀ respectively. These quantities relate to the occupancy of the co/cross-polarized exciton states (Cₓ₀/Cₓ₀) by the following relations:

\[ PC_{x0}^{cross} + PC_{x0}^{co} \propto C_{x0} + C_{\bar{x}0} = e^{-\Gamma_X t} \]  \hspace{1cm} (4.24)
\[ PC_{x0}^{cross} - PC_{x0}^{co} \propto C_{x0} - C_{\bar{x}0} = e^{-\Gamma_X t} \sin(\delta t) \]  \hspace{1cm} (4.25)

As can be seen from Equation 4.24, the quantity PCₓ₀⁰ + PCₓ₀⁰ decays proportional to the total exciton population. This is an exponential decay which is dominated by electron tunnelling as Γₓ ≈ Γₑ. Meanwhile, Equation 4.25 illustrates that PCₓ₀⁰ − PCₓ₀⁰ is proportional to the difference between the population of the two exciton states. This results in a precession between the two states of angular frequency δ with the amplitude damped by the exciton lifetime. As such, fitting time-resolved measurements of these quantities allow the values of Γₓ (≈ Γₑ) and δ to be extracted. Fits to PCₓ₀⁰ − PCₓ₀⁰ for QD A and QD E are illustrated by the red dashed lines in Figure 4.5. The fine-structure oscillation is clearly visible for QD E Whilst the vanishingly small FSS of QD A means that only the exponential decay of the exciton population is observed.

In a similar manner, performing time-resolved pump-probe measurements with the probe resonant with the |h⁺⟩ → |X⁺⟩ transition allows the occupancy of the hole state to be interrogated:

\[ PC_{h0}^{cross} + PC_{h0}^{co} \propto C_{h0} + C_{\bar{h}0} = e^{-\Gamma_h t} - e^{\Gamma_h t}. \]  \hspace{1cm} (4.26)

As illustrated by Equation 4.26, the total hole population rises exponentially due to electron tunnelling whilst simultaneously experien-
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Figure 4.5: Example measurements of $PC_{\text{cross}}^X - PC_{\text{co}}^X$ vs. time for the QDs with the highest (QD E - green) and lowest (QD A - black) FSS. The electric field was was $-73.6 \text{kV cm}^{-1}$ for both measurements. Dashed lines show damped sine fits to the data, the clear oscillation of QD E allows both the values of $\delta$ and $\Gamma_X$ to be extracted. In the case of QD A the fine-structure precession is much slower than $\Gamma_X$ and the value of $\delta$ cannot be reliably determined.

An example of such a measurement is illustrated by the black circles in Figure 4.6 for QD A with the electron and hole tunnelling rates for this electric field extracted from the fit (green line). The fidelity of the prepared hole spin may also be evaluated from these measurements using Equation 4.22 and is shown by the red circles. The lack of any clear time dependence illustrates that fidelity is constant with time as would be expected in the case of negligible hole spin relaxation.

4.4.2 High-Resolution Photocurrent Spectroscopy

The time-resolved pump-probe method has a limited resolution for the measurement of FSS. The origin of this limit is the case when $\delta$ becomes sufficiently small that it approaches the magnitude of $\Gamma_X$. In this case, the oscillations in $PC_{\text{cross}}^X - PC_{\text{co}}^X$ are sufficiently damped...
that it is not possible to resolve them as in the black data for QD A in Figure 4.5. Thus, to measure the smallest values of the FSS a different approach is required. A narrow linewidth CW laser (FWHM < 10 neV) operating at a fixed wavelength is used to perform high resolution photocurrent spectroscopy [163, 341, 342]. The 0 \rightarrow X_0 transition is Stark-shifted through the laser line by changing the bias applied to the diode. In order to convert from applied bias to the energy of the exciton, a series of single pulse photocurrent spectra are measured at different bias voltages. Plotting the energy of the exciton peak vs. bias gives the expected quadratic dependence (Equation 2.4), an example of which is illustrated for QD C in Figure 4.7.

After conversion to exciton energy, the resulting spectrum has a Lorentzian lineshape with typical linewidth \( \sim 40 \mu \text{eV} \) as illustrated in Figure 4.8(a). In an ideal case, the linewidth (\( \Delta E \)) of the exciton should obey the uncertainty relation of Equation 4.27:

\[
\Delta E = \frac{\hbar \Gamma_X}{2},
\]

which is approximately 14 \( \mu \text{eV} \) at this value of \( \Gamma_X \). The broadening relative to this limit is attributed to charge fluctuations in the electrostatic environment of the dot during the measurement which has been observed in similar devices [197].

Figure 4.6: Plot of \( P_{\text{cross}}^{h^+} + P_{\text{co}}^{h^+} \) (black circles) and \( F \) (red circles) vs. time for QD A at an electric field of \( -73.6 \text{kV cm}^{-1} \). A bi-exponential fit (green line) to \( P_{\text{cross}}^{h^+} + P_{\text{co}}^{h^+} \) allows \( \Gamma_e \) and \( \Gamma_h \) to be extracted.
Figure 4.7: Example plot of exciton energy (extracted from single pulse photocurrent spectra) vs. bias voltage for QD C. The data agrees well with a quadratic fit of the form of Equation 2.4 (red line) allowing accurate conversion from bias voltage to energy for high resolution photocurrent spectroscopy.

Figure 4.8: (a) Typical high-resolution photocurrent spectrum of the QD A neutral exciton with a Lorentzian fit (red line) of linewidth 39.3 ± 0.3 µeV. Plot of the neutral exciton energy of QDs with (b) moderate δ and (c) very small δ (QD A) as a function of half-wave plate angle. Red lines: Fitting with $\sin^2(\theta)$ function. The amplitude of the fits yields a fine structure splitting of $\hbar\delta = 10.1 \pm 0.1 \, \mu eV$ and $2.01 \pm 0.2 \, \mu eV$ respectively.
Rotating the linear polarization angle of the CW laser with a HWP causes the exciton energy to oscillate with an amplitude of $\hbar\delta$ [342]. The physical origin of this is that the linearly polarized laser creates a superposition of the two fine-structure split linear eigenstates. As the polarization rotates, the composition of the superposition changes and accordingly, the energy. The energies of the maxima and minima correspond to the eigenstate energies and as a result the oscillation has an amplitude $\hbar\delta$. Such a measurement is shown for a QD with moderate $\hbar\delta$ (10.1 ± 0.1 µeV) (not included in Table 4.1) and very small $\hbar\delta$ (2.01 ± 0.20 µeV) (QD A) in Figure 4.8(b) and (c) respectively. This provides a reliable means to measure values of $\hbar\delta$ that are as small as a few µeV, allowing the quantitative study of spin initialisation in the limit of vanishingly small FSS.

### 4.4.2.1 Estimation of $T_2^*$ for QD A

Using the linewidth measurement of Figure 4.8(a) it is possible to estimate the extrinsic pure dephasing time of a hole spin confined within QD A. Subtracting the lifetime-limited linewidth from the measured linewidth leaves a broadening of 25.3 µeV. Assuming that this broadening is dominated by charge noise (in agreement with noise spectroscopy measurements on $X^0$ [183]), the broadening may be con-
verted to a voltage fluctuation of $\Delta V = 0.0173$ V using the measured Stark shift for QD A. Measurement of the voltage-dependence of the in-plane hole $g$-factor for a different QD in the same sample (QD C - see Figure 4.9) gives a gradient of $-0.01619$ V$^{-1}$. Converting this to a Zeeman energy fluctuation gives $\Delta E_Z = 0.0162 \mu$eV T$^{-1}$ as a function of applied in-plane magnetic field. Finally, using the relation $T_2^* = 2\hbar/\Delta E_Z$ [256] the extrinsic pure dephasing time may be estimated as $T_2^* = 17.3$ ns at $B_x = 4.7$ T. This agrees well with the value of $T_2^* = 15.4^{+5.5}_{-3.3}$ ns measured by Godden et al. for a similar sample at $B_x = 4.7$ T.

### 4.5 Initialisation in an Out-of-Plane Magnetic Field

One of the predictions of the model derived in subsection 4.3.2 is that application of a strong out-of-plane magnetic field will increase the fidelity of spin preparation by inhibiting fine-structure precession of the neutral exciton. Indeed, this approach has previously been used to demonstrate very high fidelities [172] with a free parameter fit of Equation 4.20 showing good agreement with data measured for a single QD with modest FSS. In this section, the predictive power of the model is tested by comparing experimental data with a small magnetic field step of $0.05$ T to the predictions of Equation 4.20. Measured values of $\Gamma_e$, $\Gamma_h$ and $\delta$ are used rather than a free-parameter fit.

In order to know the variation of $\omega_z$ with magnetic field, the exciton g-factor is measured. The energies of the two circularly-polarized exciton states are measured by taking single pulse spectra as a function of magnetic field. The splitting of these states is the Zeeman splitting (see subsection 2.3.2) and relates to the exciton g-factor ($g_z^X$) by Equation 4.28:

$$E_z^X = \hbar \omega_z = |g_z^X| \mu_B B_z,$$

(4.28)

where $\mu_B$ is the Bohr magneton. In Figure 4.10 the measured exciton Zeeman splitting of QD A is plotted (black circles) against magnetic field. A linear fit (red line) allows the magnitude of the g-factor to be found, for this QD a value of $|g_z^X| = 1.11 \pm 0.02$ is measured which falls within the typical range of InGaAs SAQDs [169, 170]. Thus, using
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Figure 4.10: Measurement of the exciton Zeeman splitting (black circles) vs. magnetic field for QD A. The red line is a linear fit to the data which allows the magnitude of the g-factor (|g^X|) to be found from its gradient.

In this approach and the methods described in section 4.4 it is possible to determine all the parameters in Equation 4.20 for each QD.

In Figure 4.11 measurements of fidelity (open circles) vs. applied out-of-plane magnetic field are presented for QDs A (red), C (green) and E (blue). The solid lines are plots of Equation 4.20 using the measured parameters of each QD. A small correction (< 0.01) is made to the maximum fidelity value to reflect the noise limit of the PC measurements. It can clearly be seen in Figure 4.11 that the model agrees very well with the measured data, confirming the predictive power of Equation 4.20. For QDs C and E a characteristic Lorentzian dip centred on B_z = 0 is observed, corresponding to a reduction in fidelity owing to fine-structure precession. This dip is absent for QD A, a flat line is instead observed owing to its negligible FSS. By B_z = ±2.5 T all QDs have reached a noise limited fidelity close to unity, illustrating that a strong out-of-plane magnetic field allows for high-fidelity initialisation in QDs with a range of parameters.

However, as discussed in section 4.1, present schemes for coherent control of spin qubits [158, 179, 181, 195] require in-plane spin quantization. Thus, in order to obtain high fidelities that are compatible with coherent control it is necessary to consider varying other
parameters in order to achieve similar performance without an out-of-plane magnetic field.

4.6 Initialisation at Zero Magnetic Field

From inspection of Equation 4.20 it can be seen that if the out-of-plane magnetic field is removed ($\omega_z = 0$) then the remaining strategies to increase $F$ are either to minimise $\delta$ or maximise $(\Gamma_e - \Gamma_h)$. The second approach (fast electron tunnelling) has seen some success at increasing the fidelity [152, 336]; however it has the consequence of reducing the hole lifetime as discussed in the introduction (section 4.1). This is significant as for effective QIP it is desirable to perform as many gate operations as possible within the qubit lifetime (see third DiVincenzo criterion in section 1.2). In this section the variation of fidelity with $\delta$ is investigated with the objective of demonstrating high fidelity initialisation that does not compromise the qubit lifetime.
4.6.1 FSS Dependence of Initialisation Fidelity

To investigate the variation of $F$ with $\delta$, the fidelities of the five QDs with different FSS are measured at a constant electron tunnelling rate ($\Gamma_e$). This is achieved by measuring the bias-dependence of the tunnelling rates of each QD and setting the bias for each fidelity measurement such that $\Gamma_e$ is a constant value (0.021 ps$^{-1}$). The tunnelling rates and FSS are measured by the methods described in section 4.4. The results of this measurement are shown by the black circles in Figure 4.12 whilst the red line is a plot of Equation 4.20 with $\omega_z = 0$ and $(\Gamma_e - \Gamma_h) = 0.021$ ps$^{-1}$ (as $\Gamma_e \gg \Gamma_h$).

From Figure 4.12 it can be seen that $F$ falls with $\delta$, fitting with the qualitative expectation that fidelity will fall as the fine-structure precession increases relative to electron tunnelling. For QD A ($\hbar\delta = 2.01 \pm 0.20$ μeV) a fidelity lower bound of $F \geq 0.993$ is measured. This value is only limited by the noise present in the co-polarized spectrum and implies an initialisation error rate below the 0.75% threshold required for error correction in a QIP protocol [343].

4.6.2 High Fidelity Initialisation with Long Qubit Lifetimes

Owing to the negligible exciton spin precession of QD A, the fidelity is no longer as sensitive to the electron tunnelling rate. This gives the possibility to reduce the diode electric field to maximize the hole life-
Figure 4.13: Hole lifetime ($1/\Gamma_h$) (diamonds) and fidelity lower bound (red circles) plotted vs. initialisation time ($1/\Gamma_e$) and approximate DC electric field for QD A. Error bars are of the order of the data point size. The model (red line) represents a fit of Equation 4.20 with measured $\hbar \delta = 2.01 \pm 0.20 \mu$eV and fitting parameter $\hbar \chi_E = -0.0219 \pm 0.0007 \mu$eV V$^{-1}$ cm corresponding to a small change in FSS with DC electric field (see Figure 4.14).

Time ($T_h = 1/\Gamma_h$) whilst retaining a high initialisation fidelity. Two consequences of reducing the diode bias are a moderate increase in initialisation time ($1/\Gamma_e$) owing to slower electron tunnelling and a small change in FSS [344, 345]. This increase in initialisation time is not significant so long as it remains much smaller than the hole lifetime and comparable to the qubit gate time ($\sim 20$ ps [179, 181]).

Previous studies on similar samples have shown that the coherence time of the hole spin is limited by the hole tunnelling rate [179] ($\Gamma_h$) at typical electric fields. Beyond this, the next limit is the extrinsic pure dephasing time ($T_2^* \simeq 10$ ns [158, 179, 181, 182]) which most likely originates from fluctuations in the electric field acting on the hole g-factor [181–183] (see discussion in subsection 2.4.5). In the limit of negligible extrinsic pure dephasing, or spin-flips, the coherence time is twice the hole lifetime (see discussion in subsection 2.4.1). Thus, a good target is $2T_h > T_2^*$, the point at which pure dephasing rather than hole tunnelling becomes the dominant limitation on the coherence time.

To demonstrate that it is possible both to exceed this target for the lifetime and retain a high initialisation fidelity, Figure 4.13 shows the results of measuring fidelity, initialisation time and hole lifetime for
a range of DC electric fields on the low FSS QD A. At an initialisation
time of 83.5 ps, the hole lifetime exceeds 5 ns for the first time and
thus the criterion $2T_h > T_2^*$ is satisfied. For electric field strengths
satisfying this criterion the measured fidelity lower bounds range
from $\geq 0.974$ to $\geq 0.995$, emphasizing that it is possible to have both
high initialisation fidelity and long qubit lifetimes with this scheme. It
should be noted that as the electric field is reduced, the photocurrent
amplitude for an electron-hole pair also reduces leading to reduced
amplitudes of the trion peaks in the fidelity measurement. As the
noise level remains approximately constant, this results in a natural
roll-off in the highest resolvable fidelity. All of the fidelities measured
in Figure 4.13 are noise-limited and thus reported as lower bounds.

To confirm that the fidelities measured fit with the expectations of
the model it is first necessary to incorporate the variation of $\delta$ with
the DC electric field. The full dependence can only be found by nu-
merical simulations and the exact physical origin is still the subject of
theoretical study [344, 345]. However, for relatively small variations
in DC field away from the minimum, a linear approximation [162] agrees well with experimental field-dependent time-resolved pump-probe measurements as illustrated in Figure 4.14. As such, $\delta$ in Equation 4.20 is substituted according to Equation 4.29:

$$\delta (F) = \delta \big|_{F_0} + \chi_E [F - F_0], \quad (4.29)$$

where $F$ is the DC electric field applied to the diode, $\delta \big|_{F_0}$ is the FSS measured at electric field $F_0$ and $\chi_E$ is a linear gradient describing the variation of $\delta$ with $F$. The linear fits in Figure 4.14 give $\hbar \chi_E = 0.25 \pm 0.04 \mu eV V^{-1} \text{ cm}$ for QD E and $-0.10 \pm 0.02 \mu eV V^{-1} \text{ cm}$ for QD C. These values are consistent with literature values ($0.285 \mu eV V^{-1} \text{ cm}$ [146]) for similar samples. The increased error bars and deviation of the red points from the fit line at higher electric fields corresponds to the onset of $\Gamma_e \gg \delta$ and hence the resolution limit of this measurement. As such, it is not possible to perform the same measurement on QD A. Nor is it possible to accurately measure $\hbar \chi_E$ by the high resolution photocurrent spectroscopy technique as this is reliant on using $F$ to tune the QD into resonance with a fixed wavelength laser.

By inserting Equation 4.29 into the model of Equation 4.20 and taking $\chi_E$ as a free fitting parameter (all other parameters are measured), excellent agreement with the data is obtained [see red line in Figure 4.13]. This further supports the conclusion that it is indeed possible to obtain both high fidelities and long lifetimes from a QD exhibiting negligible FSS. From the fit, the value $\hbar \chi_E = -0.0219 \pm 0.0007 \mu eV V^{-1} \text{ cm}$ is found which is smaller than those measured in Figure 4.14 but still physically reasonable. Indeed, from these measurements it appears that the magnitude of $\hbar \chi_E$ decreases for QDs with lower initial FSS. Whilst further studies would be required to draw definitive conclusions, this could indicate that the change in FSS may be related to the electric field modifying the anisotropy of the QD as predicted by some theoretical models [344].
Due to the importance of low FSS QDs for polarization entangled photon sources [129, 130, 148], deterministic growth of symmetric QDs is a topical area of research [100, 132, 133] but is yet to be demonstrated. As such, in-situ methods for tuning FSS are widely studied, using strain [138, 139], magnetic [140] and laser [141, 142] fields as well as both lateral [144, 145] and vertical [146, 147] DC electric fields. This presents a question - is it possible to use one of these tuning methods to attain performance comparable to QD A for a random QD with non-vanishing FSS?

In order to retain control over the qubit energy and lifetime it is desirable to tune the FSS using a field that is independent from the DC electric field. Thus, in this section a detuned CW laser is used to tune δ by the OSE [141, 142, 164] at a fixed DC electric field.

### 4.7.1 Tuning FSS by the OSE

In the scheme studied here, the OSE is induced by a linearly polarized CW laser which is positively detuned from the co-polarized X → XX (biexciton) transition by ΔCW as illustrated in Figure 4.15. The neutral exciton eigenstates (X_H/V) are linearly polarized along the in-plane crystal axes and split by hδ as discussed in subsection 2.2.4. Significantly, this allows the eigenstates to be addressed individually by selecting the laser polarization. Defining X_V as lower in energy, the influence of a positive-detuned V-polarized laser will be to reduce δ by Stark-shifting the X_V state to higher energy. By contrast, an H-polarized laser increases δ by shifting the X_H state to higher energy.

In the case of positive detuning (ΔCW > 0), the change in FSS due to the OSE (Δω) is given by a slightly modified form of Equation 2.5 [164]:

$$\Delta \omega = \frac{s}{2} \left( \Delta_{CW} - \sqrt{\Delta_{CW}^2 + |\Omega|^2} \right),$$

(4.30)

where Ω is the Rabi splitting induced by the CW laser (proportional to the square-root of laser intensity \(\sqrt{I}\)) and \(s = \pm 1\) when the CW laser is H/V polarized. Similar to previous reports [141, 254], a linear
Figure 4.15: Illustration of the OSE scheme using the QD energy levels in the linear basis. The neutral exciton eigenstates ($X_{H/V}$) are split by $\hbar \delta$. The CW laser is V-polarized and positively detuned from the $X_V \rightarrow XX$ transition by $\Delta_{CW}$. The pump pulse addresses both exciton levels owing to its circular polarization and FWHM $\gg \hbar \delta$. 
Figure 4.16: Fine structure precession of the exciton spin vs. CW laser intensity ($I$) measured by time-resolved pump-probe photocurrent on QD C. The CW laser is either (a) $V$- or (b) $H$-polarized and positively detuned from the $X \rightarrow XX$ transition (see Figure 4.15). $\hbar \Delta_{CW} = 76.6$ and $63.4 \mu$eV when the CW laser is $H/V$-polarized respectively. The CW laser intensity ranges from 0.03 to 0.44 kW cm$^{-2}$. Red lines are fits of an exponentially damped sine function which may be used to extract the value of $\delta$. Blue lines: guides for the eye indicating the change in fine-structure period.

Blue-shift of the exciton energy with $I$ that is independent of polarization is observed. This arises due to charge screening from the large number of carriers generated in the surrounding material by the CW laser and results in a linear dependence of $\Delta_{CW}$ on $I$.

In Figure 4.16 the CW laser photon energy is fixed and the FSS of QD C is measured by time-resolved pump-probe spectroscopy as a function of both laser intensity ($I$) and polarization. It can be seen by eye that for a $V$-polarized CW laser (Figure 4.16(a)) the fine structure period increases, corresponding to a reduction in FSS. For an $H$-polarized CW laser (Figure 4.16(b)) the period decreases indicating
increased FSS. This is in agreement with the qualitative prediction of Equation 4.30.

The results of plotting the values of \( \delta \) extracted from the fits in Figure 4.16 against CW laser intensity are shown in Figure 4.17. For a \( V \)-polarized CW laser (red circles), \( \delta \) reduces from its initial value of \( \hbar \delta = 13.2 \pm 0.1 \mu \text{eV} \) to a minimum of \( \hbar \delta = 2.49 \pm 1.25 \mu \text{eV} \) at \( I = 0.44 \text{ kW cm}^{-2} \). Conversely, when the laser is \( H \)-polarized (blue diamonds) \( \delta \) increases, proving that the change in FSS is induced by the OSE. The solid lines show a fit of Equation 4.30 to the data (see appendix A.1 for further details of the fitting parameters and procedure).

### 4.7.2 High Fidelity Zero-Field Initialisation for Non-Zero FSS

To demonstrate that reducing FSS leads to an increase in fidelity, hole spin fidelity was measured as a function of CW laser intensity. The laser is \( V \)-polarized and \( \hbar \Delta_{CW} = 33.4 \mu \text{eV} \). The result of this measurement is shown in Figure 4.18; for \( I = 0.25 \text{ kW cm}^{-2} \) (FSS \( \simeq 8.7 \mu \text{eV} \)) a fidelity of \( F = 0.868 \pm 0.036 \) is measured, an increase of 0.142 over
that measured with no CW laser. The red line shows a calculation using Equation 4.20 with experimentally derived parameters (see appendix A.1 for details) which again agrees closely with the data. In both experiments, the maximum $I$ is limited by photocurrent fluctuations due to laser power instability. This particularly limits the fidelity measurement as at $I > 0.25$ kW cm$^{-2}$ fluctuations exceed the small ($\sim 1$ pA) co-polarized peak amplitude, limiting the maximum $F$ that can be measured. However, the agreement with the model and the large optical Stark shift observed in Figure 4.17 indicate that fidelities as high as those measured for QD A could in principle be obtained with this method. It is also significant that the anti-crossing behavior seen with tuning methods such as strain \cite{347} does not occur for the OSE \cite{141} which should enable the FSS to be completely cancelled.

4.8 Conclusion & Outlook

The work presented in this chapter demonstrates that a QD with very small FSS ($2.01 \pm 0.20$ µeV) enables fast, on-demand initialisation of a long-lived ($2T_h > T_2^* \sim 10$ ns) hole spin qubit with fidelity $\geq 99.5\%$ at $B = 0$ T, exceeding the threshold required for a fault-tolerant QIP.
implementation [343]. Whilst the high fidelities here are measured at zero magnetic field, simulations with small $\delta$ show that $F$ will remain very high even under the presence of a modest in-plane magnetic field [335]. As a result, this initialisation scheme offers performance compatible with coherent control of hole spins [158, 179, 181, 195] where fast gate times ($\sim$20 ps [179, 181]), high gate fidelities (94.5% [181]) and long coherence lifetimes have demonstrated an attractive qubit platform.

Hole lifetimes could be further extended by modulation of the electric field to a very low value between initialisation and readout [348] or engineering the sample structure to decrease hole tunnelling whilst retaining fast electron tunnelling1. Devices constructed using a similar $n$-$i$-Schottky approach have demonstrated hole storage times of $>100$ µs [186], illustrating that holes may be stored for far longer than they remain coherent. Combining one of these approaches to extend the hole lifetime with suppression of extrinsic pure dephasing by optical spin echo [188] (or other methods - see subsection 2.4.5) could enable high fidelity initialisation with coherence times in the µs regime. This is significant as error correction codes typically require performing a minimum of $10^4$ gate operations within the qubit’s coherence lifetime [17]. If the gate time is taken to be $\sim$20 ps [179, 181] then it can be seen that this limit could be comfortably exceeded with the methods discussed. Furthermore, recent works demonstrating remote hole spin entanglement [278] and a spin-photon phase shift [312] have been limited by slow hole spin initialisation using spin pumping (see section 2.7). Owing to the high speeds and fidelities, the scheme presented here could also find application to improve the performance of these protocols.

In addition, section 4.7 demonstrates that the initialisation fidelity for arbitrary QDs with larger FSS can be increased by the OSE, providing additional motivation for FSS tuning [138–142, 144–147] studies that were typically motivated by the generation of entangled photon pairs [129, 130]. Whilst the increase measured here was only modest, this was limited solely by the measurement method rather than the tuning scheme itself. In the device studied here the DC electric field

---

1 Ref. [336] achieves a ratio of $\Gamma_e$ to $\Gamma_h$ of $10^3$, an order of magnitude greater than the device studied here. However, both tunnelling rates are rather fast with a maximum hole lifetime of 3 ns. Achieving a similar ratio with slower tunnelling rates would be very desirable.
presents an extra tunable parameter that may be used to optimize qubit lifetimes (see Figure 4.13) or to tune two QDs into resonance. This presents a potential route towards fault-tolerant QIP schemes based on multiple long-lived hole spins on a single chip.

Subsequent studies performed by another group have demonstrated tuning the FSS to around 2 μeV using the vertical electric field in a similar device [349]. This approach has the advantage of simplicity as it does not require an additional laser field. However, at the electric field that minimises FSS the hole lifetime is less than 500 ps, illustrating the disadvantage of tuning the FSS using a field that also changes the hole lifetime. A possible future strategy would be to combine electric and strain fields [139] in order to control the lifetime, emission energy and fidelity of the spin qubit without requiring an additional laser. It is important to emphasize that a practical initialisation scheme requires adequate control of all of these parameters in order to satisfy the DiVincenzo criteria (section 1.2), not just high fidelities.
5

EXCITON-PHONON DYNAMIC VIBRONIC COUPLING

5.1 INTRODUCTION

Solid state qubit implementations are by definition coupled to their host material. One such coupling is the vibronic coupling that arises from the interaction of electrons with quantised vibrations of the host lattice (phonons). In these processes a photon and phonon(s) are absorbed or emitted simultaneously when the electron transitions between two electronic states. A typical signature of these processes is the presence of broad sidebands in spectra. These sidebands have been observed in numerous solid-state materials such as Ti:S [350] and NV centres [37, 38]. Indeed, in NV centers the coupling to the vibrational modes is sufficiently strong that the majority of emission (> 90%) occurs through them [39, 351].

This is not the case in InGaAs QDs where only around 8% of emission occurs from the phonon sideband at cryogenic temperatures [210, 218]. The physical origin of this is that the electron wavefunction is localized on a much larger length scale (~ 10 nm - determined by the QD size) than in NV centres or Ti:S where the electronic and phonon modes are localized to a similar size. This weak electron-phonon coupling is advantageous for the coherence of both single photon sources [352] and single spins [184].

Despite its relatively low strength, the electron-phonon coupling is responsible for a number of interesting behaviours of InGaAs QDs. One such scenario is the case where a QD is detuned from an optical nanocavity. In this case photon emission can be observed at the cavity energy with the detuning energy accounted for by either the absorption or emission of an LA phonon [86, 208, 216–218]. Similarly, resonant emission from a bare QD may be observed when pumping the phonon sideband [211] or conversely the sideband emission may be monitored when pumping resonantly [353]. A key feature of these processes is that they enable spectral separation of the pump and
the fluorescence whilst only relating to a single exciton transition, unlike above-band excitation. As such, they have interesting applications such as single photon sources [208, 218] and for monitoring the coherent dynamics of single QDs [195, 216, 353].

In all of these experiments the optical driving is relatively weak and hence the QD-laser system is in the weak coupling regime. In this chapter pulsed excitation is used to explore the exciton-phonon coupling in the fundamentally distinct regime of strong QD-laser coupling. This coupling is only strong during the passage of the laser pulse. As the system is driven by ultrafast optical pulses, it is tuned from weak to strong vibronic coupling and back again on picosecond timescales. Thus, the process is termed Dynamic Vibronic Coupling (DVC).

A striking feature is that the mechanism is enabled by the electron-phonon coupling contrary to resonant coherent excitation [63, 64, 354, 355] or Adiabatic Raman Passage (ARP) [356, 357] where the coupling is a hindrance.

In this chapter, Dynamic Vibronic Coupling (DVC) is explored by a comprehensive series of experiments. The theoretical calculations presented were performed by A. J. Barth, M. Glässl and V. M. Axt at the Institut für Theoretische Physik III, Universität Bayreuth using a path integral approach [358] as employed in their recent theoretical studies [359]. In this chapter, parameters of the model have been carefully matched to those measured experimentally. The theoretical results are included here with permission. The results presented here have been published in various journals: section 5.3 in Physical Review Letters [215], section 5.4 as a Rapid Communication in Physical Review B [360] and section 5.5, section 5.6 and section 5.7 in an invited article in the Journal of the Optical Society of America B [361]. Some of the results in section 5.3 have previously appeared in the PhD thesis of John Quilter [346] with whom I worked alongside on these experiments.

5.2 Theory

The starting point for DVC is the coupling of excitons to the acoustic phonon bath by the deformation potential [203]. The Hamiltonian for the exciton-phonon interaction is [359]:
where $b_q^\dagger$ and $b_q$ are respectively the creation and annihilation operators for an LA phonon with wavevector $q$ and $\gamma_q$ is the coupling strength of the exciton-phonon interaction. The factors influencing the strength of this coupling are discussed in detail in subsection 5.2.3. In the absence of a laser field this coupling leads to nonexponential pure dephasing of the excitonic dipole [362]. The behaviour of the coupled system becomes more interesting when a strong laser field is applied. The laser pulse has energy $\hbar \omega_L$ (detuned from the exciton energy of $\hbar \omega_X$ by $\hbar \Delta = \hbar (\omega_X - \omega_L)$) and area $\Theta$ as defined by:

$$\Theta = \int_{-\infty}^{+\infty} \Omega_R(t) \, dt,$$

where $\Omega_R(t)$ is the time-dependent Rabi frequency determined by the optical dipole moment and the time-varying electric field amplitude of the pulse. Under these excitation conditions the total Hamiltonian of the system may be written as:

$$H = H_{\text{laser-QD}} + H_{\text{ph-QD}}$$

where the interaction of the laser and the QD is:

$$H_{\text{laser-QD}} = \hbar \omega_X \langle X | X \rangle + \left( \frac{\hbar \Omega_R(t)}{2} \right) \left( |0 \rangle \langle X | e^{i \omega_L t} + |X \rangle \langle 0 | e^{-i \omega_L t} \right),$$

and the contribution of the phonon bath is:

$$H_{\text{ph-QD}} = H_{\text{ph}} + H_{\text{X-ph}} = \hbar \omega_q b_q^\dagger b_q + \sum_q \left( \gamma_q b_q^\dagger + \gamma_q^* b_q \right) \langle X | X \rangle.$$

Using the rotating wave approximation, the laser-QD Hamiltonian in the rotating frame becomes time independent:

$$H_{\text{laser-QD}} = H_{\text{RWA}} = \frac{\hbar}{2} \begin{pmatrix} 0 & \Omega_R \\ \Omega_R & -2\Delta \end{pmatrix},$$
and one can thus define the dressed states of the laser-QD system as the corresponding eigenstates. These are given by:

$$|\alpha\rangle = \sin(\theta) |0\rangle + \cos(\theta) |X\rangle$$ \hspace{1cm} (5.7)

$$|\beta\rangle = \cos(\theta) |0\rangle - \sin(\theta) |X\rangle ,$$ \hspace{1cm} (5.8)

where $\theta$ is an admixing angle defined by:

$$\tan(2\theta) = -\frac{\Omega_{R}}{\Delta}, \hspace{0.5cm} 0 \leq 2\theta \leq \pi.$$ \hspace{1cm} (5.9)

The energies of the dressed states are given by:

$$E_{\pm} = \frac{\hbar}{2} (-\Delta \pm \Lambda(t)),$$ \hspace{1cm} (5.10)

where $\Lambda(t)$ is an effective Rabi frequency defined as:

$$\Lambda(t) = \sqrt{\Omega_{R}(t)^{2} + \Delta^{2}}.$$ \hspace{1cm} (5.11)

The significance of these dressed states is that, in the presence of a driving laser such that $\theta > 0$, both eigenstates of the system contain an excitonic component and may couple to the acoustic phonon bath via the $H_{X-ph}$ term of the Hamiltonian. This enables phonon-mediated relaxation from $|\alpha\rangle$ to $|\beta\rangle$. However, this relaxation is only possible when the states are admixed by the laser ($\theta > 0$), giving rise to the dynamic nature of the vibronic coupling.

In Figure 5.1 the dressed state energies (green lines), admixture angle $\theta$ (black line) and occupancy of $|\beta\rangle$ (blue line) are plotted against time during the passage of a $\Theta = 8.5\pi$ pulse with $\hbar\Delta = +1$ meV. The pulse has a temporal FWHM of 16.8 ps and is centred on $t = 0$. The figure illustrates that the dressed state splitting rises and falls in line with the envelope of the laser pulse [363], and that the admixing angle follows it. The transfer of population into $|\beta\rangle$ only occurs whilst the states are admixed, tuning the system from weakly to strongly vibronic and back again in approximately 20 ps.

5.2.1 Mechanism of Phonon-Assisted Excitation

The transfer between the dressed states shown in Figure 5.1 can be exploited to achieve ultrafast incoherent excitation and de-excitation
Figure 5.1: Calculation of the dynamics of the dressed states when excited with a 16.8 ps laser pulse centred at $t = 0$ with $\hbar \Delta = +1$ meV and $\Theta = 8.5 \pi$. (a) Energies ($E_\pm$) of the dressed states (green lines) $|\alpha\rangle$ and $|\beta\rangle$ plotted against time. At $t \to -\infty$, the states are split by the laser detuning $\hbar \Delta$. During the passage of the pulse the states are admixed and the splitting becomes $\hbar \Lambda$ as shown by the shift centred at $t = 0$. This enables relaxation from $|\alpha\rangle$ to $|\beta\rangle$ (blue arrows) by emission of an LA phonon with energy $\hbar \Lambda$. (b) Plot of the admixing angle $\theta$ (black line) and the population of the dressed state $|\beta\rangle$ (blue line) against time. $\theta$ also follows the envelope of the laser pulse and, as expected, relaxation into $|\beta\rangle$ occurs only when the states are admixed.
Figure 5.2: (a) Illustration of the energies of the dressed states $|\alpha\rangle$ and $|\beta\rangle$ plotted against detuning $\Delta$ at a fixed time. The bare QD states in the frame of the laser are plotted for reference as dotted black lines. At $\Delta = 0$ the states anti-cross with a splitting of $\hbar \Omega_R$. It can be seen that $|\alpha\rangle$ is dominated by the ground state at $\Delta > 0$, leading to phonon-assisted excitation of the exciton. Conversely, $|\alpha\rangle$ is primarily excitonic in character at $\Delta < 0$, and thus phonon-assisted de-excitation of the exciton occurs. The blue arrows illustrate the relaxation process corresponding to the emission of an LA phonon whilst the red arrows show the competing phonon absorption process. (b-e) Phenomenological energy level diagrams of the phonon emission and absorption processes for both positive and negative detunings. For simplicity, the phonon relaxation is incorporated as a virtual state (dotted lines).
of the exciton by detuned laser pulses. Beginning with excitation, in
the case of $\Delta > 0$ the higher energy dressed state $|\alpha\rangle$ is dominated by
the crystal ground state whilst the lower energy state $|\beta\rangle$ is primar-
ily excitonic in character, as illustrated to the right of Figure 5.2(a).
During the passage of the laser pulse, admixing of the states allows
relaxation to occur from $|\alpha\rangle$ to $|\beta\rangle$ by emission of an LA phonon ($\Gamma^+_{ph}$
- blue arrows) with energy $\hbar \Lambda$.

For a sufficiently strong pulse, most of the population relaxes into
$|\beta\rangle$ and the exciton-dominated nature of $|\beta\rangle$ means that the popula-
tion of the exciton state after the passage of the pulse is high. The
final occupancy also relates to the nature of the adiabatic “undress-
ing” of the states after the passage of the pulse [364]. In the regime
considered here, this does not significantly change the occupancy of
the states. The potential for a high exciton state population is signif-
cant as a basic principle of laser physics is that incoherent excita-
tion of a two-level system can never lead to population inversion [365].
Previous theoretical studies have however predicted that a two-level
system coupled to a boson bath could be inverted in the incoher-
ent regime [366] by the interaction between the bath and the dressed
states, exactly the scenario presented here. Theoretical calculations for
an InGaAs QD [359] indicate that the population of the exciton may
significantly exceed the “transparency point” of 0.5, a population in-
version. As such, it can be seen that the coupling to the phonon bath
causes significant deviations from the isolated atom picture.

In Figure 5.2(b) a phenomenological level diagram of the phonon-
assisted excitation process is depicted whilst Figure 5.2(c) illustrates
the competing process whereby a phonon is absorbed ($\Gamma^-_{ph}$ - red ar-
rows) and a photon emitted (purple arrow). The latter process is weak
at low temperatures ($k_B T \ll \hbar \Lambda$), allowing the formation of a sig-
nificant population inversion. Detailed experimental studies of phonon as-
sisted excitation are performed in section 5.3 whilst the consequences
of increasing the temperature are presented in section 5.5.

5.2.2 Mechanism of Phonon-Assisted De-Excitation

In the case of $\Delta < 0$ the main difference is that the characteristics
of the dressed states are now exchanged. During the passage of the
Figure 5.3: Plot of the exciton-phonon interaction strength $J(\omega)$ as determined in subsection 5.3.4. The interaction strength peaks at a cut-off of around 2 meV and rolls off rapidly beyond this.

laser pulse, relaxation by phonon emission again occurs into the $|\beta\rangle$ state. However, as this state is now dominated by the crystal ground state, the effect of the relaxation is instead to de-excite the exciton with most of the population left in the ground state after the passage of the laser pulse. Figure 5.2(d) shows an illustrative schematic of this process with the emission of a photon (purple arrow) accounting for the rest of the energy difference. This emission is stimulated by the laser and hence the process is termed Longitudinal-Acoustic Phonon Stimulated Emission (LAPSE). Figure 5.2(e) again illustrates the competing phonon absorption process. Experimental studies of the LAPSE process are presented in section 5.4.

5.2.3 Physical Factors Influencing the Efficiency of DVC

The physical factors that determine the efficiency of phonon-assisted excitation and de-excitation may be considered by analysing the parameters in Equation 5.9. The degree of admixing increases by increasing the driving strength ($\Omega_R$) or decreasing the detuning ($\Delta$) (noting that $\Delta$ should exceed the laser linewidth to exclude resonant coherent driving), leading to more efficient relaxation. However, both of
these dependencies are modified by the properties of the phonon bath which are discussed subsequently.

**Phonon Form-Factor**

The exciton-phonon interaction strength is characterised by the function $J(\omega)$ which increases with $\omega$ at first due to the rising phonon density of states, and then rolls-off rapidly beyond a cut-off frequency which is typically around 1-2 meV [64]. The physical origin of this cut-off is the point at which the phonon wavelength is comparable to the spatial FWHM of the carrier wavefunction. As a result, the cut-off frequency depends strongly on the height of the QD and phonon sideband measurements may be used to probe the confinement potential. A plot of $J(\omega)$ derived from fitting data presented in subsection 5.3.4 is shown in Figure 5.3. The form of $J(\omega)$ modifies the detuning dependence of the DVC (see studies of the spectral dependence in subsection 5.3.4 and subsection 5.4.4). It also weakens the exciton-phonon interaction for very strong driving where the effective Rabi frequency $\Lambda$ exceeds the cut-off frequency [367] (although this regime has not been reached in present experiments).

**Phonon Bath Temperature**

The processes of interest for DVC both rely on phonon emission rather than phonon absorption, and are therefore highly sensitive to temperature. Increasing the bath temperature increases the phonon occupation leading to a higher probability of phonon emission and thus faster relaxation. However, the probability of phonon absorption generally increases more than that of emission. As illustrated by the red arrows in Figure 5.2(a), phonon absorption ($\Gamma_{ph}^{-}$) causes the opposite population transfer between the dressed states to phonon emission ($\Gamma_{ph}^{+}$ - blue arrows) and results in a lower final occupation of $|\beta\rangle$. As such, DVC processes are generally optimised by low bath temperatures in order to maximise the difference between phonon emission and absorption rates. The influence of temperature on phonon-assisted excitation is studied both experimentally and theoretically in section 5.5.
The Phonon Sideband

It is only by combining all of these influences that the full spectral and power dependence of the DVC emerges. Analytical approximations do not accurately predict these dependencies; hence numerical methods such as path integral calculations [215, 359] or the master equation formalism [368] are employed. The result of such calculations is a broad (few meV) spectral sideband feature that appears at high driving strengths and persists until the Rabi splitting exceeds the cut-off energy for phonon coupling.

5.3 PHONON-ASSISTED EXCITATION

By performing experiments with a positive-detuned driving laser it is possible to investigate the phonon-assisted excitation process described in subsection 5.2.1. The results presented in this section were published in Physical Review Letters [215]

5.3.1 Experimental Method

To demonstrate phonon-assisted excitation, two-pulse pump probe experiments were performed with circularly polarized Gaussian pulses with temporal FWHM 16.8 ps. First, the $|0\rangle \rightarrow |X\rangle$ transition was identified by measuring a single pulse PC spectrum with a $\pi$-pulse (blue line in Figure 5.4). In two-pulse measurements, a pump pulse detuned by $\hbar \Delta = +0.83$ meV (close to the peak of the spectral distribution - see subsection 5.3.4) is applied and the probe energy was scanned across the $|0\rangle \rightarrow |X\rangle$ and $|X\rangle \rightarrow |2X\rangle$ transitions. The probe pulse area is $\pi$ and the pump pulse area is $8.46\pi$, the maximum available in this experimental configuration. The delay time between the pump and probe pulses ($t_{\text{delay}}$) is 10 ps. As illustrated in the energy-level diagram shown in the inset of Figure 5.4, the photon energy of the probe pulse and its polarization relative to the pump selects the transition that is probed. In this situation, the effect of a $\pi$-pulse is to exchange the populations of the two levels that are probed, allowing the population created by the pump to be extracted.

The scenario of a co-polarized probe pulse is considered first. In this case, the pump pulse (orange arrow) excites an exciton popu-
Figure 5.4: Photocurrent signal $\Delta PC$ as a function of the probe detuning. A single probe-pulse only spectrum is presented for reference (blue) alongside two pulse spectra where the probe is co-polarized (black) and cross-polarized (red) with the pump. Pump detuning $\Delta = +0.83$ meV and $\tau_{\text{delay}} = 10$ ps. The peak at a detuning of $-1.96$ meV corresponds to the $|X\rangle \rightarrow |2X\rangle$ transition. Inset: energy level diagram for the exciton-biexciton system. Arrows represent transitions induced by the $\sigma^+$ polarized pump pulse tuned to the phonon sideband (orange arrow) and the $\sigma^+$ ($\sigma^-$) polarized probe pulse tuned either to the exciton or biexciton transition (red arrows). $|X\rangle$ and $|\overline{X}\rangle$ label the orthogonally circularly polarized exciton states whilst $|2X\rangle$ denotes the biexciton state.
lation of $C_X$ (see inset to Figure 5.4). The probe exchanges the $|0\rangle$ population with the $|X\rangle$ population when it is resonant with the neutral exciton transition (black arrow in Figure 5.4 inset), resulting in a change in photocurrent proportional to the population created by the pump: $\Delta PC_{0-X} \propto C_0 - C_X$. $\Delta PC$ is the change in the PC signal at the transition energy that is induced by the probe pulse and is measured relative to the background photocurrent measured without a probe. A key signature of population inversion is that $\Delta PC_{0-X}$ should be negative. Figure 5.4 shows the result of this measurement (black). The dip at zero detuning clearly demonstrates that a population inversion has been achieved between the $|0\rangle$ and $|X\rangle$ states, in accordance with theoretical predictions.

The red line in Figure 5.4 shows the results obtained for cross-polarized excitation ($\sigma^+$ pump, $\sigma^-$ probe). At $\Delta = 0$, the probe addresses the orthogonally polarized exciton transition $|0\rangle \rightarrow |\overline{X}\rangle$ as shown by the lower red arrow in the inset to Figure 5.4. Thus, in this case $\Delta PC_{0-\overline{X}} \propto C_0 - C_{\overline{X}}$, providing a measure of the occupation of the crystal ground state $C_0$. The amplitude of the peak at zero detuning falls to less than half the amplitude measured by the single pulse, implying $C_0 < 0.5$ and again confirming a population inversion between $|0\rangle$ and $|X\rangle$. The second peak at a detuning of $-1.96$ meV corresponds to the $|X\rangle \rightarrow |2X\rangle$ transition and provides a third measure of $C_X$ following a similar argument. The absence of a biexciton peak in the co-polarized spectra (black) indicates that population transfer via the phonon-assisted channel is spin preserving. This is expected as the timescale of phonon-assisted relaxation (few picoseconds) [369] is much shorter than exciton spin relaxation (few nanoseconds) [370].

5.3.2 Extracting the Exciton Population

Whilst the measurement in Figure 5.4 is sufficient to infer that population inversion has been attained, it is necessary to convert the measured PC into a population of the $|X\rangle$ state in order to make quantitative comparisons with theory. The exciton population created by a pump pulse can be extracted from two-pulse spectra such as Figure 5.4 by analyzing the peak heights of the three transitions: $|0\rangle \rightarrow |X\rangle$, $|0\rangle \rightarrow |\overline{X}\rangle$ and $|X\rangle \rightarrow |2X\rangle$. The PC measured in such an
experiment is determined by the number of electron-hole pairs created by the laser pulses. For the pump-probe measurement, $PC$ can be subdivided into three parts:

$$PC = PC_R + PC_{bg} + \Delta PC.$$  \hspace{1cm} (5.12)

$PC_R$ is a reference level induced by the pump pulse, $PC_{bg}$ is a background originating from the diode leakage current and $\Delta PC$ is the change in photocurrent induced by the probe pulse. $PC_R + PC_{bg}$ can be evaluated by measuring the photocurrent signal under identical conditions to the pump-probe measurement except for setting the probe frequency far from any of the resonances of the dot or the surrounding material such that $\Delta PC = 0$.

As discussed in subsection 5.3.1, the exciton population created by the pump pulse is proportional to $\Delta PC$. At $t = 0$, the $\sigma^+$ polarized pump pulse creates an exciton population $C_X$ (see the orange arrow in Figure 5.4) and thus the occupations of the $(0,X,\bar{X},2X)$ states following the pump pulse are

$$C(0) = (C_0(0), C_X(0), C_{\bar{X}}(0), C_{2X}(0)) = (1 - C_X, C_X, 0, 0).$$  \hspace{1cm} (5.13)

At a time $t < \tau_{delay}$, before the arrival of the probe pulse, the exciton population decays exponentially due to electron tunnelling and is shelved in the single hole state (see subsection 4.3.2). The radiative decay of the exciton is neglected as the radiative decay time ($\sim 400$ to $800$ ps [122, 178]) is much longer than $\tau_{delay}$. The delay time is chosen to maximize the pump-probe signal whilst allowing for complete relaxation between the dressed states. Typically this occurs between 10 and 15 ps, depending on the pulse width and the electron tunnelling time.

To exclude the possibility that a small temporal overlap between the pump and probe may influence the measured exciton population, measurements were performed with a longer delay time (33.6 ps) where the pump and probe are completely separated (for example, Figure 5.7). The result of these measurements agree well with those measured with shorter delay time after correction for the population loss due to electron tunnelling.
The ground-state occupancy is not changed by tunnelling due to the long hole lifetimes of this sample (few ns - see Figure 4.13). The electron tunnelling time at this electric field ($T_1 = 50$ ps) was measured by time-resolved pump-probe as described in subsection 4.4.1. This leads to time-dependent occupations of:

$$C(t) = (1 - C_X, C_X e^{-t/T_1}, 0, 0).$$ (5.14)

At time $t = \tau_{\text{delay}}$, the probe pulse of pulse-area $\pi$ resonantly excites an optical transition $\alpha \rightarrow \beta$ and swaps the populations of the states $\alpha$ and $\beta$ as discussed in subsection 5.3.1. Here $\alpha$, $\beta$ represent 0, $X$, $\bar{X}$ or $2X$ states depending upon the transition addressed. This results in a change in photocurrent due to the probe of:

$$\Delta PC_{0-X} = a(C_0(\tau_{\text{delay}}) - C_X(\tau_{\text{delay}}))$$
$$= a(1 - C_X - C_X e^{-\tau_{\text{delay}}/T_1}),$$ (5.15)

$$\Delta PC_{0-\bar{X}} = a(C_0(\tau_{\text{delay}}) - \bar{C}_X(\tau_{\text{delay}}))$$
$$= a(1 - C_X),$$ (5.16)

$$\Delta PC_{X-2X} = (b - a)(C_X(\tau_{\text{delay}}) - C_{2X}(\tau_{\text{delay}}))$$
$$= (b - a)C_X e^{-\tau_{\text{delay}}/T_1},$$ (5.17)

where $a$ is the photocurrent amplitude corresponding to one exciton, and $b$ is the photocurrent due to one biexciton. $a = \Delta PC(\pi)$ is the amplitude of the photocurrent peak at zero detuning measured with a single $\pi$ pulse (see blue line in Figure 5.4). $b - a = \Delta PC_{X-2X}(\pi)e^{\tau_{\text{delay}}/T_1}$ is deduced from a separate pump-probe experiment; an exciton is prepared with a pump pulse of pulse-area $\pi$ resonant with the $0 - X$ transition and the biexciton is subsequently created by a $\pi$ probe resonant with the $X - 2X$ transition [371].

The exciton population $C_X$ generated by the pump pulse is then calculated from two-pulse spectra such as Figure 5.4 using equations 5.15 to 5.17, and the experimentally determined parameters $a, b, T_1$. An interesting consideration is that owing to slow hole tunnelling, $\Delta PC$ is unaffected by tunnelling in the cross-polarized probe case (Equation 5.16), simplifying the analysis compared to the other means of extracting the population.
5.3 Phonon-Assisted Excitation

Figure 5.5: The exciton population ($C_X$) generated by a variable pulse-area ($\Theta$) pump pulse with $\hbar\Delta = +0.83$ meV. $C_X$ is extracted from the exciton and biexciton peaks in two-pulse spectra like Figure 5.4 by using the methods described in subsection 5.3.2. The blue line shows the calculated theoretical $C_X$ from path-integral calculations.

5.3.3 Pulse Area Dependence: Inversion Threshold

Using the methods of subsection 5.3.2, Figure 5.5 plots the population of the neutral exciton versus the pulse-area of a $+0.83$ meV detuned pump pulse. The green triangles (red squares) are obtained from an analysis of the co- (cross-) polarized signals at zero detuning, whilst the black circles derive from the biexciton peak. The three measurements of the exciton population are in close agreement, and pass the transparency point, $C_X = 0.5$, at a pulse-area of $6.5 - 7\pi$. The largest exciton population observed is $C_X = 0.67 \pm 0.06$ for a pump pulse detuned by $+0.83$ meV, limited by the laser power available in the setup. The blue line in Figure 5.5 shows the results of path-integral simulations which quantitatively reproduce the experiments. As such, these measurements present strong evidence for the validity of the theoretical model and also the presence of a population inversion for sufficiently strong driving.
Figure 5.6: Exciton population created by a 7.24π pump as a function of the pump detuning, $\tau_{\text{delay}} = 15$ ps. Red: Calculated $C_X$. The spectral density of the exciton-phonon interaction $J(\omega)$ shown in Figure 5.3 is calculated by fitting the model incorporating Equation 5.18 to the measured data using the electron and hole confinement lengths $a_{e/h}$ as fitting parameters (red line). This fit gives $a_e = 4.5$ nm and $a_h = 1.8$ nm. The exciton population was extracted from cross-polarized pump-probe measurements using Equation 5.16.
5.3.4 Spectral Dependence

To investigate the dependence of the phonon-assisted population inversion on the pump frequency, a series of two-colour photocurrent spectra were measured for a 7.24π pump pulse as a function of pump detuning with a cross-polarized π-pulse probe. In Figure 5.6 the pump-induced exciton population extracted from these measurements is plotted.

The spectrum has three key features. At ∆ = 0 there is a peak corresponding to the zero-phonon |0⟩ → |X⟩ transition, the linewidth is that of the excitation pulse. A broad (few meV) sideband feature is observed at positive detuning corresponding to phonon-assisted excitation. The continuous nature of the phonon sideband indicates that any phonon confinement effects are weak. This is expected given the similar lattice properties of the QD and the other sample layers and justifies the assumption of bulk phonon dynamics.

In principle, there can also be a phonon feature at negative detuning due to phonon absorption (see Figure 5.2(e) and discussion in section 5.5). However, this is suppressed by the low phonon occupancy at 4.2 K. The third feature is a narrow peak at a pump detuning of −1 meV, corresponding to the two-photon |0⟩ → |2X⟩ biexciton transition [288], indicating that the pump pulse is slightly elliptically polarized.

The spectral dependence of the DVC is determined mainly by the phonon spectral density (see subsection 5.2.3): $J(\omega) = \sum_q |\gamma_q|^2 \delta(\omega - \omega_q)$, where $\gamma_q$ is the exciton-phonon coupling. As detailed information on the shape of the QD under study is not known, the simple case of spherically symmetric, parabolic potentials is taken. For bulk LA phonons coupled via the deformation potential $J(\omega)$ then takes the form [358]:

$$J(\omega) = \frac{\omega^3}{4\pi^2 \rho \hbar v_c^5} \left[ D_e e^{-\omega^2 a_e^2/4v_c^2} - D_h e^{-\omega^2 a_h^2/4v_c^2} \right]^2,$$

where $\rho$ is the mass density, $v_c$ the sound velocity and $D_{e/h}$ denote the deformation potential constants for electrons and holes. These mater-

---

1 By measuring the transition dipole moment the degree of ellipticity can be estimated as around 2%. 

---
ial parameters are taken from the values used for GaAs in Ref. [204], while the electron and hole confinement lengths $a_e/h$ are used as fitting parameters. The low frequency asymptote in Equation 5.18 $\sim \omega^3$ is characteristic for bulk acoustic phonons and occurs independent of the material or the dot shape. The second factor contains Gaussian terms originating from the Fourier transforms of the electron and hole probability densities and thus is the influence of the assumption of parabolic confinement potentials. The best fit to experimental data is obtained with $a_e = 4.5$ nm and $a_h = 1.8$ nm, the corresponding spectral density is shown in Figure 5.3.

The red line in Figure 5.6 shows a path-integral calculation (using the spectral density from Figure 5.3) of the exciton population created by the pump pulse. The theoretical calculation shows excellent quantitative agreement with the broadband feature observed at positive detuning. The lineshape of this feature is determined by $J(\omega)$ as previously discussed. Further study may provide a means to extract more information about the deformation potential coupling and electron/hole confinement than previous studies of intensity damping of Rabi rotations [63, 64].

The asymmetry of the spectrum with respect to the sign of $\hbar \Delta$ unambiguously proves that the population created by the off-resonant pump pulse is the result of phonon-assisted relaxation into the lower energy dressed state. Furthermore, this asymmetry emphasizes the importance of a low probability of phonon absorption relative to emission for efficient population transfer by DVC processes (see subsection 5.2.3 and section 5.5 for further discussion).

5.3.5 Phonon Sideband

By studying the exciton population created by a strong pump as a function of both detuning ($\hbar \Delta$) and pulse area ($\Theta$) the full dependence of the DVC mechanism is revealed. An experimental measurement using the same method as subsection 5.3.4 is presented in Figure 5.7(a) whilst Figure 5.7(b) presents a theoretical calculation using experimental parameters. On-resonance, the zero-phonon line exhibits intensity-damped Rabi rotations. At positive detuning, there is the phonon-emission sideband that broadens and intensifies for higher
In this section the strong driving laser is instead tuned to negative detuning, creating the conditions to observe Longitudinal-Acoustic Phonon Stimulated Emission (LAPSE) as discussed in subsection 5.2.2. These results were published in Physical Review B [360]. LAPSE differs from conventional stimulated emission as at the low temper-
atases considered here, creation of exciton population by the red-detuned pulse is very weak (see discussion in subsection 5.2.2 and Figure 5.6), effectively decoupling emission and absorption. Additionally, as LAPSE can be stimulated by a range of red detunings governed by $J(\omega)$, the energy of the emitted photon can be tuned by the stimulating pulse. As a result, LAPSE could form the basis of tunable single QD lasers and also has potential applications in ultrafast optical switching (see section 5.7) [227–229, 372, 373], semiconductor optical amplifiers [374] and controlling the emission timing of single photon sources [218, 287, 292].

5.4.1 Experimental Method

To investigate LAPSE, a two-colour pump-probe method is again used. However, as LAPSE relates to the depopulation of the exciton state, it is necessary to first populate the exciton. To achieve this, an initial $\pi$-pulse resonant with the $|0\rangle \rightarrow |X\rangle$ transition is applied, followed by a strong red-detuned “LAPSE pulse” after a short delay ($\tau_{\text{delay}}$).
This is illustrated in Figure 5.8(a). To maximize the efficiency of the de-excitation, the LAPSE pulse should be spectrally broad to cover as many phonon modes as possible. However, the pulse duration $\tau_L$ needs to be long enough for complete phonon-assisted relaxation between the dressed states. Guided by theoretical predictions, the spectral FWHM and $\tau_L$ of the LAPSE pulse are chosen as 0.42 meV and 8 ps respectively.

The black line in Figure 5.8(b) shows a single pulse PC spectrum measured as a function of the detuning of the $\pi$ pulse. The peak at zero detuning corresponds to the $|0\rangle \rightarrow |X\rangle$ transition and has amplitude $PC^X_\pi$, corresponding to an exciton population of 1. The red line in Figure 5.8(b) shows the PC spectrum measured in the presence of the LAPSE pulse ($\hbar \Delta = -0.7$ meV, $\Theta = 5.25\pi$, $\tau_{\text{delay}} = 7$ ps). The exciton peak is slightly blue-shifted due to the OSE (see Figure 2.10) whilst the peak at $\hbar \Delta = -0.7$ meV is due to the interference between the $\pi$ pulse and the LAPSE pulse.

The reduction of the amplitude of the exciton peak $PC^X_2\text{pulse}$ relative to $PC^X_\pi$ directly demonstrates the depopulation of the exciton state by the strong red-detuned pulse. Owing to the relatively fast electron tunnelling of the sample (see initialization times in Figure 4.13), the total population of the ground state and exciton state $C_{\text{Total}}$ drops to 0.88 at the arrival of the LAPSE pulse. As a result, the transparency point defined as $C_{\text{Total}}/2$ is shifted to 0.44. In Figure 5.8(b) it can be observed that $PC^X_2\text{pulse} < 0.44PC^X_\pi$, proving that the initially inverted QD is depopulated below the transparency point. This is analogous to the demonstration of population inversion in subsection 5.3.3, further demonstrating that the coupling to the phonon bath enables fundamentally distinct behaviour to conventional incoherent driving.

5.4.2 Pulse Area Dependence

In Figure 5.9 the pulse-area dependence of the LAPSE de-excitation process is measured experimentally. The remaining exciton population after the LAPSE pulse is plotted against the pulse area $\Theta$. In

\textsuperscript{2} As there is a temporal overlap between the pulses, they may interfere either constructively or destructively when tuned to the same energy. This modulates the number of background carriers produced by the LAPSE pulse and leads to a peak/dip at the pulse energy.
Figure 5.9: Remaining exciton population \( C_X \) after the LAPSE pulse versus the pulse area \( \Theta \). LAPSE pulse: \( \hbar \Delta = -0.7 \) meV, FWHM = 0.2 meV, \( \tau_L = 16.8 \) ps, \( \tau_{\text{delay}} = 8 \) ps. Following similar reasoning to subsection 5.3.2, \( C_X \) is calculated using the formula \( C_X = e^{-\tau_{\text{delay}}/\tau_e} - \left(1 - PC_{X\text{pulse}}^{X}/PC_X^{X\pi}\right) \), where \( \tau_e \) is the electron tunnelling time. Inset: Exciton-phonon coupling spectral density \( J(\omega) \) (see subsection 5.3.4).

To improve the signal to noise ratio, the FWHM of the LAPSE pulse is reduced to 0.2 meV. It can be seen that \( C_X \) decreases with the increase of \( \Theta \) and crosses the transparency point at \( \Theta > 6.25\pi \), an equivalent result to the population inversion obtained for excitation in subsection 5.3.3. The minimum \( C_X \) measured here is also limited by the total laser power available in this experimental configuration. The efficiency of the LAPSE process strongly depends on the pulse area as the laser detuning and power determine the effective Rabi splitting (\( \hbar \Delta \) - see Equation 5.11) required to be in resonance with the phonon spectral density \( J(\omega) \) [375]. The inset to Figure 5.9 shows the calculated exciton-phonon coupling spectral density \( J(\omega) \) derived from the measurements of subsection 5.3.4. By inspection of \( J(\omega) \) it can be seen that the QD is transformed from a weakly vibronic system into a strongly vibronic one by laser driving when \( \hbar \Delta \) is on the order of a few meV.

5.4.3 Time Dynamics

To investigate the time dynamics of LAPSE, a time-resolved two-colour pump-probe measurement is performed. \( PC_{X\text{pulse}}^{X}/PC_X^{\pi} \) is measured...
5.4 De-excitation by La-phonon assisted stimulated emission

![Figure 5.10: Time dynamics of the LAPSE process. Red circles: $PC_{\text{X}}^{\text{X}}/PC_{\pi}^{\text{X}}$ measured as a function of $\tau_{\text{delay}}$ using the same pulse configuration as Figure 5.9. $\tau_{\text{delay}} = t_{\text{LAPSE}} - t_{\pi}$, where $t_{\text{LAPSE}}$ and $t_{\pi}$ are the arrival times of the LAPSE pulse and the $\pi$ pulse. The pulse area of the LAPSE pulse is $5.25\pi$. Black line: Numerical simulation. Inset: Excitation scheme.](image)

as a function of the delay ($\tau_{\text{delay}}$) between the resonant $\pi$-pulse and the LAPSE pulse; this is shown by the red circles in Figure 5.10. At negative delay time, the LAPSE pulse arrives before the $\pi$-pulse and therefore there is no exciton population to de-excite. The signal ($\sim 0.9$) is not exactly 1 as the red-shifted LAPSE pulse can also create excitons with very small probability by absorbing phonons as $T > 0$ (see Figure 5.2(e)). When the $\pi$-pulse temporally overlaps the LAPSE pulse, $PC_{\text{2pulse}}^{\text{X}}$ decreases to a minimum between $\tau_{\text{delay}} = -10$ and $+10$ ps, indicating that the LAPSE process can be as fast as $20$ ps. This is closely linked to the laser pulse duration; in this experiment the temporal FWHM is $16.8$ ps. The signal then slowly recovers due to the electron tunnelling before the arrival of the LAPSE pulse, reducing the population that can be de-excited. The electron tunnelling time ($55$ ps) is again measured using time-resolved pump-probe (see subsection 4.4.1).

As discussed, the depopulation time is determined by the temporal width of the LAPSE pulse and in principle can be further reduced by using shorter laser pulses. However, reducing the pulse duration
too far can reduce the efficiency of the LAPSE process by not allowing enough time for complete phonon-assisted relaxation between the dressed states [359, 376]. Theoretical studies have found that a pulse duration of around 10 ps is sufficient for the QD to reach thermal equilibrium between the two dressed states, opening the possibility of further reducing the de-excitation time with shorter pulses.

To confirm the LA phonon-assisted relaxation interpretation of these results, path-integral calculations were performed with electron tunnelling incorporated as a Lindblad-type relaxation term. The results of this calculation (black line in Figure 5.10) show good quantitative agreement and reproduce all the features observed in the experimental measurement. This further supports the assertion that the behaviour observed originates from LAPSE relaxation between the dressed states.

5.4.4 Spectral Dependence

A significant difference between the DVC processes studied in this chapter and resonant coherent excitation is that the phonon bath provides a broad, continuous resonance as opposed to a single narrow line. In the case of LAPSE; this is interesting as it corresponds to a broad tuning of the stimulated photon. To demonstrate this tunability, the decrease of exciton population (measured as a change in photocurrent, ΔPC) caused by a strong pulse is measured as a function of the laser detuning (ℏ∆). The measurement is performed using a differential technique, illustrated in Figure 5.11(a),(b) & (c). First a PC spectrum is taken by scanning the detuning (ℏ∆) of a strong pulse (3.15π ≤ Θ ≤ 7.35π) with a π-pulse resonant with the exciton. This produces a spectrum with a sideband at negative detuning which corresponds to LAPSE, as illustrated in Figure 5.11(a). Next, a second spectrum is taken without the resonant π-pulse. This results in a spectrum similar to Figure 5.6 with a positive-detuning sideband corresponding to phonon-assisted excitation as shown in Figure 5.11(b). Subtracting (b) from (a) results in the differential spectrum illustrated in Figure 5.11(c).

Experimental differential photocurrent spectra measured using this method are illustrated for co-polarized pulses in Figure 5.11(d) and
Figure 5.11: (a) - (c): Simulated single-QD spectra illustrating the steps of the differential photocurrent measurement. (a) Exciton occupation as a function of the detuning of the strong pulse which is applied $\tau_{\text{delay}}$ after a resonant $\pi$-pulse, LAPSE occurs at negative detunings (red line); (b) exciton occupation obtained by a single strong pulse, phonon-assisted excitation occurs at positive detunings (blue line); (c) differential spectrum obtained by subtracting the spectrum in (b) from the one in (a). (d), (e): Measured differential PC spectra obtained with strong pulse co/cross-polarized relative to the resonant pulse for different pulse areas. $XX$: biexciton. $X^+$: positive trion. $\tau_{\text{delay}} = 24$ ps. Blue dashed line: simulated differential measurement for pulse area = 7.35$\pi$. 

Theory
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- $\pi$
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for cross-polarized pulses in Figure 5.11(e). The sideband at negative detuning in Figure 5.11(d) demonstrates that LAPSE is effective across a broad tuning range of around 4 meV. Meanwhile, the absence of any sideband to negative detuning in Figure 5.11(e) shows that the strong pulse is unable to depopulate the orthogonal exciton state, illustrating that the DVC mechanism conserves spin. The $|X\rangle \rightarrow |XX\rangle$ transition is also visible with a small phonon sideband in Figure 5.11(e) owing to its cross-polarization with respect to the $|0\rangle \rightarrow |X\rangle$ transition.

The shape of the sidebands observed is primarily determined by $J(\omega)$ as in Figure 5.6. In addition, electron tunnelling between the two pulses also makes a contribution. Evidence of this tunnelling is provided by the $|h^+\rangle \rightarrow |X^+\rangle$ transitions (see subsection 4.3.1) observed at positive detuning in Figure 5.11(d) and (e). The blue dashed line in both figures is the result of a path-integral calculation of the differential spectrum incorporating electron tunnelling for $\Theta = 7.35\pi$. The excellent agreement between theory and experiment confirms the interpretation of the origin of the sidebands. It should be noted that the theoretical calculation only considers the $|0\rangle$ and $|X\rangle$ levels and hence does not reproduce the trion and biexciton features. Repeating the calculations without electron tunnelling or the differential method allows the theoretical change in exciton population to be obtained. The results of these calculations are shown in Figure 5.12 where the
spectral dependence of the de-excited exciton population is clearly visible. A minimum population of $C_X = 0.38$ is observed at around $\hbar\Delta = 0.6$ meV with depopulation to below the transparency point occurring across a broad detuning range of around 1.5 meV. Similarly to Figure 5.5, the maximum population transfer is limited by the strength of the laser driving and would continue to increase for stronger driving.

### 5.5 Temperature Dependence of Dynamic Vibronic Coupling

![Figure 5.13](image)

Figure 5.13: (a) Exciton population vs. laser detuning ($\Delta$) at 15 K (red triangles) compared to 4.2 K (black circles) for excitation with pulse area $\Theta = 4.4\pi$. The dashed line indicates a detuning of $\hbar\Delta = +0.83$ meV. (b) Calculated variation of the exciton population versus pulse area ($\Theta$) for $T = 4.2$ K (black), $T = 15$ K (red) and $T = 25$ K (blue) for positive detuning of $\hbar\Delta = +0.83$ meV. The dashed line shows $\Theta = 4.4\pi$.

In previous studies DVC processes have mainly been studied at $T = 4.2$ K [215, 368, 376], the temperature of liquid-He. It is interesting to consider the influence of increasing the temperature on the mechanism. Figure 5.13(a) presents phonon sideband measurements similar to Figure 5.6 at $T = 4.2$ K (black circles) and $T = 15$ K (red triangles) whilst Figure 5.13(b) shows calculations of the exciton population as a function of pulse area for different bath temperatures. Increasing the temperature increases the strength of the exciton-phonon interaction, observed for instance by stronger damping and frequency renormalization of excitonic Rabi rotations [64]. As discussed in subsection 5.2.1, this increases the rate of phonon relaxation between the dressed states, and, for relatively weak excitation, increases the result-
ing exciton population as more population relaxes during the pump pulse. This is shown by the higher population observed at positive detuning for \( T = 15 \text{ K} \) (red triangles) compared to \( T = 4.2 \text{ K} \) (black circles) in Figure 5.13(a) and also by the steeper initial gradient for higher temperatures observed in the calculations of Figure 5.13(b).

However, this does not illustrate the complete picture. At higher bath temperatures the increased number of phonons increases the probability of the competing process at positive detuning, namely the annihilation of an exciton by absorption of a phonon (see Figure 5.2(c)). This is shown in measurements by the reduced detuning asymmetry of the phonon sidebands at \( T = 15 \text{ K} \) in Figure 5.13(a). The origin of the negative detuning signal is the creation of exciton population by phonon absorption (see Figure 5.2(e)). As such, the reduced asymmetry in the phonon sidebands can be considered equivalent to the reduced difference between the probability of phonon emission and absorption.

The consequence of this competition is that for driving that is sufficiently strong to allow complete relaxation (i.e. in the plateau region of Figure 5.13(b)), the final occupancy of the exciton state is in fact lower at higher temperatures owing to the thermalisation of the dressed states. This is illustrated by the reduced maximum exciton population attained at higher bath temperatures in Figure 5.13(b). A higher bath temperature will thus lead to a faster rise with pulse area, but a lower maximum population transfer by DVC. As such, increasing the bath temperature may provide a means to enhance DVC processes when the driving is relatively weak, as in Figure 5.13(a).

5.6 COHERENCE OF DYNAMIC VIBRONIC COUPLING

In section 5.3 the DVC creation of a QD exciton by a slightly blue-shifted laser pulse was demonstrated. Since this process involves emission of an LA phonon, in theory it should be incoherent, namely the phase of the exciton is random relative to that of the blue-shifted laser pulse. The exciton coherence time in this case is limited by the phonon relaxation time (few ps \([369]\)). To demonstrate the incoherent nature of the DVC, Ramsey-like interference measurements \([340, \ldots] \).
were performed using an unstabilised interferometer.

The QD is pumped with a blue-detuned pulse with $\hbar \Delta = 1$ meV at $t = 0$. The pulse area ($8.4\pi$) is chosen to give an exciton population of $C_X = 0.5$ (note that this is slightly higher than the inversion threshold in section 5.3 due to different laser detunings.) Once the QD has been excited, the state is then probed by a $\pi/2$ pulse resonant with the exciton at $t = \tau_{\text{delay}}$. The relative phase between the pump and probe is proportional to $\tau_{\text{delay}}$. If the system is coherent, the probe pulse drives the QD to either $C_X = 0$ or 1 depending on the phase of the exciton with respect to the probe. The degree of coherence can then be determined by measuring the visibility of the Ramsey fringes as a function of $\tau_{\text{delay}}$. In the experiment presented here, the relative phase between the pump and probe is unstabilized which may reduce the contrast of the fringes. In addition, the fringe period for $|0\rangle \rightarrow |X\rangle$ Ramsey fringe measurements is determined by the laser frequency, resulting in a fringe spacing of approximately 3 fs for this experiment (see Ref. [340] for experimental measurement). As the delay stage used here has a time resolution of only $\sim 1$ ps, the fringes are not clearly resolved. However, strong deviations from a flat signal (the incoherent case) are still observed in the case where coherence is present as the under-sampled fringes will still include some points close to the maxima and minima.

Figure 5.14 shows the time-integrated PC signal versus $\tau_{\text{delay}}$. The red squares show the results for phonon-sideband pumping with $\hbar \Delta = 1$ meV. A flat line is observed, with no Ramsey-like fringes, indicating that the phase of the exciton is random relative to the probe pulse. By contrast, the black dots show the results measured when the pump pulse is tuned to resonance ($\Delta = 0$) and the pulse area is set to $\pi/2$. In this fully resonant situation, Ramsey-like fringes are observed provided $\tau_{\text{delay}}$ is shorter than or comparable to the exciton coherence time. The exciton coherence time of $\sim 40$ ps can be estimated from the dashed line envelope and is limited by the electron tunnelling rate [340]. The slow increase of the average PC signal originates from electron tunnelling between the arrival times of the pump and the probe.
Figure 5.14: Comparison of Ramsey-like fringe data for the exciton when pumping in the phonon sideband (red) and resonant with the exciton (black) at $T = 4.2$ K. In both cases the second $\pi/2$-pulse is resonant with the exciton. The pulse area ($\Theta$) of the $+1$ meV detuned pump pulse is set to be $8.4\pi$ to generate $C_X = 0.5$. The dashed lines are a guide to the eye.

5.6.1 Discussion

The incoherent nature of the DVC is clearly demonstrated by the absence of the fluctuations in the PC signal in the red data compared with that in the black data. This result is consistent with that reported by Weiler et al. [211] showing that the coherence properties of an emitted photon created via continuous pumping of the phonon sideband is much worse than resonant CW excitation. However, Bououar et al. [376] demonstrate that the photons generated by quasi-resonantly pumping the biexciton state using pulsed excitation show similar coherence properties to those measured in the resonant two-photon scheme.

A possible interpretation of the seeming discrepancy between these results can be obtained by considering these experiments on the Bloch sphere as shown in Figure 5.15. As these experiments can involve either the $|0\rangle \rightarrow |X\rangle$ or $|0\rangle \rightarrow |2X\rangle$ transitions a general notation of $|g\rangle$ for the ground state and $|e\rangle$ for the excited state is used with $C_e$ being the population of the excited state after the passage of the laser pulse. In the case where $C_e = 0.5$ (Figure 5.15(a)) a resonant $\frac{\pi}{2}$-pulse
coherently rotates the Bloch vector along the surface of the sphere to the equatorial plane (red arrow).

By contrast, an incoherent process produces a mixed state and can be visualised as the vector moving only along the $z$-axis, in this case to the origin of the sphere (blue point). Hence at $C_e = 0.5$ (the configuration in Figure 5.14) the difference between the Bloch vectors of the incoherent and coherent processes is maximised. This interpretation also illustrates why no fringes are observed for incoherent excitation in Figure 5.14; the Bloch vector has a length of zero hence the second $\pi/2$-pulse does not change the state.

In the photon coherence measurement of Bounouar et al. [376], the system is pumped to a biexciton population of $C_e = 0.95 \pm 0.02$, close to the thermalisation limit. Comparing this to a resonant $\pi$-pulse in Figure 5.15(b), it can be seen that the final Bloch vectors are now very close as an ideal $\pi$-pulse should also only have a $z$ component. These results illustrate the incoherent nature of the DVC whilst illustrating that this need not be a significant problem for systems where a large excited population is desired.

It should be noticed that the fact that the DVC process is incoherent does not imply that the exciton spin is random. The results shown
in Figure 5.11 clearly indicate that the spin of the exciton is strongly correlated with the polarization of the excitation laser. It can thus be concluded that DVC is incoherent, but spin-preserving.

5.7 ULTRAFAST NON-RESONANT OPTICAL SWITCHING

A combination of the LA-phonon-assisted excitation and de-excitation processes allows the creation and destruction of an exciton within picosecond time scales, enabling ultrafast incoherent optical switching with a single QD that is much faster than the exciton radiative lifetime (\(\sim\) ns) [122, 215]. To demonstrate this, a two-colour pump-probe experiment is performed with a blue-shifted (excitation) and red-shifted (de-excitation) pulse with the same pulse area. The pulses are equally detuned \((\hbar \Delta = \pm 0.7 \text{ meV})\) from the exciton. At negative delay times, the excitation pulse creates some exciton population; this corresponds to the background PC level. At \(\tau_{\text{delay}} < 0\), the de-excitation pulse arrives before the excitation pulse; thus the dot is empty and the pulse has no effect. When the two pulses overlap, the PC signal decreases to a minimum within 20 ps, as shown in Figure 5.16. This occurs due to erasure of the exciton created by the excitation pulse by the de-excitation pulse. The PC signal then slowly recovers due to the electron tunnelling out from the QD before the de-excitation pulse arrives in a manner similar to Figure 5.10.

In Figure 5.16(b) the calculated exciton population is shown for similar parameters to Figure 5.16(a). The calculation again incorporates the electron tunnelling in the PC experiment by incorporating it as an Lindblad-type relaxation term. The phase between the two pulses is assumed to be random and the result presented is the average of multiple repetitions of the simulation. This model well reproduces the de-excitation of the exciton and the subsequent recovery of the signal. The increase in PC signal at approximately \(t = -10\) ps can be attributed to weak phonon-assisted excitation of the biexciton arising from the imperfect circular polarisation of the pulses. The oscillation of the exciton population at \(\sim 5\) ps is not clearly visible in the measured data in Figure 5.16(a) due to the limited time resolution of the experiment.
Figure 5.16: (a) PC signal measured with positively and negatively detuned control pulses as a function of the delay time $\tau_{\text{delay}} = t_{\text{OFF}} - t_{\text{ON}}$, where $t_{\text{OFF}}$ and $t_{\text{ON}}$ are the arrival time of the deexcitation and excitation pulses, respectively. $\hbar \Delta = \pm 0.7$ meV. $\Theta = 5.25 \pi$. FWHM = 0.42 meV. Pulse duration = 8 ps. Inset: Pulse sequence. (b) Exciton population detected in the two-colour pump-probe measurement calculated using similar parameters to Figure 5.16(a): $\hbar \Delta = \pm 0.7$ meV, $\Theta = 5.25 \pi$, Pulse duration = 10 ps. The phase between the two pulses is assumed to be random.
The ∼ 20 ps excitation/de-excitation time observed in Figure 5.16(a) is determined by the laser pulse duration. The ultimate limit is set by the phonon thermalisation time (∼ few ps [369]). In contrast to optical switching schemes employing resonant coherent excitation [372], the DVC-based scheme is robust against the fluctuation of laser power and detuning [359]. Furthermore, the incoherent nature of the phonon-assisted relaxation process determines that no phase locking is needed, in contrast to fully coherent excitation schemes. It is worth noting that the experimentally available laser power again limits the strength of the effect and that higher (lower) “on” (“off”) populations would be observed for stronger driving.

5.8 Conclusion & Outlook

The results presented in this chapter have demonstrated that the mechanism of DVC allows ultrafast (∼ 20 ps) population and depopulation of a single QD exciton. The DVC process has been experimentally found to be incoherent but spin-preserving. The results presented here demonstrate that the DVC enables a QD exciton to be excited or de-excited across the transparency point, a fundamentally different behaviour to the case of an isolated two-level system. The spectral dependence of the DVC was shown to originate primarily in the phonon spectral density \( J(\omega) \) with DVC processes effective over several meV of detuning up to the cut-off energy governed by the QD size. In addition, it was shown that the DVC mechanism is highly sensitive to temperature with increased temperatures resulting in higher efficiencies for weak driving but a lower population transfer in the limit of strong driving. Finally, picosecond incoherent all-optical switching of a single QD was demonstrated by combining the effects of phonon-assisted excitation and de-excitation. Similar results to those attained in section 5.3 have also subsequently been published by other groups for the exciton [368] and the two-photon |0⟩ → |XX⟩ transition [368, 376].

In terms of applications, phonon assisted excitation offers potential for a driving both single-photon [208] and entangled pair [376] sources where spectral filtering would enable simple separation of the excitation and emission. The demonstration of a population in-
version combined with the fast relaxation time is an interesting result that could aid development of quasi-resonantly pumped single QD lasers. Furthermore, whilst the population that can be created is limited by the available laser power, theoretical studies show that the presence of an optical cavity can enhance the driving strength experienced by the phonon bath significantly \[379, 380\]. Indeed, chapter 6 presents some initial results on the exciton-phonon coupling in the presence of a Photonic Crystal Cavity (PCC).

Turning to LAPSE, the depopulation time (\(\sim 20\) ps) is determined by the laser pulse width, making it possible to reset a QD exciton much faster than waiting for radiative recombination or tunnelling to occur. Due to the spectral width of the phonon sideband, LAPSE can occur in a tuning range of a few meV and could form the basis of tunable single QD lasers. This fast stimulated emission process could also find applications in semiconductor optical amplifiers \[374\] and precisely controlling the emission time of a single photon source in cavities \[218, 287, 292\].

The results of section 5.7 show that a combination of the excitation and de-excitation DVC processes could potentially be used for ultrafast optical switching \[227–229, 372, 373\] with incoherent detuned pulses. The switching contrast could be improved significantly by increasing the effective driving strength; addition of an optical microcavity would again be a possible route towards this.

Finally, knowledge of phonon interactions in the strong QD-phonon coupling regime is an essential requirement for a full understanding of the behaviour of optically driven QDs, particularly in the case of QDs coupled to optical microcavities, where driving strengths are further enhanced. Indeed, various recent studies have shown new physical phenomena that arise from this coupling \[381–385\]. Furthermore, the physics of phonon coupling is also of interest for other solid-state qubit implementations. For example, it has been predicted that the strong phonon coupling in NV centres could enable a bright single photon source with a > 100 nm tuning range \[218\].
CAVITY INFLUENCES IN PULSED DRIVING OF SINGLE QDS

6.1 INTRODUCTION

Quantum dots weakly coupled to optical microcavities are a widely studied system. The Purcell enhancement [231] of the spontaneous emission that occurs when the QD is resonant with the cavity [233–235] has been widely exploited in the development of brighter and more indistinguishable single photon sources [225, 226]. Furthermore, the cavity has been used to enhance weaker emission channels such as LA phonon-assisted emission [86, 208, 216, 218] or two-photon transitions [203]. However, almost all of these experiments have been performed with relatively weak CW laser driving.

By comparison, the strong-driving regime of cQED has seen relatively little study. The recent demonstration of a near-optimal single photon source based on a strongly-driven weak-coupled QD-cavity system [226] provides motivation to develop a complete understanding of the physics of the system. For example, theoretical studies have shown that careful choice of parameters in a cQED system may allow phonon interactions to be tailored to potentially quench phonon-induced pure dephasing [386]. In addition, theoretical work also shows that the driving strength experienced by a QD weakly coupled to a microcavity can be strongly enhanced [379, 380]. This enables more efficient driving of the QD, potentially leading to efficient interactions between single photons and spins and also increasing the strength of the DVC processes discussed in chapter 5 [379, 380].

In this chapter initial results are presented concerning the influence of an optical microcavity on the QD when it is driven with strong resonant or quasi-resonant pulses. In particular, it is demonstrated that, in agreement with theoretical predictions, the cavity strongly modulates the effective driving strength experienced by the QD for both resonant coherent and quasi-resonant LA phonon-assisted driving.
6.2 THEORY

When a resonant laser is applied to an optical microcavity, the effect of the cavity is to concentrate the electric field into a smaller region, focused on the centre of the cavity. If a QD is present at the centre of the cavity, this results in a QD-cavity coupling with strength $g$ defined by:

$$g = \frac{1}{\hbar} \sqrt{\frac{\hbar \omega}{2V_m}} \mu$$  \hspace{1cm} (6.1)

where $\mu$ is the dipole moment of the QD and $V_m$ is the mode volume of the cavity (see Equation 2.10).

In the weak QD-cavity coupling limit, the effective drive strength (defined here as a pulse area $\Theta_{eff}$) experienced by a resonantly driven QD in a cavity is given by Equation 6.2 [380]:

$$\Theta_{eff} = \frac{g \Theta_c}{\sqrt{\kappa^2 + \Delta_{lc}^2}},$$  \hspace{1cm} (6.2)

where $\Theta_c$ is the cavity driving strength (pulse area), $\kappa = \frac{\Delta \omega}{2}$ is the cavity loss rate and $\Delta_{lc}$ is the laser-cavity detuning.

The cavity confines the pump light, causing a build-up of the pump field. The strength of the field that builds up is determined by the cavity Q-factor. Hence, the cavity driving strength is linked to the drive strength in the absence of a cavity ($\Theta$) by $\Theta_c = Q \Theta$. This allows the driving strength experienced by a QD coupled to a cavity to be defined as an enhancement factor ($F_{drive}$):

$$F_{drive} = \frac{gQ}{\sqrt{\kappa^2 + \Delta_{lc}^2}}.$$  \hspace{1cm} (6.3)

Taking the case of $\Delta_{lc} = 0$, this means that the driving strength experienced by the QD is enhanced if $g/Q < Q$. The enhancement may be increased either by reducing the mode volume or increasing the Q-factor.
6.3 Optical Characterisation

For the experiments presented in this chapter, the sample described in subsection 3.4.2 is used. In order to initially characterise the sample, \(\mu\)PL measurements were performed using above band-gap excitation focused on the cavity centre. This allows for fast and simple identification of all the QD lines present and the modes of the cavity by observing the ensemble emission of the sample.

6.3.1 Cavity Modes

By exciting the sample with high laser power (far beyond the level at which QD emission saturates), the cavity modes may be observed in \(\mu\)PL spectra. The polarization of these modes may also be determined by repeating the spectra at different linear polarization angles. In Figure 6.1 two orthogonally-polarized spectra are presented for the cavity chosen for further study. One cavity mode is observed in
each spectrum, indicating that the modes are orthogonally-polarized as would be expected for these structures \([328]\). The small spectral splitting between the modes originates in a small modification of the cavity air hole pattern (see subsection 3.4.2) \([329]\).

By fitting Lorentzian profiles to each mode (dashed lines), the Q-factors may be evaluated as 539 and 764 for the M1 and M2 modes respectively. These Q-factors are relatively low compared to theoretical calculations of \(Q \approx 30,000\) \([328]\) although these calculations do not account for the waveguide coupling. It is likely that the low experimental Q-factors originate from absorption from the Be doping present in the sample (see subsection 3.4.2), disorder introduced by fabrication errors and coupling to the waveguides. However, the small mode volume of the H1 cavity structure (\(V_m = 0.39(\lambda/n)^3\) \([245]\)) means that a strong enhancement of the QD driving strength can still be expected for a cavity coupled QD.

### 6.3.2 Purcell Enhancement

Reducing the excitation laser power to below the QD saturation level allows the lines corresponding to individual QD transitions to be re-
solved. If a QD is coupled to a cavity, Purcell enhancement of the spontaneous emission rate will cause a strong increase in μPL intensity when the transition is resonant with the cavity. To demonstrate this, Figure 6.2 presents the result of taking many μPL spectra as the QD energies are tuned by the QCSE. At an applied bias of around −0.86 V, a sharp increase in intensity of one transition is observed at the wavelength of the M1 cavity mode. This result demonstrates that this transition is weakly coupled to the M1 mode of the cavity. Observation of the biexciton cascade in other measurements (see subsection 6.4.2) reveals that this transition is the neutral exciton of a QD that will be referred to as QD A in subsequent sections.

6.4 PULSED RESONANT DRIVING

In order to study the coupled cavity-QD system in more detail, pulsed resonant excitation was used. By using the cross-polarized excitation-collection method described in subsection 3.6.2, it is possible to employ resonant excitation whilst collecting the resonant emission of the QD. The excitation and collection polarizations are both oriented at 45° to the cavity modes (which are in turn aligned with the sample crystal axes - see subsection 3.4.2) to allow both cavity modes to be studied.

6.4.1 Resonance Fluorescence

By setting the sample bias such that the QD is resonant with the cavity, bright Resonance Fluorescence (RF) is observed as shown by the red line in Figure 6.3. To confirm that the emission originates from the QD as opposed to scattered laser light, the experiment is repeated with the QD red-detuned by several laser linewidths. This case is shown by the black line in Figure 6.3; the absence of any significant intensity at the QD position confirms that the peak in the red spectrum originates from RF of the QD. Comparison of the amplitudes at the QD wavelength reveals a signal to noise ratio of 40:1. The QD linewidth measured here is limited by the spectral resolution of the spectrometer whilst the laser linewidth is around 3 times larger.
Figure 6.3: Low power pulsed RF spectrum of the QD when resonant with the cavity (red line). The signal is almost completely suppressed when the QD is red-detuned from the laser (black line). The exposure time was 5 s for each spectrum.

6.4.2 Phonon-Assisted Identification of QD Transitions

To confirm that the peak observed in Figure 6.3 is a neutral exciton, measurements were made to observe the biexciton transition of the QD. If the laser is red-detuned from the \(|0\rangle \rightarrow |X\rangle\) transition, phonon-assisted excitation of the two-photon \(|0\rangle \rightarrow |XX\rangle\) transition becomes the dominant excitation mechanism \([359, 376]\). Once the QD is excited to the \(|XX\rangle\) state, it may decay either by radiative cascade via the \(|X\rangle\) state (see subsection 2.2.5) or through spontaneous two-photon emission. The spectral signature of the biexciton cascade is a pair of peaks separated by the biexciton binding energy \((\hbar \Delta_{XX})\) whilst two-photon emission is observed as a single peak detuned from the exciton by half the biexciton binding energy.

Figure 6.4 presents the results of performing such a measurement on the sample studied in this chapter. The laser is red-detuned by \(-0.65\) meV from the transition identified in Figure 6.3 which is resonant with the M1 mode of the cavity. Three peaks are observed in the differential RF spectrum: one at \(-3.40\) meV corresponding to the \(|XX\rangle \rightarrow |X\rangle\) transition, one at \(-1.70\) meV corresponding to \(|XX\rangle \rightarrow |X\rangle\) transition, and another peak at \(-1.05\) meV corresponding to another transition within the biexciton state.
Figure 6.4: Differential RF spectrum of QD A under strong red-detuned excitation. Under these excitation conditions, phonon-assisted excitation of the two-photon biexciton transition dominates. Three peaks are observed, the $XX$ ($-3.40$ meV) and $X_0$ peaks (0 meV) corresponding to decay via radiative cascade and a peak corresponding to two-photon emission ($-1.70$ meV).

$|0\rangle$ spontaneous two-photon emission and one at 0 meV corresponding to $|X\rangle \rightarrow |0\rangle$. As a result, the transition identified in Figure 6.3 is confirmed as being the neutral exciton of QD A with the biexciton having a binding energy of $\hbar \Delta_{XX} = -3.40$ meV.

The two-photon peak is around half as bright as the biexciton peak. However, as the dipole moment of the $|XX\rangle \rightarrow |0\rangle$ transition is much weaker [288]; this indicates that the broad cavity mode is likely enhancing the two photon emission decay channel [293] despite not being resonant with it. The greater exciton peak intensity when compared to the biexciton can be attributed to creation of exciton population through phonon absorption (see illustration in Figure 5.2). This arises due to the relatively small red-detuning from the exciton and the non-zero temperature. By increasing the red-detuning and shifting the cavity to be resonant with the two-photon transition, it would be possible to increase the amount of two-photon emission. This could have potential applications as a source of highly entangled photon pairs (see discussion in subsection 2.7.2).
6.4.3 Rabi Rotation in a Cavity

By performing power-dependent RF measurements with both the laser and the QD tuned to the cavity resonance, it is possible to observe a coherent Rabi rotation of the exciton population (see subsection 2.6.2). This is illustrated in figure Figure 6.5. A rotation of $12\pi$ is clearly visible with the observation of additional periods prevented by the scattered laser becoming so strong it can no longer be effectively suppressed. Improving the coupling efficiency of the system would allow this limit to be overcome, potentially allowing driving strengths to reach the point where theoretical studies have predicted that the rotations may “revive” owing to the non-monotonic power dependence of the phonon coupling [367].

It is interesting to note that the EID mediated damping of the Rabi rotation appears to be much weaker in this measurement compared to similar measurements on the photocurrent sample (see Figure 2.18). Further study is required to determine the physical reason for this but it is worth noting that the phonon coupling strength has been theoretically predicted to be influenced by the QD size [387], asymmetry [386] and material composition [386].
Figure 6.6: Plot of the inverse of the $\pi$-power of a resonant Rabi rotation vs. the detuning of the QD from the cavity mode M1. The blue dashed line is a fit of Equation 6.2 using the measured cavity linewidth. The shaded grey spectra are normalized plots of the cavity modes from Figure 6.1.
To investigate the influence of the cavity on the driving strength experienced by the QD, a series of resonant Rabi rotation measurements were performed. The QD-cavity detuning is varied by QCSE tuning of the QD energy and the change in the $\pi$-power ($P_{\pi}$) measured. The results of this measurement are presented in Figure 6.6. The blue data points correspond to a normalized $1/P_{\pi}$. The grey shaded spectra are normalized plots of the cavity modes from Figure 6.1.

It can clearly be seen in Figure 6.6 that the $\pi$-power follows closely the profile of the M1 cavity mode. The power required for a $\pi$-pulse when the cavity is resonant with the QD is a factor of 20 smaller than the far-detuned cases. The dashed blue line represents a fit of Equation 6.2 using the measured cavity linewidth, indicating that the detuning dependence of the driving strength agrees with the theoretically expected trend. This behaviour is analogous to the Purcell effect where the spontaneous emission rate of a QD is enhanced on resonance with a cavity and suppressed when the cavity is far detuned [233–235]. The electric field strength changes slightly during this measurement due to the QCSE tuning; this is shown on the top axis. The change in field is very small and thus the influence of changing oscillator strength with electric field can be discounted.

6.4.4 Exciton Lifetime in a Cavity

As discussed in subsection 2.5.2, if a QD is weakly coupled to a resonant cavity, Purcell enhancement of the spontaneous emission rate is expected. This results in a reduction of the lifetime of the QD state, in this case the neutral exciton. To confirm that this occurs in the sample measured here, a time-resolved pump-probe experiment is performed. The principle of the measurement is similar to that described in subsection 4.4.1; the time delay between a pair of resonant $\pi$-pulses is scanned and the RF intensity is monitored. When the two pulses arrive simultaneously at $t = 0$, they add to produce a $\sim 2\pi$ rotation of the Bloch vector. As a result, the exciton population is close to zero and the RF signal is very small. As the delay time is increased, more population has the chance to undergo radiative recombination before the arrival of the second pulse, causing the signal to increase. As the pulse separation exceeds the exciton lifetime ($T_1$), the pulses
Figure 6.7: Time-resolved pump-probe RF measurement of the exciton lifetime of QD A when resonant with the M1 cavity mode. The delay time between two $\pi$-pulses is scanned and the change in RF intensity monitored. The pump and probe pulses have temporal FWHMs of 20.0 ps and 11.2 ps respectively. Positive delay times correspond to the probe arriving after the pump.

act as two independent $\pi$-pulses and the RF signal reaches a corresponding maximum level.

Figure 6.7 shows the result of performing this measurement on QD A when it is resonant with the M1 cavity mode. Fitting an exponential decay to the RF signal at positive delay time (red line) gives a value of $T_1 = 29.4 \pm 1.0$ ps. This value is not deconvoluted from the duration of the excitation pulses and as such may be a moderate over-estimate. Interpreting this value as the exciton radiative lifetime and taking a conservative literature average for the exciton lifetime in bulk of 600 ps [122, 178] gives a Purcell factor of $F_P = 20.4$. Using the measured Q-factor (539) of the M1 mode and calculated mode volume $(0.39(\lambda/n)^3$ [245] and substituting into Equation 2.14 gives a theoretical $F_P = 105$. The discrepancy between these two values is reasonable as Equation 2.14 assumes that the QD is at the centre of the cavity mode; this is unlikely owing to the stochastic positioning of QDs in this sample.
6.4.5 Discussion: Cavity Enhancement of Driving Strength

Based on the results of Figure 6.6, it is reasonable to suggest that the resonant exciton cavity enhances the driving strength experienced by the neutral exciton of QD A. However, as the driving strength is governed by Equation 6.2, for sufficiently large laser-cavity detunings the driving strength is reduced compared to the bare QD case. This is equivalent to the Purcell suppression of the exciton lifetime observed for large detunings [233–235]. As such, comparison of the resonant and far-detuned cases is not sufficient to demonstrate enhancement. It is also clearly not possible to measure the driving strength experienced in the absence of the cavity for the same QD.

As shown by Equation 6.3, the resonant enhancement factor is determined by $Q$, $g$ and $\kappa$. $Q$ and $\kappa$ are known from the measurement of the Q-factor in Figure 6.1. It is only possible to directly measure $g$ in the strong coupling regime (see Ref. [388] for example) so to calculate the enhancement factor here, a literature value of $g$ must be used. Measurement of the vacuum Rabi splitting of an H1 cavity in the strong-coupling regime resulted in a value of $g = 76 \mu eV$ [388]. A theoretical maximum of 200 $\mu eV$ was calculated [388] with the difference accounted for by displacement of the QD from the cavity mode.

In subsection 6.4.4, the Purcell factor was found to be a factor of 5.15 less than the theoretical maximum. Applying the same scaling to the literature value for the theoretical maximum of $g$ gives $g = 38.9 \mu eV$ for the coupling strength between QD A and the M1 cavity mode. Substituting this into Equation 6.3 gives an estimated enhancement factor of $F_{drive} = 16.7$ for the parameters of the M1 mode. As the parameters used in this calculation have been chosen to be quite conservative, this is a reasonable estimate.

Figure 6.8 presents a comparison of Rabi rotations between QD A and a dot (QD C) located outside of the Photonic Crystal (PhC). Note that the $\pi$-power measured here for QD A is lower than in Figure 6.5 due to better optimisation of the sample position and laser focus. For QD A (black squares), when resonant with the M1 cavity mode a $\pi$-power ($P_\pi$) of 13.4 nW is measured. For QD C (red circles), a $\pi$-power of 162 nW is measured. Taking the ratio of these two values gives an enhancement factor of 12.1. Of course, QD A and QD C are different
dots in different regions of the sample and as such may well have different oscillator strengths. However, the extracted enhancement factor of 12.1 is reasonably close to the previously calculated estimate of 16.7, supporting the hypothesis that the cavity significantly enhances the driving strength experienced by the QD. Repeating the \( \pi \)-power comparison with multiple QDs that are outside the cavity would give further confirmation of this.

As a result of this analysis, a tentative conclusion that the QD driving strength is enhanced by around 1 order of magnitude can be reached. Further study will allow this to be confirmed with greater certainty.

6.5 LA-PHONON INFLUENCES

By detuning the laser from the QD exciton transition, similar phenomena to those observed in chapter 5 can be expected. However, the presence of a cavity introduces a new variable to the system in that the cavity can either enhance the driving strength when resonant with the laser as in subsection 6.4.3 or reduce the exciton lifetime via Purcell enhancement. In this section initial studies of the influence
of the cavity are presented, focusing on the case where the laser and cavity are resonant with the LA phonon sideband of the QD.

6.5.1 Tunable Emission of a QD Under LA-Phonon Pumping

To demonstrate LA phonon excitation in such a system, the first scenario investigated is the case where the laser is resonant with the cavity whilst the QD is blue-detuned by around 1 meV. A clear narrow emission is observed at the QD exciton energy when the cavity is strongly pumped by the laser. Varying the bias applied to the sample Stark shifts the exciton peak as would be expected. This is shown in Figure 6.9 where the different coloured spectra represent different values of the diode bias. The emission intensity rolls off with increasing QD-cavity detuning due to the phonon form factor $J(\omega)$ (see Figure 5.3). As a result, the amplitude of these peaks map out $J(\omega)$. Repeating this measurement with higher detuning resolution would give an indication to the form of $J(\omega)$ for this QD. Plotting the peak wavelengths as in the inset to Figure 6.9 shows the energy shift
of the QCSE which is approximately linear as the sample bias is close to the flat-band condition in this measurement.

It is interesting to note how this experiment differs from experiments with above-band excitation such as Figure 6.2. Firstly, discounting the scattered laser light, emission is observed only from one peak, corresponding to the neutral exciton of QD A. This contrasts markedly from above-band excitation where emission is seen from various states of multiple QDs. Secondly, whilst the quadratic and linear coefficients of the observed QCSE are very similar, the offset is different. This can be attributed to a DC Stark shift owing to the introduction of extra charges into the device under above-band excitation. As studies have shown that this charging leads to charge-noise dephasing [183, 197], this result indicates that the charge environment under LA phonon excitation may be more favourable for the coherence of the exciton.

The potential for reduced charge noise combined with the single-line emission, simple spectral separation of the pump laser and the broad (≈ 1 meV) tuning of the emission offers a number of attractive features for a single photon source. Further study, in particular of the coherence properties of the emitted photons, would be of interest. It is worth noting that studies with a bare QD have measured photon coherence properties very close to those measured under resonant excitation for strong phonon pumping [376] (see discussion in subsection 5.6.1).

6.5.2 Cavity Influences in Phonon-Assisted Excitation

To demonstrate that the cavity also modulates the effective driving strength of LA phonon-assisted excitation, measurements are made on a second QD where the laser power and detuning are varied. This QD is referred to as QD B and is detuned from the M1 cavity mode by −4.47 meV. As the detuning is relatively large, the QD is excited by the LA phonon assisted mechanism discussed in chapter 5. The results of this measurement are illustrated in Figure 6.10 with the normalized emission intensity of QD B plotted against the square root of the laser power and the laser detuning with respect to the M1 cavity mode. On resonance with QD B, intermittent RF is observed. Blinking
of RF has previously been observed [389, 390] and potentially originates in competition between the bright and dark exciton states [169, 389].

The intensity of the QD emission exhibits a characteristic W-shape with the strongest emission at the lowest powers occurring close to both the M1 & M2 cavity modes. This gives a clear indication that the two cavity modes act to enhance the effective driving strength experienced by the phonon bath.

The splitting of the two modes appears smaller in this measurement, possibly due to the influence of the phonon form-factor $J(\omega)$ (see subsection 5.2.3). Detuning cross-sections of the data are shown in Figure 6.11 for the power minimas close to the cavity modes (blue and green points) and for larger detunings further from the cavity modes (red and black points). This further illustrates that the LA phonon assisted excitation is most efficient when resonant with the cavity.

The fact that the emission intensity reaches a peak and then declines when driving close to the cavity resonances (see Figure 6.11) is potentially evidence of the non-monotonic power dependence of the
Figure 6.11: Plots of QD emission intensity against excitation laser power for a range of different laser detunings from the M1 cavity mode. The data is extracted from Figure 6.10.

exciton-phonon coupling [367]. If this interpretation is correct, the exciton population is reaching the thermalisation limit and then declining as the instantaneous Rabi frequency $\Lambda(t)$ exceeds the cut-off for LA phonon coupling defined by $J(\omega)$. This is significant as previous experiments (see subsection 5.3.3 for example) have been unable to reach the maximum exciton population due to insufficient driving strength. Although further study is required to give a complete interpretation, the decline of the QD emission at strong driving may indicate that the phonon coupling becomes weaker and can even be quenched. As discussed in subsection 6.4.3, this regime has been theoretically predicted [367] but is yet to be observed experimentally.

It is also interesting to note that the detunings between the cavity mode and the QD are very large here, almost 7 meV for M2. This is significantly beyond the detunings at which any significant interaction is seen in the absence of a cavity (see Figure 5.6). However, this is in agreement with theoretical predictions that the enhanced driving strength in a cavity could lead to significant population transfer at large detunings [379]. Single photon emission attributed to LA phonon excitation has also been observed for similar detunings with a QD in a PCC [208]. This indicates that the field enhancement provided by a cavity can significantly extend the detuning range over which DVC processes are effective.
By plotting $1/P_{\text{max}}$ (where $P_{\text{max}}$ is the laser power at which the QD emission is strongest) as a function of laser detuning, Figure 6.12 is obtained. This figure is analogous to Figure 6.6 but for quasi-resonant LA phonon driving as opposed to resonant coherent driving. Figure 6.12 reproduces the double mode structure of the cavity observed in Figure 6.1 with peaks (corresponding to the most efficient driving) close to the two cavity modes. The laser power required to reach maximum emission intensity is around a factor of 6 smaller when the laser is resonant with a cavity mode. Unlike the resonant case, the spectral dependence is also influenced by $J(\omega)$, the form of which is unknown for this QD. As such, these results give a strong indication that the cavity enhances the driving strength experienced by the phonon bath but require further study.

6.6 CONCLUSION & OUTLOOK

The results presented in this chapter demonstrate that a Photonic Crystal Cavity (PCC) modulates the driving strength experienced by a single QD both for resonant coherent and quasi-resonant LA phonon driving. This modulation is analogous to the Purcell enhancement and suppression of the spontaneous emission rate that has previously
been observed. An estimated enhancement factor of 16.7 is calculated for resonant coherent driving despite the relatively low Q-factor of the cavity. The strong calculated enhancement despite the low cavity Q-factor is attributed to the small mode volume of the H1 cavity design used in the sample. Comparison of the $\pi$-power of the QD resonant with the cavity with another QD outside the cavity gives an experimentally estimated enhancement factor of 12.1, in reasonable agreement with the calculation. In future work it would be possible to further increase the enhancement factor by increasing the cavity Q-factor. This could be achieved by optimisation of the fabrication process along with replacing the Beryllium p-type doping used in the sample with Carbon to reduce absorption losses. Using an experimentally demonstrated literature value of $Q = 7200$ for an H1 cavity [388] and keeping $g = 38.9 \mu$eV (just below the onset of strong coupling) increases the enhancement predicted by Equation 6.3 by two orders of magnitude.

In recent studies of a QD weakly coupled to a micropillar cavity [391], Giesz et al. demonstrated a $\pi$ Rabi rotation with a very weak excitation pulse (mean photon number 3.8). Whilst the pulse energies used in this chapter are significantly larger owing to large scattering losses at the sample surface, the smaller mode volume of the PCC means that it has the potential to operate with lower photon numbers than the micropillar, particularly if efforts are made to increase the Q-factor as previously discussed. This, combined with the planar architecture of the PCC shows strong potential for on-chip interactions between single photons and spins where scattering losses could be overcome either by including an on-chip single photon source or by injecting light through a waveguide.

In addition, the demonstration of similar behaviour for LA phonon assisted excitation shows the potential to reach maximum efficiency for the DVC processes discussed in chapter 5 without needing impractically large laser powers. In particular, this enhancement would greatly increase the contrast ratio of the non-resonant optical switch demonstrated in section 5.7. The tunable, single line emission demonstrated in Figure 6.9 shows the potential of this scheme to be employed as a tunable quasi-resonantly pumped single photon source. In addition, strong LA phonon assisted excitation was observed at large ($\sim 7$ meV) detunings.
It is also of note that the non-monotonic power dependence of the LA phonon assisted excitation observed in Figure 6.10 hints that the cavity system may enter the theoretically predicted [367] but experimentally unexplored regime where the phonon coupling weakens with increased driving strength. Finally, the cavity enhancement of LA phonon driving could also allow the exciton population to be driven to a stationary population inversion by a CW laser [379]. This would be very interesting both from a physics perspective and for the potential application of a tunable, quasi-resonantly pumped single QD laser.
In this part of the thesis the results presented are summarised and conclusions drawn with a view to future advances in the field. Some suggestions for future experiments building on the work presented in this thesis are also outlined.
CONCLUSION AND OUTLOOK

7.1 CONCLUSION

In this thesis the results of experimental investigations of the dynamics of single InGaAs SAQDs driven with picosecond laser pulses have been presented. Three main conclusions can be drawn:

1. Picosecond excitation of a SAQD exhibiting vanishingly small fine-structure can enable on-demand, fast and high-fidelity initialization of a single hole spin by exciton ionization. Compared to previous work, this high fidelity does not compromise the lifetime of the spin, allowing the full coherence lifetime of the hole spin qubit to be exploited. In addition, it was demonstrated that the initialisation fidelity can also be increased in the common case of SAQDs with non-zero fine structure by applying a detuned CW laser to reduce the FSS by the OSE.

2. Strong pulsed driving of the LA phonon sideband of a single InGaAs SAQD tunes the system from weakly to strongly vibronic on the timescale of the laser pulse duration, a process which is termed Dynamic Vibronic Coupling (DVC). This can enable both incoherent excitation and de-excitation of exciton population conditional upon the sign of the laser detuning. Significantly, the exciton population may cross the transparency point of 0.5 from both above and below, signifying that the presence of the phonon bath enables the realisation of a population inversion. This is contrary to the case of incoherent excitation of an ideal two-level system where the transparency point cannot be crossed. Study of the spectral properties reveals that the interaction is significant over detunings of several meV with the shape offering new insight into the form factor of the exciton-phonon interaction. The process was experimentally found to be incoherent and it was shown that the influence of temperature is to accelerate the phonon-assisted relaxation process whilst re-
ducing the maximum population transfer. Finally, it was shown that combining phonon-assisted excitation and de-excitation can realise an ultrafast switch operating on picosecond timescales with non-resonant excitation.

3. The addition of a Photonic Crystal Cavity (PCC) modulates the driving strength experienced by a single QD. This modulation was demonstrated to be effective for both resonant coherent driving and quasi-resonant incoherent LA phonon excitation. An estimated enhancement factor of 16.7 is calculated for resonant driving which is in reasonable agreement with a factor of 12.1 obtained by comparison with a QD outside the cavity. Significant enhancement is obtained despite the relatively low Q-factor of the cavity owing to the very small mode volume of the H1 Photonic Crystal Cavity (PCC) design. Purcell enhancement of the exciton spontaneous emission rate is also observed through reduction of the radiative lifetime by a Purcell factor of 20.4. High contrast pulsed resonance fluorescence of a single exciton was measured as was tunable emission of the same transition under quasi-resonant cavity-enhanced LA phonon excitation. In addition, the same LA phonon excitation mechanism was used to excite the biexciton and observe both the radiative cascade and two-photon emission.

7.2 FUTURE WORK

In this section a number of possible future directions of research building upon the results presented in this thesis are outlined.

7.2.1 LA Phonon Processes in Weak-Coupled cQED

The results presented in chapter 6 show resonant coherent and LA phonon assisted excitation (see section 5.3) of a weakly coupled QD-cavity system. As the parameter space of this experiment is very large, there are many potential directions to explore. For example, further studies of the resonant Rabi rotation as a function of the cavity-QD detuning may provide some insight into the weak intensity damping of the Rabi rotation observed in Figure 6.5, potentially
leading to regimes where phonon scattering may be enhanced or suppressed. Further studies of the system under high driving strengths combined with theoretical input could help explain the observed non-monotonic power dependence of the phonon sideband observed in Figure 6.10 and potentially the observation of the theoretically predicted revival of the Rabi rotation signal at high driving strengths [367]. Cavity enhancement of LA phonon processes demonstrated in section 6.5 could also enable a large increase in the switching contrast of the quasi-resonant optical switch demonstrated in section 5.7.

There is also significant motivation to study the coherence properties of the emitted photons under LA phonon excitation, particularly as a function of the drive strength. This would further the understanding of the coherence of DVC processes (see section 5.6) whilst also illustrating the suitability of such an excitation scheme for single and entangled photon sources. The influence of the QD-cavity and QD-laser detunings is also likely to have a strong influence on the emission properties of the system by changing the dominant influence of the cavity between enhancing the drive strength and Purcell reduction of the exciton lifetime. Furthermore, it would be possible to exploit both cavity modes of the non-degenerate H1 cavity studied in chapter 6 to obtain both Purcell enhancement and enhanced driving simultaneously.

Finally, the cavity enhanced driving strength presents the possibility that the driving strength of a CW laser tuned to the LA phonon sideband could be sufficiently enhanced to generate a stationary excitonic population inversion [379]. This contrasts strongly with the case of continuous resonant driving where Rabi oscillations of the population are observed (see subsection 2.6.2). The generation of a stationary population inversion combined with the presence of a cavity could realise the conditions required for an optically-pumped single QD laser. Recent studies with microwave photons have demonstrated a double QD maser with phonon-assisted transitions as the dominant gain mechanism [392].
7.2.2 On-Chip Cavity-Enhanced Single & Entangled Photon Sources

The sample and experimental configuration described in chapter 6 also has considerable potential as a source of both single and entangled pairs of photons. Recent studies involving pulsed driving of a micropillar cavity have demonstrated very high quality single photon sources [226]. However, the small mode volume of the H1 PCC offers the potential to improve this performance further still by increasing the Purcell factor, reducing the susceptibility to dephasing during the exciton lifetime. Additionally, the waveguides present in the sample mean that the single photon emission could efficiently be routed in an on-chip device with the added benefit that the pump laser is orthogonal to the fluorescence, suppressing the coupling of the pump to the waveguide for low background single photon emission.

High quality entangled pair emission should also be possible in such a sample by exploiting the biexciton radiative cascade (see subsection 2.2.5). Tuning the cavity mode to the two-photon transition could enhance both excitation and emission through this channel, potentially leading to highly entangled pairs of photons independent of the QD FSS (see discussion of entangled pair sources in subsection 2.7.2). The sample presented here could also be used to study a proposed scheme for tunable generation of highly indistinguishable single photons by stimulated two-photon emission [287].

7.2.3 Fast Initialisation of a Hole Spin Coupled to an Optical Microcavity

A number of studies have observed the coupling of single carriers to optical microcavities [317, 393]. Optimisation of the wafer structure of the H1 cavity sample (see subsection 3.4.2) to maximise electron tunnelling\(^1\) could allow the fast, high fidelity hole spin initialisation scheme demonstrated in chapter 4 to be applied to a cavity-QD system. As noted in section 2.7, a number of interesting recent studies involving charged QDs have been limited by slow spin initialization [278, 312]. The long coherence lifetimes of single carriers compared to excitons could open numerous new possibilities for cQED with QDs, particularly when combined with rapid initialization. In addi-

\(^1\) For example, removal of the upper AlGaAs barrier.
tion, the mode structure of the H1 PCC used in chapter 6 presents two orthogonally-polarized near-degenerate modes, exactly the structure that has been proposed for demonstration of fast, high-fidelity cavity enhanced initialisation and manipulation of a single spin qubit [318].

### 7.2.4 Single Photon - Spin Interactions

The low mode volume of the H1 PCC makes it an ideal platform for efficient light-matter interactions, particularly if improvements to the doping and fabrication processes can be made to increase the $Q$-factor. As discussed in section 6.6, the H1 PCC forms an ideal platform to attempt to study photon-spin interactions at the single photon level. The recent observation of a $\pi$ Rabi rotation for an incident laser pulse with a mean photon number of 3.8 in a micropillar cavity demonstrates the potential of such an approach. The greatly reduced mode volume of the H1 PCC compared to the micropillar (see Table 2.1) should enable a further enhancement of this interaction. The coupling of an external laser source to a photonic crystal is much lossier than coupling to a micropillar; however this could potentially be overcome by using the waveguides and grating couplers on the current sample or by directing the emission from a waveguide-coupled single photon source to the cavity. Efficient conversion between photonic and spin qubits on a chip could play a crucial role in future QIP implementations.
Part IV

APPENDIX
A

SUPPLEMENTARY MATERIALS

This appendix contains extra details of models and parameters relating to the experimental work detailed in Part ii.

A.1 Model of Fidelity vs. Optical Stark Shift

The increased hole spin fidelity attained by reducing the FSS by the OSE (see Figure 4.18 in section 4.7) can be well described by incorporating the OSE into the model derived in subsection 4.3.2. The FSS in the presence of a CW laser positively detuned from the X → XX transition (see Figure 4.15 in section 4.7) is given by:

\[ \delta(I) = \delta|_{I=0} + \Delta \omega, \]  

(A.1)

where \( I \) is the CW laser intensity and \( \Delta \omega \) is the change of the FSS induced by OSE [164]. \( \Delta \omega \) is in turn defined by:

\[ \Delta \omega = \frac{s}{2} \left( \Delta_{CW} - \sqrt{\Delta_{CW}^2 + |\Omega|^2} \right), \]  

(A.2)

where \( \Delta_{CW} \) is the detuning of the CW laser, \( s = \pm 1 \) when the CW laser is H/V polarized and \( \Omega = \sqrt{aI/\hbar} \) is the Rabi splitting induced by the CW laser. \( a \) is a fitting parameter proportional to the optical dipole moment of the X → XX transition.

In the literature [141, 254] and the experiments of section 4.7 a linear blue-shift of the 0 → X\(_{H/V}\) transitions with laser intensity is observed when the CW laser is applied. This effect is independent of laser polarization and thus the shift is attributed to charge screening from the large number of carriers generated in the surrounding material by the CW laser. This interpretation is in agreement with previous studies [141, 254]. A similar blue shift is expected for the X → XX transition; hence \( \Delta_{CW} \) is dependent on the incident CW laser intensity (I) according to:
Table A.1: Parameters used in the fits of FSS vs. CW laser power shown in Figure 4.17. $\hbar\delta|_{I=0}$ and $\hbar\Delta_{CW}|_{I=0}$ are measured values whilst $a$ and $k$ are fitted to the data.

| Pol. | $\hbar\delta|_{I=0}$(μeV) | $s$ | $a$ (meV$^2$μm$^2$/$W$) | $\hbar\Delta_{CW}|_{I=0}$ (μeV) | $k$ (eVμm$^2$/$W$) |
|------|-----------------------------|-----|--------------------------|---------------------------------|---------------------|
| H    | 13.2                        | +1  | 275                      | 76.6                            | 8.4                 |
| V    | 13.2                        | −1  | 275                      | 63.4                            | 8.4                 |

Table A.2: Parameters used in the fit of the measurement of hole spin fidelity vs. CW laser power (Figure 4.18).

| Pol. | $\hbar\delta|_{I=0}$(μeV) | $s$ | $a$ (meV$^2$μm$^2$/$W$) | $\hbar\Delta_{CW}|_{I=0}$ (μeV) | $k$ (eVμm$^2$/$W$) | $\Gamma_X - \Gamma_h$ (ps$^{-1}$) |
|------|-----------------------------|-----|--------------------------|---------------------------------|---------------------|----------------------------------|
| V    | 13.2                        | −1  | 275                      | 33.4                            | 3.5                 | 0.021                            |

$\Delta_{CW}(I) = \Delta_{CW}|_{I=0} - kI/\hbar,$  \hspace{1cm} (A.3)

where $k$ is a fitting parameter. Figure 4.17 in section 4.7 shows $\delta$ vs. the CW laser intensity measured at $E = 60$ kV cm$^{-1}$ and the fits according to Equation A.1. The parameters used in these fits are shown in Table A.1.

Knowing how the FSS depends on the CW laser intensity, it is now possible to consider how the fidelity of the hole spin initialization varies with the intensity of the CW laser. To demonstrate the increase of the hole spin fidelity by reducing the FSS using OSE, the hole spin fidelity is measured as a function of the CW laser intensity (see Figure 4.18 in section 4.7). This data can be well reproduced by substituting Equation A.1 into Equation 4.20 as derived in subsection 4.3.2:

$$F = 1 - \frac{1}{2} \left[ \frac{(\delta|_{I=0} + \Delta\omega)^2}{(\delta|_{I=0} + \Delta\omega)^2 + (\Gamma_e - \Gamma_h)^2} \right],$$  \hspace{1cm} (A.4)

where $\Gamma_e$ and $\Gamma_h$ are the electron and hole tunnelling rates. The parameters used to fit Equation A.4 to the data in Figure 4.18 are shown in Table A.2. The parameter $a$ is determined from the fit to the measurement of $\delta$ vs. CW laser intensity measured at $E = 60$ kV cm$^{-1}$ (see Figure 4.17) whilst $k$ is a fitting parameter owing to the different electric field value. $\Gamma_e - \Gamma_h$ is determined from time-resolved pump-probe spectroscopy [340] as discussed in subsection 4.4.1.
BIBLIOGRAPHY


Bibliography


198  Bibliography


clear spin effects in semiconductor quantum dots.’ *Nat Mater* 12.6 (June 2013), pp. 494–504. doi: [10.1038/nmat3652](http://dx.doi.org/10.1038/nmat3652) (cit. on pp. 13, 39).


204 Bibliography


[110] J. Berezovsky. ‘Optical Control and Detection of Spin Coherence in Semiconductor Nanostructures.’ In: University of Cal-


Bibliography

211


212 Bibliography


‘Electron and Hole g Factors and Exchange Interaction from Studies of the Exciton Fine Structure in In\textsubscript{0.60}Ga\textsubscript{0.40}As Quantum Dots.’ Phys. Rev. Lett. 82 (8 Feb. 1999), pp. 1748–1751. DOI: 10.1103/PhysRevLett.82.1748 (cit. on p. 34).


Bibliography


[276] Y. Benny, S. Khatsievich, Y. Kodriano, E. Poem, R. Presman, D. Galushko, P. M. Petroff, and D. Gershoni. ‘Coherent Optical Writing and Reading of the Exciton Spin State in Single Quan-


[291] E. del Valle. ‘Distilling one, two and entangled pairs of photons from a quantum dot with cavity QED effects and spec-


[378] S. Stufler, P. Ester, A. Zrenner, and M. Bichler. ‘Quantum optical properties of a single InxGa1−xAs-GaAs quantum dot two-


