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Abstract

In MIMO OFDM systems, channel estimation and detection are very important. Pilot-based channel estimation using BEMs is widely used for approximating time-frequency variations of doubly-selective channels. BEMs can provide high estimation performance with low computational load. Data-aided channel estimation outperforms the pilot-based estimation. The data-aided estimation iteratively improves estimates using tentative data symbols and corresponding adaptive weights (rewighted channel estimation). These weights are computed assuming Gaussian data errors, which is inapplicable to OFDM. In this thesis, this assumption is however shown to improve the channel estimation performance. The reweighted channel estimation is shown to significantly outperform the unweighted estimation. Most often used mismatched receivers assume perfect channel estimates when detecting data symbols. However, due to limited pilot symbols and data errors, the channel estimates are imperfect, resulting in a degraded detection performance. The optimal receiver without explicit channel estimation significantly outperform mismatched receivers. However, its complexity is high. To reduce the complexity, a receiver that combines mismatched and optimal detection is proposed. The optimal detection is only applied to data symbols unreliably detected by the mismatched detector, identified using weights computed in the reweighted estimator. The channel estimator and the optimal receiver require the knowledge of channel statistics, which are unavailable and difficult to acquire. To overcome this, an adaptive regularization using the cross-validation criterion is introduced, which finds a regularization matrix providing best channel estimates. The proposed receiver has a reduced complexity than the optimal receiver and provides close-to-optimal detection performance without the knowledge of channel PDP. The adaptive regularization is extended to joint estimation of the Doppler-delay spread and channel. The Doppler and delay spread corresponding to the optimal regularization are selected as their estimates. This approach outperforms other known techniques and provides channel estimation performance close to that obtained with perfect channel statistics.
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Chapter 1

Introduction

1.1 Overview

In MIMO OFDM systems, the acquisition of channel state information with great precision is very challenging. Many receiver schemes in the literature are evaluated assuming the perfect knowledge of the channel state information. However, such information is unavailable in practice. Therefore, channel estimation is crucial in MIMO OFDM receivers. Pilot-based channel estimation is most often used to estimate the channel at pilot locations. Then, channel estimates at data locations are obtained through interpolation [1]. BEMs are widely used in the channel estimation to approximate time and frequency variations of the channel [2–10]. When BEMs are used in pilot-based channel estimation, they provide high accuracy channel estimates jointly at pilot and data locations with low complexity. However, the pilot-based channel estimation can result in a degraded detection performance especially at low Signal-to-Noise Ratio (SNR) and in high Doppler spread and delay spread environments.

A better channel estimation can be achieved by using tentative estimates of data symbols in an iterative manner. The tentative estimates of data symbols can be obtained iteratively
from the output of the turbo decoder [6,11,12]. However, the complexity of iterative receivers with turbo decoding is very high [6] and this limits their practical implementation. Many low-complexity iterative turbo receivers have been proposed to address this issue [13–15]. The tentative estimates of data symbols also can be obtained iteratively from the output of a demodulator without using the turbo decoder [16,17]. Although this scheme improves the estimation performance, the improvement is limited due to errors in the tentative data estimates [11,18]. In [18] tentative estimates of data symbols with weighting were proposed. The weighting is used to limit the contribution of erroneous tentative estimates of data symbols into channel estimates, and thus improving the estimation performance.

Iterative channel estimation using tentative estimates of data symbols can provide extra improvement in the detection performance over that of the pilot-based channel estimation. However, in the case of a small number of pilot symbols and errors in the tentative data estimates, the detection performance is limited. A better detection performance is obtained by using optimal detection [19] that jointly processes the received data and pilot symbols without explicit channel estimation. In [19], the optimal detection was derived and investigated in MIMO uncorrelated fading channels. The optimal detection with imperfect channel knowledge outperforms mismatched detection (i.e., a minimum distance detector that assumes perfect channel estimates) with Maximum Likelihood (ML) channel estimates. In [20], a general optimal detection with imperfect channel knowledge was proposed and investigated for a MIMO OFDM system in frequency-selective fading channels. The optimal detection was shown to outperform mismatched detectors with ML and Linear Minimum Mean Square Error (LMMSE) channel estimates. Although the optimal detection provides high detection performance, it has a high computational complexity. In this thesis, we investigate the performance of the optimal detection and its complexity reduction in doubly-selective channels. A new receiver is proposed that combines the mismatched detection with iterative channel estimation using weighted tentative estimates of data symbols as in [18] and the optimal detection. This new receiver reduces the complexity of the optimal detection while maintaining its high detection performance. The optimal receiver, the mismatched receiver, and the new proposed receiver are designed using a channel regularization matrix obtained from the full knowledge of the channel PDP. The channel PDP is usually not available and it is difficult to estimate in practice. Therefore, more practical approaches for the channel regularization are proposed such as adaptive model-based uniform regularization [21]. This regularization approach shows a performance close to that with known channel statistics. Therefore, the
performance of the optimal receiver and the proposed receiver are investigated using the adaptive regularization.

The adaptive regularization in [21] does not take into account the Doppler spread which is unknown in practice. Thus, in this thesis, we extend the adaptive regularization approach to joint Doppler spread, delay spread and channel estimation in doubly-selective channels. The Doppler frequency estimates of such a scheme are compared with that of the conventional Doppler frequency estimates [22]. Also, Mean Square Error (MSE) performance of channel estimates using this scheme are presented and compared with that of LMMSE channel estimates.

1.2 Aims

Recently, MIMO OFDM systems have gained a lot of attention and have been deployed in various wireless communication standards. For the last two decades, an extensive amount of research has been conducted to propose practical designs for the MIMO OFDM receivers with improved performance and reduced complexity. In this thesis, we are motivated to design MIMO OFDM receivers that match these criteria.

The aims of this research are the following:

- To improve the channel estimation for MIMO OFDM systems in doubly-selective channels.
- To reduce the computational complexity of detection in MIMO OFDM systems while maintaining close-to-optimal detection performance.
- To investigate the channel estimation in MIMO OFDM receivers without the knowledge of channel statistics.

1.3 Contributions

The contributions of this research include the following:

- The weights derived in [18] assuming Gaussian data errors, although not optimum for OFDM, are proposed for MIMO OFDM systems. The iterative channel estimation with
these weights has been investigated in MIMO OFDM under downlink LTE scenarios. It has been shown that this approach outperforms the iterative unweighted channel estimation in doubly-selective channels.

• A new receiver with BEM channel estimation and selective optimal detection is proposed for MIMO OFDM systems. This receiver combines the mismatched detection with the reweighted LMMSE BEM channel estimation and the optimal detection in order to provide an improved performance with a reduced complexity. Tentative estimates of data symbols and weights are obtained from the reweighted LMMSE BEM channel estimation/detection. The weights are used to identify unreliably demodulated data symbols to which the optimal detection is applied (therefore this is called the selective optimal detection). Simulation results show that a very small percentage of received data are detected by the optimal detection leading to a low complexity. The selective optimal detection has a performance that is very close to that of the optimal detection.

• The new receiver with BEM channel estimation and adaptive model-based regularization, which does not require the knowledge of channel statistics, is investigated. The results show that the receiver provides a performance that is similar or close to that of the regularization with full knowledge of the channel statistics.

• A joint Doppler frequency, delay spread and channel estimator for doubly-selective channels is proposed. The proposed technique has been shown to provide the Doppler frequency estimation performance significantly better than that of the conventional Doppler frequency estimator. The MSE of channel estimates obtained by this scheme is significantly lower than that of channel estimates obtained by the channel estimator using the diagonal loading regularization, and is very close to that of the LMMSE channel estimates.

• A re-adjustable joint Doppler frequency, delay spread and channel estimation in doubly-selective channels is proposed. The re-adjustable estimator provides more improvement in the estimation performance of the Doppler frequency and delay spread to that of the
joint estimator.

1.4 Thesis outline

The thesis chapters are divided into the following:

- **Chapter 2: Fundamentals of MIMO OFDM channel estimation and detection**
  In this chapter, the basics of OFDM, MIMO setup and downlink LTE sub-frame structure and its design parameters are provided. The doubly-selective channel, Clarke’s channel model and Jakes’ channel model are discussed in details. The basics of channel estimation using BEMs are introduced. BEMs such as : Discrete Prolate Spheroidal Sequences (DPSS) and parabolic B-splines are briefly discussed. Also, a brief description of turbo coding and decoding is provided.

- **Chapter 3: Data-aided reweighted iterative channel estimation for MIMO OFDM**
  In this chapter, the reweighted iterative LMMSE BEM channel estimation for MIMO OFDM systems is considered. The weights optimized for Single Carrier-Frequency Division Multiple Access (SC-FDMA) are proposed to be also used in OFDM systems. These weights are used iteratively in the reweighted channel estimation. Numerical results show that the reweighted iterative LMMSE BEM channel estimation/detection outperforms the unweighted iterative LMMSE BEM channel estimation/detection in single-user downlink LTE scenarios.

- **Chapter 4: Selective detection with adaptive channel estimation for MIMO OFDM systems**
  In this chapter, a multi-stage channel estimation and detection scheme with an symbol-by-symbol selection scheme for a reduced complexity optimal detector (the selective optimal detector) in MIMO OFDM systems is proposed. In this scheme, the optimal detector is only applied to unreliably detected data symbols. The reliably received data symbols are detected by a mismatched detector. The new scheme benefits from the improvement in the detection performance provided by the optimal detector while reducing its high computational load. The selection of received data symbols for the
optimal detector is based on a threshold to weights. The weights are obtained as explained in Chapter 3. We investigate the performance of this new proposed selective detector, the optimal and mismatched detectors with different regularization schemes in single-user downlink LTE scenarios. The regularization schemes are: LMMSE regularization, model-based uniform regularization, adaptive model-based regularization, and diagonal loading. Our results show that the selective optimal detector has a performance similar to that of the traditional optimal detector. Also, the performance of the detector with adaptive regularization is close to that of the detector with the LMMSE regularization.

- **Chapter 5: Joint Doppler-delay spread and channel estimation in doubly-selective channels**
  In this chapter, a new joint Doppler-delay spread and channel estimator is proposed for doubly-selective channels. This estimator precomputes a set of regularization matrices defined by a set of Doppler frequencies and by a set of delay spreads. Then, using the dichotomous search, it selects the optimal regularization, and its corresponding Doppler frequency and delay spread based on the Generalized Cross-Validation (GCV). The reduction of the memory load for the proposed estimator using the properties of the BEM matrix and channel covariance is discussed. This estimator has been shown to provide close-to-optimal channel estimates. However, at low to medium Doppler frequencies, the proposed estimator is affected by the choice of a GCV constant. Therefore, a re-adjustable joint Doppler-delay spread and channel estimation is proposed to take the effect of the adjusted constant into account and to further improve the estimation performance. The performance of the re-adjustable joint estimation is compared with that of the original joint estimation. The proposed joint estimator and re-adjustable estimator provide channel estimates without the knowledge of the channel statistics close to that of the LMMSE channel estimator. The re-adjustable estimation provides an extra improvement in the estimation of the Doppler frequency and delay spread.

- **Chapter 6: Conclusions and future work**
  In this chapter, conclusions and discussion on the possible future work are provided.
1.5 Notation

In this thesis, capital and small bold fonts are used to denote matrices and vectors, respectively; e.g., $\mathbf{W}$ is a matrix and $\mathbf{w}$ is a vector. Elements of the matrix are denoted as $w_{i,j}$. Elements of the vector are denoted as $w_i$. We also denote: $(\cdot)^T$ the matrix transpose; $(\cdot)^H$ the Hermitian transpose; $\text{tr}(\cdot)$ the trace operator; $||\cdot||$ the vector norm; $(\cdot)^*$ the complex conjugate; $\otimes$ the Kronecker product; $\text{diag}(\cdot)$ a vector of diagonal elements of a square matrix; $|\cdot|$ determinant of a matrix; $\mathbb{E}(\cdot)$ the expectation operator; $\mathbf{I}_M$ an $M \times M$ identity matrix; $\mathbf{0}_M$ an $M \times M$ zero matrix; $\mathcal{N}_C(\mathbf{a}, \mathbf{C})$ a complex Gaussian Probability Density Function with a mean $\mathbf{a}$ and covariance $\mathbf{C}$.
Chapter 2

Fundamentals of MIMO OFDM channel estimation and detection

2.1 Introduction

The MIMO technology provides many advantages in wireless communication systems, such as: spatial diversity, high spectral efficiency, high data rates, improved reliability and coverage [28]. These advantages make the MIMO technology very attractive for the deployment in wireless communication systems. The advances in MIMO technology resulted in its implementation in current commercialized wireless communications standards [29–32].
The early research on MIMO focused on basic spatial diversity to reduce the degradation in the performance caused by multipath propagation [33, 34]. In [33] and [34], optimal combining was introduced. In 1994, Paulraj and Kailath [35], pioneered the use of spatial multiplexing with multiple antennas at the transmitter and the receiver. In [36], Telatar derived the channel capacity for MIMO systems for a single user with and without fading. His computations showed that the channel capacity is directly proportional to the number of transmit and receive antennas. In 1996, G. Foschini proposed Bell Laboratories Layered Space-Time (BLAST) [37]. Then, Vertical-Bell Laboratories Layered Space-Time (V-BLAST) was proposed by P. Wolniansky et al. [38]. In 1998, Alamouti [39] proposed a simple transmit diversity scheme that requires less processing at the receiver and provides a good performance. Currently, a lot of research is conducted to improve the MIMO technology.

Future wireless communication systems will require high data rate transmission with high reliability and receivers with low complexity. The combination of MIMO and OFDM technologies can provide most of these requirements. However, the computational complexity of MIMO OFDM receivers can be high. A MIMO receiver with an optimum data detector [19, 20, 40–42] that minimizes the probability of errors in detection decisions and uses an exhaustive search over all possible transmitted data symbols, can provide a high detection performance. However, the optimal MIMO detection is very complicated, especially in large MIMO systems [20]. Another option would be the use of sub-optimal linear detection schemes that have lower complexity, such as: the Zero-Forcing (ZF) detection and Minimum Mean Square Error (MMSE) detection [43]. Although these detection schemes have lower complexity, they can result in a degraded performance [43]. These detectors treat the channel estimates used in the detection as perfect, which is not the case in practice. Therefore, such detectors are called mismatched detectors [19, 20]. In this thesis, we will propose practical approaches to improve channel estimation and detection in MIMO OFDM receivers.

In this chapter, we discuss fundamentals of MIMO and OFDM technologies, the implementation of MIMO OFDM in the LTE downlink, doubly-selective channels, the fading based on Clarke’s and Jakes’ channel models, the channel estimation based on BEMs, linear mismatched detection and basics of channel coding with LTE turbo coding and decoding.
2.2 OFDM basics

The earlier work on OFDM can be dated back to 1966 in a paper published by Robert W. Chang [44]. Chang proposed a new scheme for the simultaneous transmission of signals in a band-limited channel without taking into account the effects of Inter Carrier Interference (ICI) and Inter Symbol Interference (ISI). In 1971, the Discrete Fourier Transform (DFT) was introduced to the OFDM modulation and demodulation [45], which resulted in a more efficient processing. In [45], a guard interval was used between OFDM symbols to avoid the ICI and ISI. At this point, the benefits of deploying OFDM was reduced due to the loss of sub-carriers orthogonality. In 1980, the Cyclic Prefix (CP) was suggested in [46] as a solution to the orthogonality problem between sub-carriers.

In general, OFDM is a digital transmission technique that transmits information on a number of overlapping and orthogonal narrow-band sub-carriers (frequencies) instead of a single wide-band sub-carrier. The overlapping of the narrow-band sub-carriers results in a high spectral efficiency of OFDM. Every narrow-band sub-carrier can transport information for a different user, e.g., as in the Orthogonal Frequency-Division Multiple Access (OFDMA) [29,47]. In wide-band communication systems, the modulation bandwidth is typically larger than the channel coherence bandwidth. This causes frequency-selective fading. The frequency-selective fading is very difficult to estimate and equalize. With OFDM, the channel between every two sub-carriers can be made approximately constant (i.e., flat fading channel). This makes OFDM more resistant to the channel frequency-selectivity. As the channel equalization in OFDM is often performed in the frequency domain, it is transformed into a simple multiplication operation [48].

Figure 2.1 shows the structure of one OFDM symbol in the frequency domain with CP. Guard sub-carriers (null sub-carriers) are typically placed in the frequency domain at both sides of an OFDM symbol to reduce ISI between every two consecutive OFDM symbols [49]. The ISI happens due to multipath propagation. Pilot sub-carriers are known at both the transmitter and the receiver; they are used to perform channel estimation and synchronization at the receiver. The Direct Current (DC) sub-carrier is typically a null sub-carrier, which corresponds to a zero frequency.
In order to avoid the loss of orthogonality due to the ICI, the CP is appended at the beginning of each OFDM symbol [46]. The CP, as shown in Figure 2.1, is a copy of the end part of the OFDM symbol. Although the appended CP causes a loss in the spectral efficiency, its role in maintaining the orthogonality justifies this loss. The CP allows converting the linear convolution between the transmitted OFDM signals and the frequency-selective channel to a circular convolution operation [50]. Thus, the effect of the channel frequency-selectivity is limited to point-wise multiplication of the transmitted signal symbols and the channel frequency response. This way, the CP preserves the orthogonality and eliminates ICI between sub-carriers. The orthogonality between sub-carriers using the CP is maintained as long as the CP is longer than the length of the channel impulse response. Therefore, the length of this CP interval is usually selected to be longer than the expected delay spread in the channel.

The main disadvantage of OFDM is that it has a high Peak-to-Average Power Ratio (PAPR) [51]. The high PAPR results from OFDM having high peak values in time domain as many sub-carriers are added by the IFFT. The efficiency of power amplifiers at the transmitter is degraded due to the high PAPR [52]. Many solutions were proposed to reduce the
PAPR value in OFDM [51,53]. However, the high PAPR is more critical in the uplink where the battery energy of the User Equipment (UE) is limited. In the downlink, there is more freedom in the power requirement. Thus, OFDM is used in the downlink scenarios of many current technologies [29–31]. Another disadvantage of OFDM is its sensitivity to the carrier frequency offset and Doppler spread [54,55]. The OFDM frequency offset is caused by the mismatch in the frequency of the local oscillators in both the transmitter and the receiver. Another cause for the carrier frequency offset is the Doppler shift which results from the movement of both the transmitter and receiver or the objects surrounding them. The carrier frequency offset and Doppler spread cause ICI which results in the loss of the sub-carriers orthogonality.

OFDM is adopted in many wireless standards such as: LTE [29], Worldwide Interoperability for Microwave Access (Wi-MAX) [30], digital video broadcasting [32] and IEEE802.11a (Wi-Fi) [31]. In the following section, we discuss the implementation of OFDM into the LTE downlink standard.

2.3 Downlink LTE

The LTE was initiated in 2004 and is currently one of the main technologies commercialized for the 4th generation cellular services [56]. This technology aims to provide a high data rate, low latency and packet optimized radio access technology supporting flexible bandwidth deployments. In this section, an overview of the LTE downlink standard [29] is provided. The LTE downlink scenarios will be used in our simulations throughout this thesis.

2.3.1 LTE frame/subframe structure

In the LTE, various channels are used to transmit different types of data through the radio access network [29]. These channels are divided into the following: physical channels, transport channels and logical channels. The physical channels are used to carry user data and control messages that originate from higher layers. The transport channels are used to transfer information to MAC (Medium Access Control) layer or higher layers while the logical channels provide services to the MAC layer. In the LTE downlink, we are more interested in the physical channels, particularly in the Physical Downlink Shared Channel (PDSCH) [29].
The PDSCH is a physical channel that carries data dynamically allocated to users. The user data are carried as transport blocks. In the PDSCH, the turbo coding with recursive convolutional encoders is used to combat errors [29]. The data in the PDSCH are mapped into spatial layers based on the LTE downlink transmission modes (e.g., open/closed loop spatial multiplexing, transmit diversity, or beamforming). After that, the data are mapped to a constellation (e.g., QPSK, 16 QAM or 64 QAM). Then, the physical resources are mapped to a radio frame.

There are two types of the radio frame structure: Radio frame type 1 and type 2 [29]. Radio frame type 1 is applicable to the Frequency Division Duplexing (FDD) [29] in full duplex and half duplex modes. The radio frame type 2 is reserved for the Time Division Duplexing (TDD) [29]. In this thesis, we focus on the LTE radio frame type 1. Figure 2.2 shows the structure of the LTE radio frame of type 1. In this type, every frame contains 10
Figure 2.3: LTE downlink resource block with CRS for one transmit antenna.

Sub-frames that span over a duration of 10 ms. A sub-frame contains two slots that occupy a duration of 1 ms in time. A slot occupies a duration of 0.5 ms and contains 7 OFDM symbols. A CP is attached at the beginning of every OFDM symbol. In the LTE, there are two types of CP: normal CP (short) and extended CP (long). The objective of the extended CP is to address fading channels with longer delay spread. In this thesis, we consider the case of the normal CP. In OFDM symbol 0, the CP duration is $5.21 \mu s$, while at OFDM symbols 1 to 6, it is $4.69 \mu s$ [29].

Figure 2.3 shows the time-frequency grid of Resource Elements (REs) in a sub-frame with two slots and one resource block. An RE occupies one OFDM symbol in time and one sub-carrier in frequency. A resource block occupies one slot in time (7 OFDM symbols) and $N_f = 12$ sub-carrier in frequency. In order to perform the channel estimation, known pilot symbols (also called reference signals) are inserted in the time-frequency grid (see Figure 2.2). In the LTE downlink, there are two types of reference signals that support the PDSCH transmission [29]. These two reference signals are: UE-specific Reference Signal (UE-RS) and Cell-specific reference signals (CRS). In the simulations throughout this thesis, the CRS signals are used. Figure 2.3 shows an example of the distribution of the CRS samples (pilots) in a sub-frame for one antenna port.
Zadoff-Chu sequences

Zadoff-Chu sequences [57] are CAZAC sequences (sequences with constant amplitude and zero autocorrelation) that are used in the LTE downlink as a primary synchronization signal for synchronization in the frequency domain [29]. The $u$th root Zadoff-Chu sequence is given by

$$x_u(n) = e^{-j\pi un(NZF)}, \quad n = 0, ..., NZF - 1,$$  \hspace{1cm} (2.1)

where $N_{ZF}$ is the length of a Zadoff-Chu sequence.

The Zadoff-Chu sequences have a constant amplitude, ideal cyclic auto-correlation and very good cross-correlation properties [56]. The DFT of a Zadoff-Chu sequence $x_u(n)$ is a weighted cyclic-shifted Zadoff-Chu sequence $X_w(k)$ [56]. Thus, Zadoff-Chu sequences can be generated directly in the frequency domain without the need for the DFT. In our simulations throughout this thesis, Zadoff-Chu sequences are used to generate the CRS signals (pilot symbols) in the frequency domain.

### 2.3.2 Downlink LTE system parameters

OFDM is adopted as the modulation scheme for the LTE downlink [29]. The LTE supports QPSK, 16-QAM and 64-QAM modulation schemes [29]. Table 2.1 shows parameters associated with designing the time-frequency grid of the REs in the LTE downlink. The frequency spacing $\Delta f$ between every two consecutive sub-carriers is 15 kHz. The sampling rate is $f_s = \Delta f N_{DFT}$. For different bandwidths as shown in Table 2.2, although the duration of the short CP is the same, the number of samples are different. This is because for different bandwidths, the sampling frequency is different as presented in Table 2.1.

### 2.4 MIMO principles

MIMO refers to the use of multiple antennas at the base station and the UE. Such setup can provide spatial diversity in a dense multipath scattering environment, which improves the reliability of the data link. MIMO also can increase the throughput of the wireless communication system. The MIMO setup can be used with different transmission techniques (e.g.,
Table 2.1: LTE system parameters

<table>
<thead>
<tr>
<th></th>
<th>1.4 MHz</th>
<th>3 MHz</th>
<th>5 MHz</th>
<th>10 MHz</th>
<th>15 MHz</th>
<th>20 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sub-carrier spacing</td>
<td>15 kHz</td>
<td>15 kHz</td>
<td>15 kHz</td>
<td>15 kHz</td>
<td>15 kHz</td>
<td>15 kHz</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>1.92 MHz</td>
<td>3.84 MHz</td>
<td>7.68 MHz</td>
<td>15.36 MHz</td>
<td>23.04 MHz</td>
<td>30.72 MHz</td>
</tr>
<tr>
<td>FFT size ($N_{DFT}$)</td>
<td>128</td>
<td>256</td>
<td>512</td>
<td>1024</td>
<td>1536</td>
<td>2048</td>
</tr>
<tr>
<td>Used sub-carriers</td>
<td>72</td>
<td>180</td>
<td>300</td>
<td>600</td>
<td>900</td>
<td>1200</td>
</tr>
<tr>
<td>No. of resource blocks</td>
<td>6</td>
<td>15</td>
<td>25</td>
<td>50</td>
<td>75</td>
<td>110</td>
</tr>
<tr>
<td>No. of samples per slot</td>
<td>960</td>
<td>1920</td>
<td>3840</td>
<td>7680</td>
<td>11520</td>
<td>15360</td>
</tr>
<tr>
<td>OFDM symbols per slot (short CP)</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2.2: CP duration

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>Short CP</th>
</tr>
</thead>
</table>
| 1.4 MHz   | 5.21 $\mu$s for symbol 0 (10 samples) 
4.69 $\mu$s for symbols 1-6 (9 samples per symbol) |
| 3 MHz     | 5.21 $\mu$s for symbol 0 (20 samples) 
4.69 $\mu$s for symbols 1-6 (18 samples per symbol) |
| 5 MHz     | 5.21 $\mu$s for symbol 0 (40 samples) 
4.69 $\mu$s for symbols 1-6 (36 samples per symbol) |
| 10 MHz    | 5.21 $\mu$s for symbol 0 (80 samples) 
4.69 $\mu$s for symbols 1-6 (72 samples per symbol) |
| 15 MHz    | 5.21 $\mu$s for symbol 0 (120 samples) 
4.69 $\mu$s for symbols 1-6 (108 samples per symbol) |
| 20 MHz    | 5.21 $\mu$s for symbol 0 (160 samples) 
4.69 $\mu$s for symbols 1-6 (140 samples per symbol) |

spatial multiplexing, transmit diversity, receive diversity and beamforming). Based on the selected transmission technique, one or more of the following gains can be exploited: multiplexing gain, diversity gain and array gain. Most of the transmission techniques focus on multiplexing gain or diversity gain as it is difficult to obtain all the three gains [58].

Consider a MIMO OFDM system with $N_t$ transmit antennas and $N_r$ receive antennas. In the frequency domain, the received signal at $r$th receive antenna, as shown in Figure 2.4, can be expressed as:

$$z_r = \sum_{k=1}^{N_t} S_k h_{r,k} + n_r, \quad r = 1, ..., N_r,$$

(2.2)

where $k$ is the transmit antenna index, $S_k$ is a diagonal matrix of data and pilot symbols, $h_{r,k}$
is a channel fading vector between the $k$th transmit antenna and the $r$th receive antenna, $n_r$ is a complex white Gaussian noise vector with a variance $\sigma_n^2$.

2.5 Spatial multiplexing

Spatial multiplexing is a MIMO technique that can provide higher data rates by transmitting independent encoded and modulated data streams [28]. In spatial multiplexing, for equal number of antennas at the transmitter and receiver, the spatial multiplexing gain is directly proportional to the number of antennas. This can be represented in terms of data streams as the following [28]:

$$N_s = \min(N_t, N_r), \quad (2.3)$$

where $N_s$ is the number of data streams. Equation (2.3) shows that a higher throughput can be achieved with no requirement for more bandwidth. Thus, the spectral efficiency of the MIMO system increases with increase in the number of transmit and receive antennas. Although this technique increases the transmission data rate, its performance is affected by the lack of redundancy in the transmitted data.

Open/closed loop spatial multiplexing transmission modes were introduced in the LTE downlink [29] in Release 8. In these modes, the base station uses more than one transmit antenna (i.e., 2, 4 or 8). In the open loop spatial multiplexing transmission mode, the transmitter has no feedback on the channel state information from the receiver. This mode is
used when the channel is rapidly changing due to the fast movement of the UE. In the closed loop spatial multiplexing transmission mode, the UE sends a feedback on the channel state information to the base station. However, this mode is only applicable for channels with low mobility (i.e., fading channels with low Doppler frequency). In Chapters 3 to 5, the open loop spatial multiplexing transmission mode is selected for our investigation.

2.6 Doubly-selective channels

The wireless mobile radio channel is frequency-selective and time-selective. The time and frequency selectivity of the fading channel is commonly called the doubly-selective channel [59, 60]. The frequency-selectivity is caused by the multipath propagation and can be characterized by a delay spread. The channel time-selectivity is caused by the moving transmitter and/or receiver and/or objects within the transmission environment and it can be characterized by a Doppler spread. In OFDM systems, the accurate estimation of doubly-selective channels in time and frequency is crucial for achieving a high detection performance.

The Wide Sense Stationary Uncorrelated Scattering (WSSUS) channel model [61] can be used to model the typical mobile radio wireless channel [62, 63]. In the WSSUS channel model, the fading coefficients from different paths are statistically independent. The WSSUS channel impulse response can be modelled as [63],

$$h(t, \tau) = \sum_{l=0}^{L-1} \gamma_l(t) \delta(\tau - \tau_l), \quad (2.4)$$

where $t$ is time and $\gamma_l(t)$ represent Wide Sense Stationary (WSS) complex Gaussian processes. For WSSUS, $\gamma_l(t)$ are uncorrelated for different paths, $\tau_l$ is the delay for the $l$th path and $L$ is the number of paths. The frequency response of the WSSUS channel can be obtained applying the Fourier transform to (2.4) over the delay $\tau$,

$$H(t, f) = \sum_{l=0}^{L-1} \gamma_l(t) e^{-2\pi j f \tau_l}, \quad (2.5)$$

where $f$ is frequency. In the following subsections, we discuss the classical fading simulator based on Clarke’s and Jakes’ models.
2.6.1 Clarke’s channel model

One of the first proposed mathematical models of the fading channel is Clarke’s model [64]. A special case of Clarke’s reference model is Jakes’ model [65]. However, Jakes’ model is not WSS and does not meet most of the statistical properties of Clarke’s reference model [66]. Many modifications to Jakes’ model were proposed [66–71] to improve some of it statistical properties.

In [64], Clarke developed an isotropic scattering model for narrowband cellular channels assuming a fixed transmission with a vertically polarized antenna. In his model, Clarke assumed that the field incident on the mobile antenna to be comprised of a number of azimuthal plane waves that have arbitrary carrier phases and arbitrary azimuthal angles of arrival. When there is no line of sight path, every wave has equal average amplitude. Thus, the arrived scattered components at the receive antenna are expected to experience similar attenuation in transmissions over small distances.

Let a low-pass fading process describes a frequency-flat fading channel with \( N_{pc} \) propagation channels. Then, in complex form, it can be given by

\[
h(t) = h_R(t) + jh_\Im(t),
\]  

where

\[
h_R(t) = E_0 \sum_{n=1}^{N_{pc}} C_n \cos(\omega_d t \cos(\alpha_n) + \phi_n),
\]  

\[
h_\Im(t) = E_0 \sum_{n=1}^{N_{pc}} C_n \sin(\omega_d t \cos(\alpha_n) + \phi_n),
\]

where \( E_0 \) is a scaling factor; \( \omega_d \) is the angular Doppler frequency with \( \omega_d = 2\pi f_d \), \( f_d \) is the Doppler frequency; \( C_n \) is a random gain of the \( n \)th path and \( \alpha_n \) and \( \phi_n \) are phases uniformly distributed over \([-\pi, \pi)\).

The auto-correlation and cross-correlation functions associated with Clarke’s model are given by the following [65]:

\[
R_{h_Rh_R}(\tau) = \mathbb{E}(g_r(t)g_r(t + \tau)) = J_0(\omega_d \tau),
\]
\[ R_{h_3h_3}(\tau) = J_0(\omega_d \tau), \]  
\[ R_{h_3h_8}(\tau) = 0, \]  
\[ R_{h_3h_8}(\tau) = 0, \]  
\[ R_{h_8}(\tau) = 0, \]  
\[ R_{h_8}(\tau) = 2J_0(\omega_d \tau), \]

where \( J_0(\cdot) \) is the zero-order Bessel function of the first kind [65].

### 2.6.2 Jakes’ channel model

Jakes’ channel model [65] is a simplified version of the Clarke’s reference model. Jakes’ model makes the following assumptions to Clarke’s model:

\[ C_n = \frac{1}{\sqrt{N}}, \]  
\[ \alpha_n = \frac{2\pi n}{N}, \quad n = 1, \ldots, N, \]  
\[ \phi_n = 0, \quad n = 1, \ldots, N, \]

When the assumptions in (2.14) to (2.16) are applied to Clarke’s model, we arrive at the complex form of Jakes’ channel model (2.6) with the real and imaginary parts given by

\[ h_{y}(t) = \frac{2}{\sqrt{N}} \sum_{n=1}^{M_{os}} a_n \cos(\omega_n t), \]  
\[ h_{\gamma}(t) = \frac{2}{\sqrt{N}} \sum_{n=1}^{M_{os}} b_n \sin(\omega_n t), \]

where \( N = 4M_{os} + 2 \) and \( M_{os} \) represents the number of oscillators. The variables \( a_n \) and \( b_n \) are obtained as the following [65]

\[ a_n = \begin{cases} \sqrt{2} \cos(\beta_0) & n = 0 \\ 2 \cos(\beta_n) & n = 0, 1, \ldots, M_{os} \end{cases} \]  
\[ b_n = \begin{cases} \sqrt{2} \sin(\beta_0) & n = 0 \\ 2 \sin(\beta_n) & n = 0, 1, \ldots, M_{os} \end{cases} \]
Table 2.3: LTE channel power delay profiles

<table>
<thead>
<tr>
<th></th>
<th>EPA</th>
<th>EVA</th>
<th>ETU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tap</td>
<td>Delay (ns)</td>
<td>Power (dB)</td>
<td>Delay (ns)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>-1.0</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>-2.0</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>-3.0</td>
<td>310</td>
</tr>
<tr>
<td>5</td>
<td>110</td>
<td>-8.0</td>
<td>370</td>
</tr>
<tr>
<td>6</td>
<td>190</td>
<td>-17.2</td>
<td>710</td>
</tr>
<tr>
<td>7</td>
<td>410</td>
<td>-20.8</td>
<td>1090</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>1730</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>-</td>
<td>2510</td>
</tr>
</tbody>
</table>

\[
\beta_n = \begin{cases} 
\pi/4 & \text{if } n = 0 \\
(\pi n)/M_{os} & \text{if } n = 0, 1, \ldots, M_{os} 
\end{cases} \tag{2.21}
\]

\[
\omega_n = \begin{cases} 
\omega_d & \text{if } n = 0 \\
\omega_d \cos\left(\frac{2\pi n}{N}\right) & \text{if } n = 0, 1, \ldots, M_{os} 
\end{cases} \tag{2.22}
\]

The assumptions in (2.14) to (2.16) result in Jakes’ channel model being a deterministic model [67]. Jakes’ channel model (or its modifications) is often used for fading channel simulation.

### 2.7 LTE propagation channel models

The LTE standard defines three PDP models for multipath propagation [72]: Extended Typical Urban (ETU), Extended Vehicular A (EVA) and Extended Pedestrian A (EPA) models. As shown in Table 2.3, the ETU PDP represents a high delay spread, while the EVA and EPA PDPs represent medium and low delay spreads, respectively, in comparison to the short CP duration. The multipath fading channel in the LTE standard is often described by one of the PDPs and a maximum Doppler frequency. The Doppler frequency can be computed as

\[
f_d = \frac{vf_c}{c} \cos(\alpha_n), \tag{2.23}
\]

where \(v\) is the velocity of the moving object measured in meters per seconds (m/s), \(f_c\) is the carrier frequency in Hertz, \(c\) is the speed of light \((c \approx 3 \times 10^8 \text{ m/s})\) and \(\alpha_n\) is the angle of arrival for the \(n\)th path. To obtain the maximum Doppler frequency in (2.23), we set \(\cos(\alpha_n) = 1\). For example, for a carrier frequency of 2 GHz, a velocity of the user mobile of
52.5 m/s (about 189 km/h), the maximum Doppler frequency can be calculated as

\[ f_d = \frac{(52.5) \times (2 \times 10^9)}{3 \times 10^8} \approx 350 \text{Hz}. \] (2.24)

### 2.8 Channel estimation

The channel state information can be obtained through blind channel estimation [73–76], semi-blind channel estimation [73,77–79] or pilot-based channel estimation [1,80–83]. In the blind channel estimation, the input of the channel is unavailable at the receiver and pilot symbols are not used [73–76]. In the literature, many blind channel estimation techniques were proposed. Most of these techniques rely on the evaluation of second or higher order channel statistics to perform channel estimation [75]. The blind channel estimation avoids the large overhead in the spectral efficiency caused by the addition of pilot signals. However, it requires an accurate knowledge of the channel length and the channel correlation matrix as well as a high computational complexity [83]. Also, it requires a large time interval (number of symbols) for the estimation. This can be unavailable in fast varying channels. On the other hand, semi-blind channel estimation employs techniques that are proposed for blind channel estimation with partial knowledge of the channel [79]. In the semi-blind channel estimation, the partial knowledge of the channel can be obtained by using the known pilot symbols [79]. In this thesis, the channel estimation is mostly semi-blind, as the estimation is relying on unknown data with partial knowledge of the channel through pilot-based channel estimation.

In the LTE downlink, the pilot-based channel estimation is a two dimensional problem. As the channel is varying in time and frequency (doubly-selective channel), pilots are distributed over the time-frequency grid (see Figure 2.3). Then, these pilots are used to estimate the doubly-selective channel. This can be achieved by using separable one-dimensional channel estimators [84] or a joint time-frequency channel estimator (i.e., a two-dimensional estimator). Two-dimensional channel estimators are more accurate, but they can require a high computational load. In the following section, the pilot-based channel estimation using BEMs is introduced, which can reduce the channel estimation complexity.
2.9 BEM channel estimation

BEMs can be used to estimate doubly-selective channels in time and frequency [2–4]. The time varying channel response $h$ can be represented in terms of BEMs as:

$$ h = Ba, $$

(2.25)

where $B$ is an $N \times M$ matrix of basis functions, $N$ is the length of data package, $M$ is the number of basis functions, and $a$ is an $M \times 1$ vector of expansion coefficients. This may reduce the complexity of channel estimation as $M$ is usually much smaller than $N$.

The two dimensional BEM matrix $B$ in time and frequency can be computed by [23]

$$ B = B_t \otimes B_f, $$

(2.26)

where $B_t$ is an $N_{OFDM} \times M_t$ matrix of basis functions in time, $M_t$ is the number of basis functions in time, $\otimes$ denotes the Kronecker product, $B_f$ is an $N_f \times M_f$ matrix of basis functions in frequency and $M_f$ is the number of basis functions in frequency. The time-frequency basis functions can be found by selecting the highest $M_t$ and $M_f$, $M = M_t M_f$, that provides a low approximation error in the case of the worst channel (e.g., in this thesis, the ETU channel).

Different BEMs have been considered in the literature for the estimation of doubly-selective channels. Karhunen-Loeve (KL) [5, 85] and Discrete Prolate Spheroidal Sequences (DPSS) [6, 7] basis functions can provide high accuracy when approximating the fading channel. However, KL and DPSS BEMs require the knowledge of the statistical information of the channel. Complex Exponentials (CE) [4], B-splines [8–10] and Lagendre polynomials [86] basis functions do not require the knowledge of the channel information, but they can provide a lower channel approximation performance in comparison to that of the KL and the DPSS basis functions [87]. On the other hand, the complexity of estimation with the CE and cubic B-splines can be lower than that with the KL and the DPSS [87]. In this thesis, we consider DPSS as the basis functions used to estimate the frequency variations of the fading channel and parabolic B-splines for the time variations. However, these basis functions are only used for demonstration purpose, and other basis functions can be equally used. Below,
we introduce the DPSS and the parabolic B-spline basis functions.

### 2.9.1 Discrete Prolate Spheroidal Sequences (DPSS)

The DPSS (also called Slepian sequences [88]) are widely used for the approximation of frequency-selective and time-selective fading channels [7, 12, 59]. These functions are orthogonal [59] and optimal (i.e., they are KL basis functions) in multipath channels with a uniform PDP within the channel delay spread. In frequency-selective channels, the BEM matrix $B_f$ of DPSS is given by:

$$
[B_f]_{u,l} = \beta_l(u), \quad u = 1, ..., N_f,
$$

where $l$ refers to the $l$th basis function, $l = 1, ..., M_f$, and $\beta_l(u)$ represent the first $M_f$ eigenvectors with the highest eigenvalues of a matrix $M$ given by

$$
[M]_{i,j} = \frac{\sin[\Omega(i - j)]}{\Omega(i - j)}, \quad i, j = 1, ..., N_f,
$$

$\Omega$ is a value in the range $(0, \frac{1}{2})$, $\Omega = \frac{\tau_{max} \Delta f}{2}$, $\tau_{max}$ is the channel delay spread, and $\Delta f$
Figure 2.6: Parabolic B-splines basis functions $B_t$ for $N_{OFDM} = 14$ and $M_t = 4$.

is the frequency spacing between two consecutive sub-carriers (e.g., $\Delta f = 15$ kHz for the LTE [29]). Figure 2.5 shows an example of the DPSS for $M_f = 5$ basis functions and $N_f = 36$ sub-carriers.

### 2.9.2 Parabolic B-splines

B-splines are popular and widely used for the approximation of continues functions. B-splines can provide a high estimation accuracy with a low computational load [8–10]. B-spline of order $q$ is given by [10]:

$$B_q(t_n) = \frac{1}{q!} \sum_{i=0}^{q+1} (-1)^i \binom{q+1}{i} \left( \frac{t_n - (q+1)/2}{T_b} \right)_+^q,$$

(2.29)

where $(x)_+ = \max\{0, x\}$, $t_n$ is a time instant given by $t_n = (n - 1) - (m - ((q + 1)/2))T_b$, $n = 1, ..., N_{OFDM}$, $m = 1, ..., M_t$, and $T_b$ is the spacing between two basis functions, $T_b =$
\((N_{\text{OFDM}} - 1)/(M_t - 1)\). For the parabolic B-spline \((q = 2)\), the matrix \(B_t\) is generated by

\[
[B_t]_{n,m} = B_2(t_n) = \begin{cases} 
\frac{3}{4} - \frac{t_n^2}{T_b^2}, & |t_n| < \frac{T_b}{2}; \\
\frac{1}{2}(\frac{t_n}{T_b})^2 - \frac{3|t_n|}{2T_b} + \frac{9}{8}, & |t_n| \geq \frac{T_b}{2}; \\
0, & \text{otherwise}.
\end{cases} 
\quad (2.30)
\]

In Figure 2.6, an example of basis functions generated using (2.30) for \(N_{\text{OFDM}} = 14\) OFDM symbols and \(M_t = 4\) is shown.

2.10 Pilot-based channel estimation using BEMs

2.10.1 Least Squares (LS) pilot-based channel estimation

For the case of a SISO OFDM system, the received signal model can be given by

\[
z = Sh + n, 
\quad (2.31)
\]

where \(z\) is an \(N \times 1\) received signal vector, \(S\) is an \(N \times N\) diagonal matrix of data and pilot symbols, \(h\) is an \(N \times 1\) vector of channel frequency response and \(n\) is an \(N \times 1\) vector of white Gaussian noise. From (2.31), the received pilot signal can be described as

\[
z_p = S_p h_p + n_p, 
\quad (2.32)
\]

where \(z_p\) is an \(N_p \times 1\) vector of received pilots, \(p = 1, ..., N_p\), \(N_p\) is the total number of pilot symbols, \(S_p\) is an \(N_p \times N_p\) diagonal matrix of pilot symbols, \(h_p\) is an \(N_p \times 1\) vector of channel frequency response at pilot locations and \(n_p\) is an \(N_p \times 1\) vector of white Gaussian noise at pilot locations. The pilot symbol matrix \(S_p\) can be obtained from \(S\) by selecting the pilot locations, and thus we have

\[
S_p = \begin{bmatrix}
    s(0) & 0 & \cdots & 0 \\
    0 & s(1) & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & s(N_p - 1)
\end{bmatrix}. 
\quad (2.33)
\]

Representing the channel vector \(h\) in terms of BEMs, we have \(h = Ba\). The LS estimate
\( \hat{a}_{LS} \) of the expansion coefficients \( a \) can be obtained by the following:

\[
\hat{a}_{LS} = (B_p^H S_p^H S_p B_p)^{-1} B_p^H S_p^H z_p,
\]

(2.34)

where \( B_p \) is an \( N_p \times M \) matrix of basis functions obtained from \( B \) at pilot location.

Now, we consider the case of a time varying MIMO OFDM system. The received signal model can be described by

\[
z = \Psi a + n,
\]

(2.35)

where \( z \) is an \( NN_r \times 1 \) vector of received signals, \( z = [z_1^T, \ldots, z_r^T, \ldots, z_{NN_r}^T]^T \), \( z_r \) is an \( N \times 1 \) received vector at the \( r \)th receive antenna, \( N_r \) is the number of receive antennas, \( \Psi \) is an \( NN_r \times MN_t N_r \) matrix, \( \Psi = I_{N_r} \otimes [S_1 B, \ldots, S_k B, \ldots, S_{N_r} B] \), \( S_k \) is an \( N \times N \) diagonal matrix of data and pilot symbols transmitted by the \( k \)th transmit antenna, \( N_t \) is the number of transmit antennas, \( a = [a_1^T, \ldots, a_r^T, \ldots, a_{NN_r}^T]^T \), \( a_r = [a_{r,1}^T, \ldots, a_{r,k}^T, \ldots, a_{r,N_t}^T]^T \), \( a_{r,k} \) is an \( M \times 1 \) vector of BEM expansion coefficients for the channel between the \( k \)th transmit antenna and the \( r \)th receive antenna, \( n \sim N_C(0, \sigma_n^2 I_{NN_r}) \) is an \( NN_r \times 1 \) vector of complex-valued Gaussian noise with variance \( \sigma_n^2, n = [n_1^T, \ldots n_r^T, \ldots, n_{NN_r}^T]^T \), and \( n_r \) is an \( N \times 1 \) noise vector on the \( r \)th receive antenna.

The received data and pilot signals can be obtained from (2.35) as

\[
z_d = \Psi_d a + n_d,
\]

(2.36)

\[
z_p = \Psi_p a + n_p,
\]

(2.37)

where \( z_d \) is an \( N_d N_r \times 1 \) vector of received data, \( z_d = [z_{d,1}^T, \ldots, z_{d,r}^T, \ldots, z_{d,NN_r}^T]^T \), \( z_{d,r} \) is an \( N_d \times 1 \) vector of received data at the \( r \)th receive antenna, \( N_d \) is the number of data symbols, \( \Psi_d = I_{N_r} \otimes [S_{d,1} B_d, \ldots, S_{d,k} B_d, \ldots, S_{d,NN_t} B_d] \) is \( N_d N_r \times MN_t N_t \) matrix, \( S_{d,k} \) is an \( N_d \times N_d \) diagonal matrix obtained from \( S_k \) at data locations, \( B_d \) is an \( N_d \times M \) matrix of basis functions (\( B \) at data locations), \( n_d \) is an \( N_d N_r \times 1 \) vector of complex-valued Gaussian noise, \( z_p \) is an \( N_p N_r \times 1 \) vector of received pilot symbols, \( N_p \) is the number of pilot symbols, \( \Psi_p = I_{N_r} \otimes [S_{p,1} B_p, \ldots, S_{p,k} B_p, \ldots, S_{p,NN_t} B_p] \) is \( N_p N_r \times MN_t N_t \) matrix, \( S_{p,k} \) is an \( N_p \times N_p \) diagonal matrix obtained from \( S_k \) at pilot locations, \( B_p \) is an \( N_p \times M \) matrix of basis functions (\( B \) at pilot locations), \( n_p \) is an \( N_p N_r \times 1 \) vector of complex-valued Gaussian noise.
The LS estimate $\hat{a}_{LS}$ of $a$ is given by

$$\hat{a}_{LS} = (\Psi_p^H \Psi_p)^{-1} \Psi_p^H z_p.$$  \hfill (2.38)

The implementation of the LS channel estimator is straightforward. However, the LS channel estimation does not take into account the effect of the additive noise and the channel time-frequency correlation. It enhances the noise power and results in a degraded performance.

### 2.10.2 Pilot-based LMMSE BEM channel estimation

Pilot-based LMMSE BEM channel estimation extends the LS channel estimation by taking into account the noise power and channel time-frequency correlation. For the SISO case, the BEM-based LMMSE channel estimate $\hat{a}_{LMMSE}$ of $a$ can be obtained by the following:

$$\hat{a}_{LMMSE} = (B_p^H S_p^H S_p B_p + \Gamma)^{-1} B_p^H S_p^H z_p,$$  \hfill (2.39)

where $\Gamma$ is an $M \times M$ regularization matrix, $\Gamma = \sigma_n^2 R_a^{-1}$ and $R_a$ is an $M \times M$ covariance matrix of the expansion coefficients. The covariance matrix $R_a$ is given by

$$R_a = \mathbb{E}[aa^H].$$  \hfill (2.40)

An explicit expression for the covariance matrix of the expansion coefficients $R_a$ can be obtained using the channel covariance matrix $\Upsilon$ as the following

$$\Upsilon = \mathbb{E}[hh^H]$$

$$= \mathbb{E}[Baa^H B^H]$$

$$= B \mathbb{E}[aa^H] B^H$$

$$= BR_a B^H.$$  \hfill (2.41)

Rearranging (2.41) to obtain an expression for $R_a$, we multiply the left side of $\Upsilon$ by $(B^H B)^{-1} B^H$ and the right side of $\Upsilon$ by $B((B^H B)^{-1})$. From this, $R_a$ can be found as

$$R_a = \mathbb{E}[a_r a_r^H] = (B^H B)^{-1} B^H \Upsilon B (B^H B)^{-1}.$$  \hfill (2.42)
For the case of MIMO OFDM, using the linear models for data and pilots in (2.36) and (2.37), the LMMSE estimate \( \hat{a}_{LMMSE} \) is given by

\[
\hat{a}_{LMMSE} = (\Psi_p^H \Psi_p + \Gamma_{MIMO})^{-1} \Psi_p^H z_p,
\]  

(2.43)

where \( \Gamma_{MIMO} = \sigma_n^2 (I_{N_r} \otimes I_{N_t} \otimes R_a)^{-1} \). In the following section, we show how the channel estimates are used in MIMO detection.

### 2.11 Linear MIMO mismatched detection

In this section we introduce two popular linear detectors: Zero Forcing (ZF) detector and Minimum Mean Square Error (MMSE) detector. These detectors assume that the channel estimates used in the detection process are perfect. However, in practice, the obtained channel estimates are imperfect and thus when used in these detectors they are called mismatched detectors. The ZF and MMSE detectors are Symbol-by-Symbol (SbS) detectors. This means that the detection is performed on a symbol basis. Therefore, we simplify the signal model in (2.35) which describes all data and pilot symbols. For the SbS case, \( z \) is simplified to \( z = [z^{(i)}_1, ..., z^{(i)}_{N_r}, ..., z^{(i)}_{N_r}]^T, i = 1, ..., N, \) \( z^{(i)}_r \) is the \( i \)th element of the received vector \( z_r \), \( \Psi \) is simplified to \( \Psi = I_{N_r} \otimes [s^{(i)}_1 b^{(i)}, ..., s^{(i)}_{N_t} b^{(i)}] \), \( s^{(i)}_k \) is the \( i \)th element of the transmitted vector \( s_k \), \( S_k = \text{diag}(s_k) \), \( b^{(i)} \) is an \( 1 \times M \) vector obtained as the \( i \)th row of the matrix \( B \).

#### 2.11.1 ZF MIMO mismatched detection

ZF MIMO detection is a linear MIMO detection technique that provides sub-optimal performance with a relatively low complexity. In this detection, the ZF filter is simply an inverse filter which eliminates the ISI while the effect of noise is ignored. Therefore, the performance of this detector is degraded due to the enhancement of the noise. The ZF filter is given by [43]

\[
F_{ZF} = (H_i^H H_i)^{-1} H_i^H,
\]  

(2.44)
where $\mathbf{H}_i$ is an $i$th $N_r \times N_t$ MIMO channel matrix given by

$$
\mathbf{H}_i = \begin{bmatrix}
    h_{1,1}^{(i)} & \cdots & h_{1,k}^{(i)} & \cdots & h_{1,N_t}^{(i)} \\
    \vdots          & \ddots & \vdots           & \ddots & \vdots \\
    h_{r,1}^{(i)} & \cdots & h_{r,k}^{(i)} & \cdots & h_{r,N_t}^{(i)} \\
    \vdots          & \ddots & \vdots           & \ddots & \vdots \\
    h_{N_r,1}^{(i)} & \cdots & h_{N_r,k}^{(i)} & \cdots & h_{N_r,N_t}^{(i)}
\end{bmatrix},
$$

where $h_{r,k}^{(i)}$ is the $i$th element of a channel vector $\mathbf{h}_{r,k}$ that describes the channel frequency response between the $r$th receive and $k$th transmit antennas. Using (2.44), the $i$th symbol estimate in the linear ZF detector is given by [43]

$$
\hat{s}_{ZF}^{(i)} = \mathbf{F}_{ZF} \mathbf{z}^{(i)} = (\mathbf{H}_i^H \mathbf{H}_i)^{-1} \mathbf{H}_i^H \mathbf{z}^{(i)},
$$

(2.46)

where $\hat{s}_{ZF}^{(i)}$ is an $N_t \times 1$ vector of estimates of the transmitted data symbols, $\mathbf{s}_{ZF}^{(i)} = [s_1^{(i)}, \ldots, s_k^{(i)}, \ldots, s_{N_t}^{(i)}]^T$, $\mathbf{z}^{(i)}$ is an $i$th $N_r \times 1$ vector of received signals, $\mathbf{s}^{(i)} = [s_1^{(i)}, \ldots, s_k^{(i)}, \ldots, s_{N_t}^{(i)}]^T$, $\mathbf{s}^{(i)}$ is an $N_t \times 1$ vector of transmitted data symbols, $\mathbf{n}^{(i)} = [n_1^{(i)}, \ldots, n_r^{(i)}, \ldots, n_{N_r}^{(i)}]^T$, and $\mathbf{n}^{(i)}$ is an $N_r \times 1$ vector of complex noise, $\mathbf{n} = [n_1^{(i)}, \ldots, n_r^{(i)}, \ldots, n_{N_r}^{(i)}]^T$. The term $\mathbf{s}^{(i)}$ in (2.46) is free of ISI, thus it is called zero forcing detection (i.e., forces the ISI to zero). The term $[(\mathbf{H}_i^H \mathbf{H}_i)^{-1} \mathbf{H}_i^H \mathbf{n}^{(i)}]$ in (2.46) causes an enhancement of the noise, and subsequently degrades the performance of the ZF detector.

### 2.1.1.2 MMSE MIMO mismatched detection

The ZF detector removes the ISI, but does not give the best detection performance as it does not take the noise enhancement into account. A better linear detector is the MMSE detector which reduces the effect of the ISI while taking into account the effect of noise. The MMSE filter is given by [43]

$$
\mathbf{F}_{MMSE} = (\mathbf{H}_i^H \mathbf{H}_i + \sigma_n^2 \mathbf{I}_{N_t})^{-1} \mathbf{H}_i^H.
$$

(2.47)

Using (2.47), the $i$th symbol estimate in the linear MMSE detector is given by [43]

$$
\hat{s}_{MMSE}^{(i)} = \mathbf{F}_{MMSE} \mathbf{z}^{(i)} = \hat{s}^{(i)} + (\mathbf{H}_i^H \mathbf{H}_i + \sigma_n^2 \mathbf{I}_{N_t})^{-1} \mathbf{H}_i^H \mathbf{n}^{(i)},
$$

(2.48)
where \( \hat{s}_{MMSE}^{(i)} \) is an \( \text{i} \text{th} \) \( N_t \times 1 \) vector of estimates of the transmitted data symbols, \( \hat{s}_{MMSE}^{(i)} = [\hat{s}_1^{(i)}, ..., \hat{s}_k^{(i)}, ..., \hat{s}_{N_t}^{(i)}]^T \). The regularization term \( \sigma_n^2 \mathbf{I}_{N_t} \) causes the effect of the noise power on the symbol estimate to be reduced \([89]\).

### 2.12 Optimal detection

In the previous section, mismatched detectors that have relatively low complexity were discussed. However, these detectors can result in a degraded performance \([43]\). A better detection can be achieved by the use of the optimal detector \([19,20,40–42]\). This detector processes the received data and pilot symbols jointly to detect the transmitted data symbols without explicit channel estimation. The optimal detector exploits the same \( \text{a priori} \) information as that of the mismatched detector with LMMSE channel estimates. However, the LMMSE channel estimator minimizes errors in the channel estimates while the optimal detector minimizes the probability of detection errors \([87]\). Therefore, the optimal detection outperforms the mismatched detection with LMMSE channel estimation \([20]\). Although the optimal detector provides the best performance, it is impractical due to its high complexity. A detailed discussion on the optimal detector, its detection performance and complexity reduction is presented in Chapter 4.

### 2.13 Turbo coding

The noisy channel introduces data errors to the received data. These errors can be corrected by the use of Forward Error Correction (FEC), i.e., channel coding. The FEC encodes the transmitted data bits by adding redundant information bits which allow the receiver to correct the errors. One of popular FEC techniques that is widely used is the turbo coding \([90]\). The turbo coding was first proposed by Berrou, Glavieux and Thitimajshima in \([91,92]\). This coding was shown through numerical simulation to provide a performance close to that of the Shannon channel capacity limit with the Binary Phase Shift Keying (BPSK) modulation scheme. A turbo encoder usually consists of two parallel identical encoders as shown in Figure 2.7. The parallel encoders can be convolutional or block encoders. The first encoder encodes the input bits directly. The second encoder encodes an interleaved version of the input bits using an internal interleaver. This guarantees a low probability of both encoders having input bits that result in low weight outputs \([90]\). For LTE uplink/downlink scenarios \([29]\), the two encoders are 8-state constituent encoders with an interleaver forming a
recursive parallel concatenated convolutional coding. LTE supports turbo codes with a $\frac{1}{3}$-code rate only [29]. In order to achieve different code rates for turbo coding, rate matching is used.

Figure 2.7 shows the detailed structure of the encoders used in turbo codes [29,90]. The turbo encoder has a systematic output $X_k$ and two parity outputs $Z_k$ and $Z'_k$. $D$ refers to a delay. The systematic output $X_k$ is passed without change from the input bits while the two parity outputs $Z_k$ and $Z'_k$ are encoded by convolutional encoders 1 and 2, respectively. The dotted lines in Figure 2.8 refer to trellis termination. The turbo encoder multiplexes the three streams: the systematic output $X_k$ and two parity outputs $Z_k$ and $Z'_k$ (as shown in Figures 2.7 and 2.8).
2.13.1 Turbo decoding

Figure 2.9 shows the general structure of a turbo decoder. For each turbo encoder used, we have one decoder that estimates the \textit{a posteriori} probability (APP) for every data bit. In the LTE, the turbo decoder is a Soft Input Soft Output (SISO) decoder [29]. The first SISO decoder has two inputs: a systematic data input and an \textit{a priori} Log Likelihood Ratio (LLR) input. The second SISO decoder has the same two inputs, but the first input is an interleaved version of the systematic data. The interleaver and deinterleaver are used in the turbo decoding operations to eliminate the correlation between neighbouring data bits. This decoding process is used in an iterative manner for typically 4 to 8 iterations to improve the performance. In this thesis, we perform 8 iterations for the iterative decoder as shown in [93].

The LLR value $\lambda_b$ of a data bit $b$ is obtained as the log of the ratio of two probabilities (i.e., for $b = 1$ or $b = 0$)

$$
\lambda_b = \ln \left[ \frac{P(b = 1 | y)}{P(b = 0 | y)} \right], \quad (2.49)
$$

\noindent where the two probabilities $P(b = 1 | y)$ and $P(b = 0 | y)$ correspond to the reliability in the transmitted data bit $b$ being data bit 1 and data bit 0, respectively. These two probabilities are conditioned on a received sequence $y$ (i.e., the systematic data in Figure 2.9). The conditional probabilities $P(b = 1 | y)$ and $P(b = 0 | y)$ are the APP the turbo decoders estimate for every bit.

Maximum a-posteriori Probability (MAP) decoding algorithm (also known as BCJR algorithm) is a recursive symbol-by-symbol decoding scheme that was initially proposed in [94].
The MAP decoding algorithm provides the optimum decoding performance. However, it is very complicated, especially for large data blocks. Therefore, the data are decoded at the receiver by a simplified versions of the MAP decoding algorithm. This can be achieved by transforming the MAP decoding algorithm to the logarithmic domain in order to reduce its computational complexity. This results in two simplified versions of the MAP algorithm: the Log-MAP and Max-Log-MAP algorithm [95].

In Log-MAP, the Jacobian algorithm can be computed as the following [96]:

\[
\begin{align*}
\max^*(x, y) &= \ln(e^x + e^y) \\
&= \max(x, y) + \ln(1 + e^{-|y-x|}) \\
&= \max(x, y) + f_c(|y-x|),
\end{align*}
\]

where \(f_c(|y-x|)\) is a correction function. \(f_c(|y-x|)\) can be stored in a simple look-up table [96]. The Log-MAP decoding algorithm computed using (2.50) can achieve the close-to-optimal performance of the MAP decoding algorithm with significantly lower complexity [96].

The Max-Log-MAP can be obtained from (2.50) by omitting the correction function \(f_c(|y-x|)\),

\[
\max^*(x, y) \approx \max(x, y).
\] (2.51)

Max Log-MAP decoding algorithm is much faster than Log-MAP, but this is at the expense of a degradation in the decoding performance. Also, the Max Log-MAP algorithm is sub-optimal at low SNR values. Therefore, we consider Log-MAP decoding algorithm for the turbo decoder in our simulations. In the LTE standard [29], Log-MAP and Max Log-MAP algorithms are supported for the turbo decoding.

2.14 Summary

This chapter can be summarized as the following:

- The combination of MIMO and OFDM technologies for wireless communication systems has been discussed.
- Downlink LTE system specifications and parameters were presented and explained. The
implementation of OFDM in the LTE downlink has been discussed.

- Doubly-selective channels have been introduced. Mathematical representations of Clarke’s and Jakes’ channel models were presented.

- Pilot-based channel estimation techniques, such as LS and LMMSE channel estimators using BEMs were introduced. The DPSS and parabolic B-spline basis functions were presented for estimation of channel variations in time and frequency.

- An introduction to linear MIMO mismatched detectors such as ZF and MMSE detectors has been provided. The optimal detector that can outperform the mismatched detectors was briefly discussed.

- Channel coding and decoding using turbo codes were presented and explained.

- The techniques considered in this chapter will be used for our design and simulation in the rest of this thesis.
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Data-aided reweighted iterative channel estimation for MIMO OFDM
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3.1 Introduction

In wireless communications, a wide-band mobile radio channel is doubly-selective in time and frequency. The accurate estimation of such channels is challenging. Pilot-based channel estimation is most often used in practice, but it may provide a low estimation performance. Tentative estimates of data symbols can be used to improve the estimation performance in an iterative manner [12,16,17,97]. In [18], a reweighted channel estimator based on tentative data estimates is shown to outperform the unweighted estimation in a multi-user system with Single Carrier Frequency Division Multiple Access (SC-FDMA) modulation in the LTE uplink scenarios. The weights in [18] are optimized for Gaussian data errors, the assumption that holds for the SC-FDMA modulation. In the downlink LTE scenarios, however the OFDM
modulation is used [29], and the Gaussian assumption on data errors is not applicable. As follows from [18], if the residual power for a resource element (defined by time-frequency location of a transmitted symbol) is smaller than the noise variance, the corresponding weight should be unity as in conventional unweighted estimators. However, for higher residual powers, the higher the power the smaller is the weight. Thus the contribution from potentially erroneous data to the channel estimate is reduced. We can expect that any weights that follow this idea should be effective. In particular, weights optimized in [18] for SC-FDMA can also be expected to be efficient for OFDM. In this chapter, we show that indeed by applying such weights, a significant improvement in the performance of MIMO OFDM systems is achieved.

In this chapter, a sequential interference cancellation scheme with reweighted LMMSE channel estimation is proposed for MIMO OFDM systems. In every iteration, the tentative data symbols are recovered without decoding, thus reducing the estimator complexity. It is shown through simulation for downlink LTE scenarios that the reweighted iterative channel estimation significantly outperforms the conventional unweighted iterative estimation.

The organization of the remainder of this chapter is as follows: In Section 3.2, a signal model is introduced. Weighted channel estimation is described in Section 3.3. In Section 3.4, reweighted iterative BEM based channel estimation is presented. In section 3.5, detection and equalization are discussed. Numerical results are given in Section 3.6. A summary of this chapter is given in Section 3.7.

3.2 Signal model

Consider a MIMO OFDM system. In the frequency domain, the \( N \times 1 \) received signal vector at receive antenna \( r \) can be represented with the following model,

\[
\mathbf{z}_r = \sum_{k=1}^{N_t} \mathbf{S}_k \mathbf{h}_{r,k} + \mathbf{n}_r, \quad r = 1, \ldots, N_r, \tag{3.1}
\]

where \( N \) is the number of data and pilot symbols distributed over time and frequency (OFDM symbols in time and sub-carriers in frequency), \( N_t \) is the number of transmit antennas \((k = 1, \ldots, N_t)\), \( \mathbf{S}_k \) is an \( N \times N \) diagonal matrix of data and pilot symbols transmitted by the \( k \)th transmit antenna, \( \mathbf{h}_{r,k} \) is an \( N \times 1 \) vector describing the channel response between the
kth transmit and rth receive antennas, \( \mathbf{n}_r \) is an \( N \times 1 \) complex-valued noise vector with independent Gaussian elements of zero mean and variance \( \sigma^2_n \) and \( N_r \) is the number of receive antennas. We assume that the channel vector \( \mathbf{h}_{r,k} \) is represented by an \( M \times 1 \) vector \( \mathbf{a}_{r,k} \) of BEM expansion coefficients, i.e.,

\[
\mathbf{h}_{r,k} = \mathbf{B}\mathbf{a}_{r,k},
\]

(3.2)

\( \mathbf{B} \) is an \( N \times M \) matrix with \( M \) columns being the basis functions. We assume that the data symbols of \( \mathbf{S}_k \) are not accurately known and introduce an error diagonal matrix \( \mathbf{E}_k \), i.e., \( \mathbf{S}_k = \bar{\mathbf{S}}_k + \mathbf{E}_k \), and thus (3.1) can be rewritten as

\[
\mathbf{z}_r = \sum_{k=1}^{N_t} \bar{\mathbf{S}}_k \mathbf{h}_{r,k} + \sum_{k=1}^{N_t} \mathbf{E}_k \mathbf{h}_{r,k} + \mathbf{n}_r,
\]

(3.3)

where \( \bar{\mathbf{S}}_k \) is an \( N \times N \) diagonal matrix of tentative data and pilot symbols.

If the diagonal elements (data errors) of the matrix \( \mathbf{E}_k \) were described by Gaussian distribution with a zero-mean and variances \( \sigma^2_{e,k} \), denoting that \( \mathbf{y}_r = \sum_{k=1}^{N_t} \mathbf{E}_k \mathbf{h}_{r,k} + \mathbf{n}_r \) and \( \mathbf{a} = [\mathbf{a}_{r,1}^T, \ldots, \mathbf{a}_{r,k}^T, \ldots, \mathbf{a}_{r,N_t}^T]^T \), we would arrive at the Probability Density Function (PDF) of the received signal

\[
p(\mathbf{z}_r|\mathbf{a}) = \frac{e^{-\mathbf{y}_r^H \mathbf{R}_y^{-1} \mathbf{y}_r}}{\pi^N \det(\mathbf{R}_y)},
\]

(3.4)

where \( \mathbf{R}_y = \mathbb{E}[\mathbf{y}_r \mathbf{y}_r^H] \) is the covariance matrix of the error and noise.

### 3.3 Weighted channel estimation

Although for OFDM systems, the expression in (3.4) does not hold, the weighted channel estimation algorithm that results from the Gaussian model is happened to be also useful for OFDM. Therefore, in this section below we revise the estimator in [18] following from the Gaussian model in (3.4).

In general, the channel estimation problem can be represented as maximizing the log-likelihood function \( \ln[p(\mathbf{z}_r|\mathbf{a})] \) under some constraints, more specifically, 

\[
\hat{\mathbf{a}} = \arg \max_{\mathbf{a} \in \mathcal{A}} \ln[p(\mathbf{z}_r|\mathbf{a})],
\]

(3.5)
where $\mathcal{A}$ is a set of constraints on the vector $a$. E.g., for the LMMSE estimation, the expansion coefficients $a$ are assumed to be zero-mean Gaussian with a covariance matrix $R_a = E[aa^H]$. Using (3.4), the log-likelihood function in (3.5) can be given as [18]:

$$\ln[p(z_r|a)] = -N \ln[\pi] - \ln[\det(R_y)] - y_r^H R_y^{-1} y_r.$$  (3.6)

Letting,

$$\eta_{r,i} = \sum_{k=1}^{N_t} |h_{r,k}^{(i)}| \frac{\sigma_{r,k}^2}{\sigma_n^2},$$  (3.7)

$$\ell_{r,i} = \frac{1}{\sigma_n^2} |z_{r,i} - \sum_{k=1}^{N_t} h_{r,k}^{(i)} s_{k,i}|^2,$$  (3.8)

we obtain

$$\ln[\det(R_y)] = N \ln[\sigma_n^2] + \sum_{i=1}^{N} \ln[\eta_{r,i} + 1],$$  (3.9)

$$y_r^H R_y^{-1} y_r = \sum_{i=1}^{N} \frac{\ell_{r,i}}{\eta_{r,i} + 1},$$  (3.10)

where $h_{r,k}^{(i)}$ is the $i$th element of the channel vector $h_{r,k}$, $z_{r,i}$ is the $i$th element of the received signal vector $z_r$ and $s_{k,i}$ is the $i$th element of $s_k$, $s_k = \text{diag}(S_k)$. Then, (3.6) becomes

$$\ln[p(z_r|a)] = -N \ln[\pi] - N \ln[\sigma_n^2] - \sum_{i=1}^{N} \ln[\eta_{r,i} + 1] - \sum_{i=1}^{N} \frac{\ell_{r,i}}{\eta_{r,i} + 1}. $$  (3.11)

Omitting the terms that do not affect the optimization ($-N \ln[\pi] - N \ln[\sigma_n^2]$), we finally get

$$\ln[p(z_r|a)] = -\sum_{i=1}^{N} \left( \ln[\eta_{r,i} + 1] + \frac{\ell_{r,i}}{\eta_{r,i} + 1} \right),$$  (3.12)

Then, the problem in (3.5) can be rewritten as [18]

$$\hat{a} = \arg \min_{a \in \mathcal{A}} \sum_{i=1}^{N} \left( \ln[\eta_{r,i} + 1] + \frac{\ell_{r,i}}{\eta_{r,i} + 1} \right).$$  (3.13)

The value $\eta_{r,i}$ is a ratio of powers of the data errors and noise for the $i$th data element of the $r$th receive antenna. If $\eta_{r,i} = 0$, the transmitted data are perfectly known, and from (3.13), we arrive at the conventional (unweighted) pilot-based LMMSE BEM estimator: $\hat{a} = \arg \min_{a \in \mathcal{A}} \sum_{i=1}^{N} \ell_i$. For non-zero $\eta_{r,i}$, the estimate of the basis expansion coefficients $\hat{a}$ should be found by solving the complicated non-linear optimization problem in (3.13).
Figure 3.1: The relation between weights $w_{r,i}$ and residual powers $\ell_{r,i}$.

The problem in (3.13) can be represented as an optimization problem over $\eta_{r,i}$,

$$\hat{a} = \arg \min_{a \in A} \min_{\eta_{r,i}} \sum_{i=1}^{N} \Lambda(\eta_{r,i}, \ell_{r,i}),$$

(3.14)

where

$$\Lambda(\eta_{r,i}, \ell_{r,i}) = \left( \ln[\eta_{r,i} + 1] + \frac{\ell_{r,i}}{\eta_{r,i} + 1} \right).$$

(3.15)

The values $\eta_{r,i}$ are unknown since the variances of data errors $\sigma_{r,k}^2$ are unknown. However, we can treat $\eta_{r,i}$ as nuisance parameters and set $\eta_{r,i} \in [0, \infty]$ [18]. Also, the unconstrained minimizer of $\Lambda(\eta_{r,i}, \ell_{r,i})$ is obtained as $\eta_{r,i} = \ell_{r,i} - 1$ by differentiating $\Lambda(\eta_{r,i}, \ell_{r,i})$ over $\eta_{r,i}$,

$$\frac{\partial \Lambda(\eta_{r,i}, \ell_{r,i})}{\partial \eta_{r,i}} = \frac{1}{\eta_{r,i} + 1} - \frac{\ell_{r,i}}{(\eta_{r,i} + 1)^2} = 0.$$  

(3.16)

Then, we arrive at the weighted optimization problem from (3.14) by letting

$$\Lambda(\eta_{r,i}, \ell_{r,i}) = w_{r,i} \ell_{r,i},$$

(3.17)

then, from (3.15) and (3.17), the weights $w_{r,i}$ are given by [18]

$$w_{r,i} = \frac{\ln[\eta_{r,i} + 1]}{\ell_{r,i}} + \frac{1}{\eta_{r,i} + 1}.$$  

(3.18)

Using $\eta_{r,i} = \ell_{r,i} - 1$ in (3.18), we arrive at

$$w_{r,i} = \frac{\ln[\ell_{r,i}] + 1}{\ell_{r,i}}.$$  

(3.19)
Finally, using \( \eta_{r,i} = \ell_{r,i} - 1 \) and \( \eta_{r,i} \in [0, \infty] \), the range for \( \ell_{r,i} \) can be set to \( \ell_{r,i} \in [1, \infty] \) and then the weights in (3.19) can be rewritten as

\[
w_{r,i} = \begin{cases} 
1, & \ell_{r,i} \leq 1; \\
\ln[\ell_{r,i}]+1, & \ell_{r,i} > 1,
\end{cases}
\] (3.20)

which are independent of \( \eta_{r,i} \). Note that in (3.20), for \( \ell_{r,i} < 1 \), the residual powers \( \ell_{r,i} \) are very small, and thus for such case \( w_{r,i} \) are set to unity. Figure 3.1 shows the relationship between the weights \( w_{r,i} \) and residual powers \( \ell_{r,i} \) as described by (3.20). It can be seen that large residual powers \( \ell_{r,i} \) are penalized by reducing contribution from the corresponding tentative data symbols into the channel estimate.

The problem in (3.14) can now be solved iteratively by using, at every iteration, weights

\[
\hat{w}_{r,i} = \begin{cases} 
1, & \hat{\ell}_{r,i} \leq 1; \\
\ln[\hat{\ell}_{r,i}]+1, & \hat{\ell}_{r,i} > 1,
\end{cases}
\] (3.21)

where

\[
\hat{\ell}_{r,i} = \frac{1}{\sigma_n^2} \left| z_{r,i} - \sum_{k=1}^{N_i} \hat{h}^{(i)}_{r,k} \bar{s}_{k,i} \right|^2,
\] (3.22)

obtained by replacing the channel response \( h^{(i)}_{r,k} \) with the channel estimates \( \hat{h}^{(i)}_{r,k} \) and true unknown data symbols \( s_{k,i} \) with the tentative data symbol \( \bar{s}_{k,i} \).

The approach described in this section is used for designing reweighted iterative LMMSE channel estimator in the MIMO OFDM receiver.

### 3.4 Reweighted iterative channel estimation

Figure 3.2 shows the block diagram of the proposed reweighted iterative LMMSE channel estimator. In the first step, the channel is estimated using the pilot-based LS BEM channel estimator. Then, tentative data estimates are obtained using the initial channel estimates \( \hat{h}_{r,k} \) in the linear MMSE MIMO detector as described in Chapter 2 (see Subsection 2.11.2). The MMSE soft data estimates obtained are mapped into a constellation (e.g., 16-QAM) to recover the tentative data symbols \( \bar{S}_k \). After that, the weights are computed as described in (3.21) and (3.22). The estimates \( \hat{h}_{r,k} \) and \( \bar{S}_k \) are also used to recover a portion \( \tilde{z}_{r,k} \) of the
received signal corresponding to the $k$th transmit antenna. The recovered signal $\hat{z}_{r,k}$ is given by

$$
\hat{z}_{r,k} = z_r - \sum_{q=1}^{N_t-1} S_q \hat{h}_{r,q},
$$

(3.23)

where signals received from the $N_t - 1$ transmit antennas are treated as interference and their estimates are subtracted from the received signal $z_r$. The weights $\hat{w}_{r,i}$ are then used in the weighted LMMSE channel estimation to re-estimate the channel $\hat{h}_{r,k}$. The channel estimation based on the signal estimate $\hat{z}_{r,k}$ is sub-optimal, but it provides a reduction in the complexity in comparison with a channel estimation joint for all transmit antennas. The updated channel estimates $\hat{h}_{r,k}$ are used in the next iteration with the total number of $N_{it}$ iterations. The value of $N_{it}$ should not be high. In our experiments, as shown in the next
section, $N_{it} = 3$ iterations are enough to converge.

BEMs are used to estimate the time and frequency variations of fading channels [2–4]. Below we will be using the following BEMs. In frequency (over $N_f$ sub-carriers), we use $M_f$ DPSS [6, 7]. In time (over $N_{OFDM}$ OFDM symbols), we use $M_t$ parabolic B-splines [8–10]. However, other BEMs can also be used. The BEM matrix $\mathbf{B}$ is given by

$$
(B)_{i,j} = \varphi_s(g)\psi_m(n) = \xi_j(i),
$$

where: $M = M_f M_t$, $N = N_f N_{OFDM}$; $i = \{g, n\}$ and $j = \{s, m\}$ are composite indices; $\varphi_s(g)$ is the $s$th basis function over frequency with $s = 1, ..., M_f$ and $g = 1, ..., N_f$; $\psi_m(n)$ is the $m$th basis function over time with $m = 1, ..., M_t$ and $n = 1, ..., N_{OFDM}$; $\xi_j(i)$ is the $j$th time-frequency basis function with $j = 1, ..., M$ and $i = 1, ..., N$.

The initial pilot-based channel estimate is given by

$$
\hat{h}_{r,k} = \mathbf{B}\hat{a}_{r,k},
$$

Figure 3.3: LTE downlink sub-frame structure for two transmit antennas.
where an estimate $\hat{a}_{r,k}$ of the vector of expansion coefficients $a_{r,k}$ is given by

$$
\hat{a}_{r,k} = (B^H S_{n,k}^H S_{n,k} B + \Gamma)^{-1} B^H S_{n,k}^H \hat{z}_{r,k},
$$

(3.26)

where $S_{n,k}$ is an $N \times N$ diagonal matrix of pilot symbols transmitted by the $k$th transmit antenna with zeros at data locations, $\Gamma$ is an $M \times M$ regularization matrix defined by the set $\mathcal{A}$. At the initialization step, we use $\hat{z}_{r,k} = z_r$. Note that in the LTE downlink as seen in Figure 3.3, the pilot symbols occupy different locations for different transmit antennas and the pilot symbols of one transmit antenna are not overlapping with data or pilot symbols of the other transmit antennas. This justifies the relationship $\hat{z}_{r,k} = z_r$. When $\Gamma$ is an $M \times M$ zero matrix, we have the pilot-based LS BEM channel estimator. When $\Gamma = \sigma_h^2 R_a^{-1}$, we have the pilot-based LMMSE channel estimator with the covariance $R_a = \mathbb{E}[a_{r,k}a_{r,k}^H]$ computed by

$$
R_a = (B^H B)^{-1} B^H \Upsilon B (B^H B)^{-1},
$$

(3.27)

where $\Upsilon = \mathbb{E}[h_{r,k}h_{r,k}^H]$ is the channel time-frequency autocorrelation matrix. The matrix $\Upsilon$ is obtained as the Kronecker product of the channel autocorrelation matrices in frequency and time,

$$
\Upsilon = \Upsilon_t \otimes \Upsilon_f,
$$

(3.28)

where $\Upsilon_t$ is an $N_{OFDM} \times N_{OFDM}$ channel autocorrelation matrix in time and $\Upsilon_f$ is an $N_f \times N_f$ channel autocorrelation matrix in frequency. The autocorrelation in time is defined by the Jakes’ model [64],

$$
\Upsilon_t = \sigma_h^2 J_0(2\pi f_d \tau),
$$

(3.29)

where $\sigma_h^2$ is the channel variance ($\sigma_h^2 = 1$), $J_0(\cdot)$ is the zero-order Bessel function of the first kind and $f_d$ is the Doppler frequency. The autocorrelation matrix in frequency at two frequencies $f_1$ and $f_2$ is obtained as the following

$$
\Upsilon_f = \mathbb{E}[h_{r,k}(f_1)h_{r,k}^*(f_2)]
$$

$$
= \mathbb{E} \left[ \sum_{l=0}^{L-1} b_l e^{-j2\pi f_1 \tau_l} \sum_{m=0}^{L-1} b_m^* e^{-j2\pi f_2 \tau_m} \right]
$$

$$
= \sum_{l=0}^{L-1} \sum_{m=0}^{L-1} \mathbb{E}[b_l b_m^*] e^{-j2\pi (f_1 \tau_l - f_2 \tau_m)},
$$

(3.30)
when \( l \neq m \), \( \mathbb{E}[b_l b_m^*] = 0 \), and thus (3.30) can be rewritten as

\[
\mathbf{Y}_f = \sum_{l=0}^{L-1} p_l e^{-j \tau_l (f_1 - f_2)},
\]

where \( p_l = \mathbb{E}[|b_l|^2] \) and it is the average power at the \( l \)th path. The autocorrelation matrix in frequency is defined by the channel PDP, \( \{p_l, \tau_l\}_{l=1}^L \).

For the weighted LMMSE channel estimation (the last step before the MIMO detection in Figure 3.2), \( \hat{\mathbf{h}}_{r,k} \) is estimated as in (3.25) with \( \hat{\mathbf{a}}_{r,k} \) given by

\[
\hat{\mathbf{a}}_{r,k} = (\mathbf{B}^H \mathbf{\hat{S}}_k^H \tilde{\mathbf{W}}_r \mathbf{S}_k \mathbf{B} + \sigma_n^2 \mathbf{R}_a^{-1})^{-1} \mathbf{B}^H \mathbf{\hat{S}}_k^H \tilde{\mathbf{W}}_r \tilde{\mathbf{z}}_{r,k},
\]

where \( \mathbf{S}_k \) is an \( N \times N \) diagonal matrix of tentative data and pilot symbols, \( \mathbf{\hat{S}}_k = \text{diag}(\mathbf{\hat{s}}_k) \) and \( \mathbf{\hat{W}}_r \) is a diagonal matrix of estimated weights computed from (3.21) for data locations and set to unity for pilot symbol locations, and \( \tilde{\mathbf{z}}_{r,k} \) is found from (3.23). When \( \mathbf{\hat{W}} = \mathbf{I}_N \), we arrive at the conventional unweighted LMMSE BEM channel estimator.

### 3.5 Numerical results

For simulation, we consider a single-user MIMO downlink LTE scenario [29] with two transmit antennas at the base station and two receive antennas at the UE. This system employs the spatial multiplexing [29]. One sub-frame (as shown in Figure 3.3) consists of two slots with 7 OFDM symbols in each slot. A resource block occupies one slot with 7 OFDM symbols in time and 12 sub-carriers in frequency \( (N = 14 \times 12 = 504 \) symbols from which 24 symbols are pilots). In our simulation, data are transmitted on 36 sub-carriers (six resource blocks). Other simulation parameters are presented in Table 3.1 [29, 98, 99].

The data are mapped to a 16-QAM constellation. The QAM data symbols are mapped with pilot symbols in time and frequency to construct the LTE subframe structure in Figure 3.3. The pilot symbols are generated from Zadoff-Chu sequences [29] as explained in Chapter 2. Then, IFFT is used to convert the OFDM symbols from the frequency domain to the time domain. The CP is then appended at the beginning of each OFDM symbol to be transmitted through the channel. The number of simulation trials used for the MSE performance results is \( 10^3 \) trials. The Block Error rate (BLER) is calculated as the ratio of
Table 3.1: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of simulated slots</td>
<td>2</td>
</tr>
<tr>
<td>Channel bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>7.68 MHz</td>
</tr>
<tr>
<td>Slot length</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>No. of used sub-carriers ($N_{RB}$)</td>
<td>36</td>
</tr>
<tr>
<td>Frequency spacing between two sub-carriers</td>
<td>15 kHz</td>
</tr>
<tr>
<td>IDFT/DFT size</td>
<td>512</td>
</tr>
<tr>
<td>Modulation</td>
<td>16-QAM</td>
</tr>
<tr>
<td>Delay profile / Doppler frequency</td>
<td>EVA/ETU / 350 Hz</td>
</tr>
<tr>
<td>Cyclic Prefix (Normal)</td>
<td>5.21µs for Symbol 0 (see Figure 3.3)</td>
</tr>
<tr>
<td></td>
<td>4.69 µs for Symbols 1-6</td>
</tr>
<tr>
<td>Reference Signal</td>
<td>Cell-specific Reference Signal (CRS) / Zadoff Chu sequence</td>
</tr>
<tr>
<td>Coding</td>
<td>Turbo codes: code rate 1/3</td>
</tr>
</tbody>
</table>

the number of transport blocks with errors (with at least one error) to the total number of transmitted transport blocks. The number of simulation trials used for the BLER performance results is $10^4$ trials.

Figure 3.4 shows the MSE performance of the LS and LMMSE pilot-based channel estimators versus the number of basis functions in frequency $M_f$ at $M_t = 3, 4, 5$ and SNR = 15 dB. The MSE of the channel estimation is defined by the following

$$\text{MSE} = \frac{\text{tr}\{\mathbb{E}[\mathbf{h}_{r,k} - \hat{\mathbf{h}}_{r,k}](\mathbf{h}_{r,k} - \hat{\mathbf{h}}_{r,k})^H]\}}{\text{tr}\{\mathbb{E}[\mathbf{h}_{r,k}\mathbf{h}_{r,k}^H]\}}. \quad (3.33)$$

As the reweighted and unweighted iterations are based on the LMMSE channel estimation, we select $M_t$ and $M_f$ that provide the better performance for the LMMSE channel estimator. In Figure 3.4, it can be seen that with higher $M_f$, the LMMSE channel estimator performance becomes better in the ETU and EVA channels. However, the larger $M_f$, the more computational load incurred by the estimator. Therefore, we try to select the lowest $M_t$ and $M_f$ that can provide a low approximation error. In the ETU channel (Figure 3.4 (a)), $M_t$ is set to $M_t = 4$ for the basis functions in time, and in frequency, $M_f$ is set to $M_f = 11$. In the EVA channel (Figure 3.4 (b)), $M_t$ and $M_f$ are set to $M_t = 4$ and $M_f = 5$. 
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Figure 3.4: MSE performance of the LS and LMMSE pilot-based BEM channel estimators (for the basis functions in time $M_t = 3, 4, 5$) versus the number of basis functions in frequency $M_f$ in (a) ETU and (b) EVA channels at a 350 Hz Doppler frequency and SNR=15 dB.
Figure 3.5 shows the channel estimation performance of the iterative channel estimators for $N_{it} = 3$ and $N_{it} = 10$ in the EVA channel. When the initial estimates are obtained from the LS channel estimator (Figure 3.5 (a)), the MSE performance of the reweighted estimator for $N_{it} = 3$ is significantly better than that of the unweighted estimator. At $N_{it} = 10$, the performance of the reweighted estimator is better than that of the unweighted estimator by approximately 1 to 3 dB. When the initial estimates are obtained from the LMMSE channel estimator (Figure 3.5 (b)), the MSE performance of the reweighted estimator for $N_{it} = 3$ and $N_{it} = 10$ provides an improvement of about 1 to 2 dB in comparison with the unweighted estimator. The unweighted estimator is affected by the quality of the initial channel estimates. On the other hand, the reweighted estimator is slightly affected by worse initial channel estimate (the LS channel estimates) at $N_{it} = 3$. At $N_{it} = 10$, the reweighted estimator performance is almost the same when the initial LS or LMMSE estimates are used as clearly shown in Figure 3.5 (a) and (b). It shows that at a high number of iterations the reweighted estimator still provides the same performance with better or worse initial channel estimates.

Note that in the ETU channel, $M = M_t M_f = 4 \times 11 = 44$, which is higher than the number of the available pilots (24 pilot symbols). This means that this problem is ill conditioned and the LS channel estimation will result in wrong results. Therefore, we only use the initial LMMSE channel estimates in the reweighted and unweighted estimators in the ETU channel. Figure 3.6 shows the MSE performance of the iterative reweighted channel estimators with the initial LMMSE channel estimates for $N_{it} = 3$ and 10 in the ETU channel at a 350 Hz Doppler frequency. Similar to the EVA channel, the performance of the reweighted estimator is better than that of the unweighted estimator by 1 to 2 dB. Note that, with better initial channel estimates (see Figure 3.5 (b) and Figure 3.6), the difference in the performance of the reweighted estimator between low and high $N_{it}$ is very small. Thus, a small number of iterations can be used in the estimators in such case to achieve close-to-optimal performance.

Figures 3.7 to 3.9 show the BLER performance achieved in the receivers with the reweighted and unweighted LMMSE channel estimators in the EVA and ETU channels. The BLER performance of Perfect Channel Information (PCI) is obtained using the true channel response in the MIMO MMSE detector. In the EVA channel, when the initial channel estimates are obtained using the LS channel estimator (Figure 3.7), the reweighted estimator
Figure 3.5: MSE performance of the reweighted and unweighted LMMSE iterative channel estimators with initial (a) LS and (b) LMMSE channel estimates versus SNR in the EVA channel at a 350 Hz Doppler frequency.
outperforms the unweighted estimator. When the initial channel estimates are obtained using the LMMSE channel estimation (Figure 3.8), the improvement in the performance becomes very small. It can be seen that, as shown in Figure 3.8, the BLER performance at \( N_d = 10 \) is almost the same for the initial LS and LMMSE channel estimates. Also, the performance with \( N_d = 3 \) and \( N_d = 10 \) is approximately the same when the initial LMMSE channel estimates are used. In the ETU channel (Figure 3.9), the improvement in the performance of the reweighted estimator over that of the unweighted estimator is almost negligible. From Figures 3.7 to 3.9, it can be concluded that in the case of better initial channel estimates (e.g., the LMMSE channel estimates) and a low rate turbo coding, the improvement in the reweighted estimator performance over the unweighted estimator is very small to almost negligible. However, with worse initial channel estimates (e.g., the LS channel estimates), the improvement is significant. This shows that, in scenarios with worse initial channel estimates, the reweighted channel estimator can significantly outperform the unweighted estimator.

Figure 3.6: MSE performance of the reweighted and unweighted LMMSE iterative channel estimators with LMMSE initial channel estimates versus SNR in the ETU channel at a 350 Hz Doppler frequency.
Figure 3.7: BLER performance of the reweighted and unweighted LMMSE iterative channel estimators with initial LS channel estimates versus SNR in the EVA channel at a 350 Hz Doppler frequency.

Figure 3.8: BLER performance of the reweighted and unweighted LMMSE iterative channel estimators with initial LS and LMMSE channel estimates versus SNR in the EVA channel at a 350 Hz Doppler frequency.
As can be seen in Figure 3.1, when the weights $w_{r,i}$ are near to unity, we would expect high reliability in the detection of data symbols that correspond to such weights. On the other hand, when $w_{r,i}$ is near zero, the detection of data symbols may result in errors. Therefore, another advantage of the proposed weights is that they can be used as a measure of reliability for the detected received data. In the following chapter, we will exploit the benefit of using the proposed weights as a measure of data reliability and the reweighted channel estimation for complexity reduction of high performance detectors.

3.6 Summary

This chapter can be summarized as the following:

- The optimized weights for uplink LTE scenarios derived in [18] are proposed for using in the LTE downlink. Although, the assumption of Gaussian data errors in [18] is invalid for OFDM, it is shown through simulation results that such weights can pro-
vide improvement in the channel estimation performance over that of the unweighted estimation.

- Data-aided reweighted LMMSE iterative BEM channel estimator for a single-user MIMO OFDM in downlink LTE scenarios was investigated. We have compared the performance of this estimator with that of the conventional unweighted estimator. It has been shown through simulation that the reweighted LMMSE channel estimator with weights from [18] outperforms the unweighted channel estimator in channels with the ETU and EVA PDPs and a high Doppler frequency.

- It has been shown that the performance of the reweighted LMMSE BEM channel estimation is the same with LS or LMMSE pilot-based initial channel estimates if a high number of reweighted iterations is used. This result shows that the effect of worse initial channel estimates on the reweighted LMMSE estimator is almost negligible with high $N_{it}$. Thus, a lower complexity channel estimation can be used to provide the initial channel estimates in the reweighted LMMSE BEM channel estimator.

- It has been shown that in the case of better initial channel estimates (e.g., the LMMSE channel estimates), a small number of iterations can be used to arrive to the close-to-optimal performance.
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4.1 Introduction

Detection schemes based on pilot-aided channel estimation are widely used in wireless communication systems. When the estimates are treated as perfect, the detector is a mismatched detector, and it does not provide the best performance [19]. The optimal detector on the other hand uses the received data and pilot symbols jointly to detect the transmitted data without explicit channel estimation [19,20,40–42].

Although the optimal detection can provide a significant improvement in the performance, its computational complexity is high and increases exponentially with the size of data package, modulation order and number of transmit antennas. SbS optimal detection can sig-
nificantly reduce the complexity with slight degradation in the performance [20]. However, despite the reduction in complexity, the SbS optimal detection is still very complicated. The SbS optimal detection has been shown to provide a better performance than mismatched detectors with LS or LMMSE channel estimates in time-varying [40] and frequency-selective [20] channels. The improvement in the detection performance becomes more apparent for higher modulation orders and MIMO setup [20, 41]. The SbS optimal detector and the mismatched detector with LMMSE channel estimates in [20, 40, 41] were implemented assuming full knowledge of the channel PDP and/or Doppler spectrum. However, such information is usually not available and hard to estimate in practice. This chapter addresses: (i) the reduction in complexity of the SbS optimal detection; and (ii) the channel estimation and detection without knowledge of the channel PDP.

The complexity of high performance detectors can be reduced by using a two-stage detection scheme [100, 101]. The first stage involves low complexity channel estimation and detection. The second stage applies a high performance detector to received data that are most likely unreliably detected at the first stage. However, the scheme in [100] is limited to code-division multiple-access systems and BPSK modulation. In [101], a two-stage maximum likelihood detection algorithm was proposed for multiuser detection. This algorithm assumes perfect knowledge of the channel. However, in practice, such information is unavailable. In this chapter, we propose a two-stage detection scheme to reduce the complexity of the SbS optimal detector in a MIMO OFDM system in doubly-selective channels. At the first stage, a re-weighted iterative channel estimation and mismatched detection are used. The re-weighted iterative LMMSE channel estimation is far superior to that of the pilot-based LMMSE channel estimation [18, 25]. At this stage, tentative data estimates [11] are obtained without decoding and used for improving the performance of channel estimation [16, 18]. The weights obtained from the re-weighted channel estimator are used to identify the unreliably detected symbols, to which, at the second stage, the SbS optimal detection is applied.

Both the LMMSE channel estimation and SbS optimal detection require knowledge of the channel statistics. This information is hard to acquire in practice. Model-based (e.g., uniform) channel regularization [21] is more practical for channel estimation, but it requires knowledge of the channel delay spread, which is difficult to estimate. In [21], an adaptive model-based regularization was proposed for multi-carrier systems, such a channel estimator
was shown to provide a performance close to that of the LMMSE estimator in LTE uplink scenarios without knowledge of the channel statistics. Hence, we investigate the proposed selective detection with the adaptive model-based regularization. The variation of the channel in time and frequency is approximated using BEMs. BEMs are widely used for estimation of doubly-selective channels, since they can provide a high channel estimation performance with low computational complexity [2–10].

In this chapter, A new two stage channel estimation and SbS detection receiver is proposed to reduce the complexity of the SbS optimal detector (i.e., selective SbS optimal detector) while maintaining its high detection performance. We show that the selective SbS detector can provide a performance close to that of the SbS optimal detector with significantly lower complexity. We show that detectors using the adaptive model-based regularization can provide a performance close to that of the detectors with known channel statistics.

This chapter is organized as follows. Signal and channel models are presented in Section 4.2. In Section 4.3, the optimal detection with imperfect channel knowledge and mismatched detection are revised. In Section 4.4, the new receiver is proposed. Numerical results are given in Section 4.5. Section 4.6 provides a brief summary of the chapter.
4.2 Signal and channel models

We first consider the time-frequency structure of a data package transmitted from a single transmit antenna, see Figure 4.1 as an example. In the data package, there are \( N_{OFDM} \) OFDM symbols and \( N_f \) subcarriers. A single subcarrier of a single OFDM symbol represents a resource element (RE), e.g., such as a QAM symbol; thus the data package contains \( N = N_{OFDM}N_f \) REs. Every RE is occupied by either data or pilot symbol; it is also possible that some REs are zeros. In a MIMO system, from every transmit antenna, a signal is transmitted with a structure similar to that in Figure 4.1. The difference in data packages transmitted by different antennas can be in positions of pilot symbols. For example, in the LTE downlink, positions of pilot symbols of different transmit antennas are not overlapping and data symbols being zeros at these positions (see Figure 3.3), thus providing an opportunity for independent estimation of the multiple channels between transmit and receive antennas.

In a MIMO OFDM system, the signal model can be described as

\[
z = \Psi a + n,
\]

where \( z \) is an \( NN_r \times 1 \) vector of received signals, \( z = [z_1^T, ..., z_r^T, ..., z_{N_r}^T]^T \), \( z_r \) is an \( N \times 1 \) signal vector at the \( r \)th receive antenna, \( N_r \) is the number of receive antennas, \( \Psi \) is an \( NN_r \times MN_M \) matrix so that \( \Psi = I_{N_r} \otimes [S_1B, ..., S_kB, ..., S_{N_t}B] \), \( S_k \) is an \( N \times N \) diagonal matrix of data and pilot symbols transmitted by the \( k \)th transmit antenna, \( N_t \) is the number of transmit antennas, \( B \) is an \( N \times M \) matrix of basis functions (see below), \( a = [a_1^T, ..., a_r^T, ..., a_{N_r}^T]^T \), \( a_r = [a_{r,1}^T, ..., a_{r,k}^T, ..., a_{r,N_t}^T]^T \), \( a_{r,k} \) is an \( M \times 1 \) vector of BEM expansion coefficients for the channel between the \( k \)th transmit antenna and the \( r \)th receive antenna, \( n \sim N_C(0, \sigma_n^2I_{N_r}) \) is an \( NN_r \times 1 \) vector of complex-valued Gaussian noise with variance \( \sigma_n^2 \), \( n = [n_1^T, ..., n_r^T, ..., n_{N_r}^T]^T \), and \( n_r \) is an \( N \times 1 \) noise vector on the \( r \)th receive antenna.

Let \( h_{r,k} \) be an \( N \times 1 \) vector representing the channel response between the \( k \)th transmit and \( r \)th receive antennas at positions of the \( N \) REs within the data package. It is assumed that, in a doubly-selective channel, the channel response can be represented as \( h_{r,k} = Ba_{r,k} \). We consider here two-dimensional (time-frequency) basis functions, represented by the \( N \times M \)
matrix $B$ defined as

$$B = B_t \otimes B_f. \quad (4.2)$$

The $N_{OFDM} \times M_t$ matrix $B_t$ represents $M_t$ basis functions across time, i.e., across the $N_{OFDM}$ OFDM symbols. The $N_f \times M_f$ matrix $B_f$ represents $M_f$ basis functions across frequency, i.e., across the $N_f$ sub-carriers. Thus, we have $M = M_t M_f$. We assume that $h_{r,k} \sim \mathcal{CN}(0, \mathcal{Y})$.

The $N \times N$ channel covariance matrix $\mathcal{Y} = \mathbb{E}\{h_{r,k}h_{r,k}^H\}$ is defined through the channel PDP and Doppler spectrum [102]; we assume here the Jakes’ Doppler spectrum. The covariance matrix $R_a$ of the expansion coefficients $a_{r,k}$ can then be represented as

$$R_a = \mathbb{E}\{a_{r,k} a_{r,k}^H\} = (B^H B)^{-1} B^H \mathcal{Y} B (B^H B)^{-1}. \quad (4.3)$$

The received data and pilots can be equivalently represented as

$$z_d = \Psi_d a + n_d, \quad (4.4)$$
$$z_p = \Psi_p a + n_p, \quad (4.5)$$

where $z_d$ is an $N_d N_r \times 1$ vector of received data, $z_d = [z_{d,1}^T, \ldots, z_{d,r}^T, \ldots, z_{d,N_r}^T]^T$, $z_{d,r}$ is an $N_d \times 1$ vector of received data at the $r$th receive antenna, $N_d$ is the number of data symbols, $\Psi_d = I_{N_r} \otimes [S_{d,1} B_d, \ldots, S_{d,k} B_d, \ldots, S_{d,N_t} B_d]$ is an $N_d N_r \times M N_r N_t$ matrix, $S_{d,k}$ is an $N_d \times N_d$ diagonal matrix obtained from $S_k$ at data locations, $B_d$ is an $N_d \times M$ matrix of basis functions ($B$ at data locations), $n_d$ is an $N_d N_r \times 1$ vector of complex-valued Gaussian noise, $z_p$ is an $N_p N_r \times 1$ vector of received pilot symbols, $N_p$ is the number of pilot symbols, $\Psi_p = I_{N_r} \otimes [S_{p,1} B_p, \ldots, S_{p,k} B_p, \ldots, S_{p,N_t} B_p]$ is an $N_p N_r \times M N_r N_t$ matrix, $S_{p,k}$ is an $N_p \times N_p$ diagonal matrix obtained from $S_k$ at pilot locations, $B_p$ is an $N_p \times M$ matrix of basis functions ($B$ at pilot locations), $n_p$ is an $N_p N_r \times 1$ vector of complex-valued Gaussian noise. We assume that the $N_d$ data symbols for each of $N_t$ transmit antennas are obtained independently from data symbols for the other transmit antennas by interleaving and encoding $N_t$ binary data packages, and further mapping the encoded bits into the QAM constellation.

### 4.3 Optimal and mismatched detection

A mismatched detector assumes that channel estimates (e.g., LMMSE channel estimates) are perfect [19]. The optimal detector does not make such an assumption and jointly processes the received data and pilot symbols to detect the transmitted data, without an explicit chan-
nel estimation. The optimal detector minimizes the probability of detection error, and thus provides better performance than mismatched detectors.

Now we describe the optimal detection with imperfect channel estimation by modifying results presented in [20] to adjust them to the signal model and the doubly-selective channel model described in Section 4.2. The optimal detector is a maximizer of the log-likelihood function \( \lambda_{opt}(s_d) = \ln[p(z_d|s_d, z_p)] \):

\[
\hat{s}_{d,opt} = \arg \max_{s_d \in \mathcal{A}^{N_D \times 1}} \lambda_{opt}(s_d),
\]

where \( s_d = \text{diag}(S_d) \), \( \mathcal{A} \) is the QAM constellation and \( N_D \) is the number of data symbols simultaneously detected. In the optimal detector, all \( (N_D = N_d) \) data symbols are jointly detected. The PDF \( p(z_d|s_d, z_p) \) is found by integrating the PDF \( p(z_d|s_d, a) \) over the nuisance parameters \( a \):

\[
p(z_d|s_d, z_p) = \int p(z_d|s_d, a) f(a|z_p) da,
\]

where

\[
p(z_d|s_d, a) = \mathcal{N}_C(\Psi_d a, R_d),
\]

\[
f(a|z_p) = \mathcal{N}_C(m_a, C_a),
\]

\[
R_d = \mathbb{E}\{n_d n_d^H\} = \sigma_n^2 I_{N_d N_r},
\]

\[
m_a = C_a L_p,
\]

\[
C_a = R_c (\Gamma_p R_c + I_{M N_r N_t})^{-1},
\]

\[
L_p = \sigma_n^{-2} \Psi_p^H z_p,
\]

\[
\Gamma_p = \sigma_n^{-2} \Psi_p^H \Psi_p,
\]

\[
R_c = I_{N_t} \otimes I_{N_t} \otimes R_a,
\]

\[
L_d = \sigma_n^{-2} \Psi_d^H z_d,
\]

\[
\Gamma_d = \sigma_n^{-2} \Psi_d^H \Psi_d,
\]

\( R_d \) is the noise covariance matrix for data REs and \( R_c \) is an \( M N_t N_r \times M N_t N_r \) covariance matrix of the expansion coefficients for channels between all transmit and all receive antennas.
By using complex multivariate normal distributions for \( p(z_d|s_d, a) \) and \( f(a|z_p) \), we obtain

\[
p(z_d|s_d, a) = \frac{1}{\pi^{N_d}|R_d|} \exp(-(z_d - \Psi_d a)^H R_d^{-1} (z_d - \Psi_d a)) \]
\[
= \frac{1}{\pi^{N_d}|R_d|} \exp(-z_d^H R_d^{-1} z_d + 2\Re(a^H \Psi_d^H R_d^{-1} z_d) - a^H \Psi_d^H R_d^{-1} \Psi_d a),
\]

(4.18)

Replacing some of the parameters with \( R_d, L_d \) and \( \Gamma_d \), we arrive at

\[
p(z_d|s_d, a) = \frac{\sigma_n^{-2}}{\pi^{N_d}|C_a|} \exp(-\sigma_n^{-2}|z_d|^2 + 2\Re(a^H L_d) - a^H \Gamma_d a).
\]

(4.19)

\[
f(a|z_p) = \frac{1}{\pi^{N_d}|C_a|} \exp(-(a - m_a)^H C_a^{-1} (a - m_a))
\]
\[
= \frac{1}{\pi^{N_d}|C_a|} \exp(-a^H C_a^{-1} a + 2\Re(a^H C_a^{-1} m_a) - m_a^H C_a^{-1} m_a).
\]

(4.20)

By substituting (4.19) and (4.20) in (4.7) and integrating over the real and imaginary parts of \( a \), we arrive at

\[
p(z_d|s_d, z_p) = c \int \exp(2\Re(a^H L_d) - a^H \Gamma_d a)
\]
\[
\exp(-a^H C_a^{-1} a + 2\Re(a^H C_a^{-1} m_a)) d\Re(a) d\Im(a),
\]

(4.21)

where \( c \) is a constant,

\[
c = \frac{\sigma_n^{-2} \exp(-\sigma_n^{-2}|z_d|^2) \exp(-m_a^H C_a^{-1} m_a)}{\pi^{N_d}|C_a|} > 0.
\]

(4.22)

Solving (4.21) with \( L_p = C_a^{-1} m_a \), we get

\[
p(z_d|s_d, z_p) = c \int \exp(2\Re(a^H (L_d + L_p)) - a^H (\Gamma_d + C_a^{-1}) a) d\Re(a) d\Im(a).
\]

(4.23)

**Lemma 4.1 [40]:**

If \( q \) and \( y \) are complex \( M \)-dimensional vectors and \( \Gamma \) is an \( M \times M \) definite positive Hermitian matrix, then

\[
\int \exp(2\Re(q^H y) - q^H \Gamma^{-1} q) d\Re(q) d\Im(q) = \pi^M |\Gamma| \exp(y^H \Gamma y).
\]

(4.24)
Applying Lemma 4.1 to (4.23), we get

\[ p(z_d|s_d, z_p) = \frac{c}{|C_a \Gamma_d + I_{MN,N_1}|} \exp\{(L_d + L_p)^H (\Gamma_d + C_a^{-1})(L_d + L_p)\}. \] (4.25)

Using (4.25), the metric \( \lambda_{opt}(s_d) \) is given by

\[
\lambda_{opt}(s_d) = \ln[p(z_d|s_d, z_p)], \\
= \ln\left[ \frac{c}{|C_a \Gamma_d + I_{MN,N_1}|} \exp\{(L_d + L_p)^H (\Gamma_d + C_a^{-1})(L_d + L_p)\} \right], \\
= \ln[c] - \ln[|C_a \Gamma_d + I_{MN,N_1}|] + ((L_d + L_p)^H (\Gamma_d + C_a^{-1})(L_d + L_p)).
\] (4.26)

Omitting terms that do not affect the optimization (i.e., \( \ln[c] \)) and replacing some parameters by (4.12) to (4.17), we arrive at the optimal metric:

\[
\lambda_{opt}(s_d) = \{\sigma_n^{-2}(\Psi_d^H z_d + \Psi_p^H z_p)^H \\
\times (\Psi_d^H \Psi_d + \Psi_p^H \Psi_p + \sigma_n^2 R_c^{-1})^{-1}(\Psi_d^H z_d + \Psi_p^H z_p) \\
- \ln[|\Psi_d^H \Psi_d + \Psi_p^H \Psi_p + \sigma_n^2 R_c^{-1}|]\}.
\] (4.27)

Note that the optimal detector maximizing the metric \( \lambda_{opt}(s_d) \) in (4.27) simultaneously for all \( N_d \) symbols in the data package is extremely complicated. It has been shown in [20] that, with a slightly reduced detection performance, the optimization can be done in a SbS fashion (i.e., by setting \( N_D = 1 \)), thus significantly reducing the complexity of the detector.

In the SbS optimal detection, \( z_d \) is simplified to \( z_d = [z_{d,1}^{(g)}, ..., z_{d,r}^{(g)}, ..., z_{d,N_r}^{(g)}]^T \), which is an \( N_r \times 1 \) vector of received data at the \( g \)th RE, \( z_{d,r}^{(g)} \) is the \( g \)th element of the vector \( z_{d,r} \), \( g = 1, ..., N_d \); \( \Psi_d \) is simplified to \( \Psi_d = I_{N_r} \otimes [s_{d,1}^{(g)} b_d, ..., s_{d,k}^{(g)} b_d, ..., s_{d,N_1}^{(g)} b_d] \), \( s_{d,k}^{(g)} \) is the \( k \)th element of the vector \( s_d^{(g)} = [s_{d,1}^{(g)}, ..., s_{d,k}^{(g)}, ..., s_{d,N_1}^{(g)}]^T \) and \( g \)th element of the vector \( s_{d,k} = [s_{d,k,1}^{(1)}, ..., s_{d,k,1}^{(N_d)}]^T \), \( S_{d,k} = \text{diag}(s_{d,k}) \), \( b_d \) is an \( 1 \times M \) vector obtained as the \( g \)th row of the matrix \( B_d \).

It can be seen that the optimal metric depends on the covariance matrix \( R_c \) of channel expansion coefficients \( a \). This covariance is unknown in practice. Besides, the SbS optimal detector is still complicated. Therefore, two problems should be addressed: (i) to reduce complexity of the detector, and (ii) to make the detector operating without the perfect knowledge of the channel statistics.
For $N_t$ transmit antennas, $N_D = N_d$ data symbols and a modulation with $2^K$ constellation points, the optimal metric $\lambda_{opt}(s_d)$ in (4.27) is calculated $2^{KN_d N_t}$ times, which results in a high computational load. In the SbS optimal detector ($N_D = 1$), the optimal metric is calculated $2^{KN_t}$ times for every symbol and $N_d 2^{KN_t}$ times for all symbols. Since $N_d \ll 2^{N_D}$, this significantly reduces the overall complexity of the detector. However, the SbS optimal detector is still complicated for implementation. To analyse the SbS optimal detector complexity, we consider the case of $N_t = N_r = 1$ (i.e., single input single output system) and known data and pilot basis functions $B_d$ and $B_p$, noise power $\sigma_n^2$ and covariance $R_c$. For such case, the following parameters are simplified: $s_d = s_d, z_d = z_d$ and $\Psi_d = s_d b_d$. Then, the metric in (4.27) can be rewritten as (see [20] for more details)

$$
\lambda_{opt}(s_d) = \{\sigma_n^{-2}|s_d|^2|z_d|^2 \varrho + 2\sigma_n^{-2}\Re\{s_d z_d^* \epsilon \varrho_p}\} + \sigma_n^{-2} z_p^H \Xi z_p + \ln |Y|.
$$

(4.28)

where $\varrho = b_d Y b_d^H$, $\epsilon = b_d Y \Psi_p$, $\Xi = \Psi_p Y \Psi_p^H$ and $Y = (\Psi_d^H \Psi_d + \Xi + \sigma_n^2 R_c^{-1})^{-1}$. In (4.28), $\varrho, \epsilon, \Xi, Y$ and $\ln |Y|$ can be precomputed and saved in the memory. The terms $[\epsilon \varrho_p]$ and $[\sigma_n^2 z_p^H \Xi z_p]$ can be computed once for all data symbols. However, the terms $[|s_d|^2 |z_d|^2]$ and $[s_d z_d^*]$ are to be computed on SbS basis. Using (4.28), $\left[\frac{2N_d^2 + 2N_p + D}{N_d} + 2^K + D\right]$ real-time complex multiplications are required to detect one data symbol ($N_d = 1$) [20], where $D$ represents all possible values of $|s_d|$ (e.g., for 16-QAM, $D = 4$). For $N_d$ data symbols, $\left[N_d \left(\frac{2N_d^2 + 2N_p + D}{N_d} + 2^K + D\right)\right]$ complex multiplications are required to be computed. For high $N_d$, $N_t$ and modulation order, the complex multiplications required will increase significantly.

The main objective of the selective receiver proposed in the following section is to significantly reduce the number of data symbols processed in the SbS optimal detector. In other words, calculating the optimal metric $N_{sel} 2^{KN_t}$ times instead of $N_d 2^{KN_t}$ times, with $N_{sel}$ are the number of data symbols processed in the SbS optimal detector and $N_{sel} \ll N_d$. This significantly reduce the overall complexity of the receiver, while keeping its high detection performance. For the case of $N_t = N_r = 1$, $\left[N_{sel} \left(\frac{2N_d^2 + 2N_p + D}{N_d} + 2^K + D\right)\right]$ complex multiplications only are required to be computed by the selective receiver. We will show through simulation that using the proposed selection scheme, $N_{sel}$ symbols (which represent a small percentage of $N_d$ symbols) are only selected for processing in the SbS optimal detector. The most of the received symbols are processed in a more simple mismatched detector, e.g., such as the MMSE detector. The complexity of an MMSE detector for one symbol is only $O(N_t^3)$.
Figure 4.2: Proposed channel estimation and detection architecture at the receiver.

Figure 4.3: Proposed receiver: (a) pilot-based BEM channel estimation (b) re-weighted iterative BEM channel estimation (c) selective SbS optimal detection.

arithmetic operations, which is significantly lower than that of the SbS optimal detector.
4.4 Proposed receiver

In the proposed receiver, the SbS optimal and mismatched detection are combined into a two-stage detection scheme. Firstly, the mismatched detection is applied to all data symbols in the data package and unreliably detected symbols are identified. The mismatched detection is based on the re-weighted channel estimation (see below) which, as a by-pass product, for every data symbol, generates weights characterizing the reliability of the symbol estimates. These weights are exploited in a selection scheme that identifies unreliable symbols. Only these symbols are processed in the SbS optimal detector. This approach allows reduction in the receiver complexity.

However, for operation of the SbS optimal receiver, the problem of the knowledge of channel statistics should also be addressed. To deal with this problem, we propose the following approach. In the channel estimator operating with the mismatched detector, we propose to use an adaptive regularization, i.e., finding a regularization matrix that results in the most accurate channel estimate. This allows an improved detection performance in the mismatched detector. However, it also provides an estimate of the channel statistics for operation of the SbS optimal detector. Since the optimal regularization matrix is the inverse of the channel covariance matrix, the adaptively found regularization matrix can be treated as an estimate of the covariance inverse and be directly applied in the SbS optimal detector.

Although the optimal regularization can be found jointly for all $N_tN_r$ channels between the $N_t$ transmit and $N_r$ receive antennas, it is more practical (and significantly less complicated) to find it separately for every channel. Besides, the complexity of the joint channel estimation for all channels would be $\mathcal{O}(N_t(MN_t)^3)$ arithmetic operations, which is high. On the other hand, the complexity of independently estimating the multiple channels between transmit and receive antennas is only $\mathcal{O}(N_rN_tM^3)$ operations. Thus, the proposed receiver should recover the received signals corresponding to the channels to enable the separate channel estimation.

Figure 4.3 describes the channel estimation and detection stages of the proposed receiver. The pilot-based BEM channel estimation is used to provide initial channel estimates [see Figure 4.3 (a)]. The re-weighted iterative BEM channel estimation [Figure 4.3 (b)] is used to
improve the channel estimation performance and provide information that is necessary to implement the selective optimal detector. The selective detector [Figure 4.3 (c)] selects the received data that are assumed to be detected unreliably at stage (b) and applies the SbS optimal detector to these symbols. Below, these stages are explained in more details.

4.4.1 Pilot-based BEM channel estimation

For better explanation of how the proposed receiver operates, we consider an equivalent model of the received signal. The received signal $z_r$ at the $r$th receive antenna can be expressed as

$$
z_r = \sum_{k=1}^{N_t} S_k h_{r,k} + n_r, \quad r = 1, \ldots, N_r. \tag{4.29}$$

The initial pilot-based channel estimate $\hat{h}_{r,k}$ is given by

$$
\hat{h}_{r,k} = B \hat{a}_{r,k}, \tag{4.30}
$$

where the estimate $\hat{a}_{r,k}$ of the expansion coefficients $a_{r,k}$ is given by

$$
\hat{a}_{r,k} = (B^H S_{n,k}^H S_{n,k} B + \Phi_{r,k})^{-1} B^H S_{n,k}^H \tilde{z}_{r,k}, \tag{4.31}
$$

$S_{n,k}$ is an $N \times N$ diagonal matrix of symbols transmitted by the $k$th transmit antenna with zeros at data REs, $\Phi_{r,k}$ is an $M \times M$ regularization matrix for the channel between the $k$th transmit antenna and the $r$th receive antenna and $\tilde{z}_{r,k}$ is an $N \times 1$ vector of received pilot symbols from the $k$th transmit antenna with zeros at data locations. The matrix $S_{n,k}$ is obtained from $S_k$ by zeroing the data symbols. In the LTE downlink [29] (which we adopt for our simulation), as shown in Figure 3.3, pilot symbols transmitted from one transmit antenna are not overlapping with data or pilot symbols from the other transmit antennas. Thus, the received pilot symbols from the $k$th transmit antenna will be free from the multi-antenna interference and can be recovered separately. This justifies the estimation of $a_{r,k}$ from $\tilde{z}_{r,k}$ as in (4.31). If $\Phi_{r,k} = \sigma_n^2 R_a^{-1}$ with $R_a = E(a_{r,k} a_{r,k}^H)$, we arrive at the pilot-based LMMSE channel estimation. The covariance matrix $R_a$ of the expansion coefficients can be computed from the channel covariance (defined by the PDP and the Doppler spectrum) as in (4.3). As the true channel PDP is unavailable in practice, we use a more practical approach for finding the regularization matrix, as suggested in [21].
If \( \Phi_{r,k} = \sigma_n^2 R_{\xi}^{-1} \), where \( R_{\xi} \) is an \( M \times M \) covariance matrix for a model PDP, we arrive at the pilot-based channel estimation with model-based regularization. If \( \Phi_{r,k} = \sigma_n^2 I_M \), we arrive at the pilot-based channel estimation with diagonal loading, which only requires the knowledge of the noise variance \( \sigma_n^2 \). However, it causes a significant degradation in the estimation performance as will be seen from numerical results.

### 4.4.2 Re-weighted iterative BEM channel estimation

In stage (b) of the proposed receiver, see Figure 4.3, tentative soft data estimates \( \hat{S}_k \) are obtained in the MMSE MIMO detector using the initial channel estimates \( \hat{h}_{r,k} \). The tentative data symbols \( \hat{S}_k \) are recovered by mapping the soft data estimates onto the QAM constellation. Then, for the \( r \)th receive antenna, the weights \( w_{r,i} \) are computed by [18]

\[
    w_{r,i} = \begin{cases} 
      1, & \ell_{r,i} \leq 1; \\
      \frac{\ln(\ell_{r,i}) + 1}{\ell_{r,i}}, & \ell_{r,i} > 1,
    \end{cases} \tag{4.32}
\]

where

\[
    \ell_{r,i} = \frac{1}{\sigma_n^2} |z_{r,i} - \sum_{k=1}^{N_t} \hat{h}_{r,k}^{(i)} \hat{s}_{k,i}|^2, \tag{4.33}
\]

\( w_{r,i} \) is the \( i \)th element of the \( r \)th weight vector \( w_r = [w_{r,1}, ..., w_{r,i}, ..., w_{r,N}] \), \( z_{r,i} \) is the \( i \)th element of the received signal vector \( z_r \), \( \hat{h}_{r,k}^{(i)} \) is the \( i \)th element of the estimated channel vector \( \hat{h}_{r,k} \), and \( \hat{s}_{k,i} \) is the \( i \)th element of the tentative data and pilot vector \( \hat{s}_k \). From (4.32), it can be seen that the weight \( w_{r,i} \) is in the range \((0, 1]\). When the weight is unity, the received symbol is perfectly known. For pilot symbols, the weights \( w_{r,i} \) are set to unity (since the pilot symbols are perfectly known). Equation (4.32) implies that when the normalized residual power \( \ell_{r,i} \) is high, the contribution (weight) of the corresponding tentative data symbols \( \hat{s}_{k,i} \) into the channel estimate is reduced.

A portion \( \hat{z}_{r,k} \) of the received signal corresponding to the \( k \)th transmit antenna is recovered as

\[
    \hat{z}_{r,k} = z_r - \sum_{j=1, j\neq k}^{N_t} S_j \hat{h}_{r,j}, \tag{4.34}
\]

where signals received from other transmit antennas are treated as interference and their estimates are subtracted from the received signal \( z_r \). After the interference cancellation, the
channel is re-estimated from $\hat{z}_{r,k}$, and the re-weighted estimate of $a_{r,k}$ is given by

$$
\hat{a}_{r,k} = (B^H \bar{S}_k^H W_r \bar{S}_k B + \Phi_{r,k})^{-1} B^H \bar{S}_k^H W_r \hat{z}_{r,k},
$$

(4.35)

where $\bar{S}_k$ is an $N \times N$ diagonal matrix of tentative data and pilot symbols, $\bar{S}_k = \text{diag}(\bar{s}_k)$, and $W_r = \text{diag}(w_r)$ is the diagonal matrix of weights computed using (4.32). If $W_r = I_N$, we arrive at the conventional unweighted BEM channel estimator, which however has inferior performance compared to the re-weighted estimation [18].

Note that, the channel estimate obtained from $\hat{z}_{r,k}$ is sub-optimal as the channel estimation is performed independently instead of jointly for all transmit antennas. However, this approach reduces the complexity and it simplifies the adaptive regularization, which is described in Subsection 4.4.4. The updated channel estimates $\hat{h}_{r,k}$ are used in the next re-weighted iteration of a total number of $N_{it}$. Note that the accuracy of tentative data estimates can be improved if decoding is used in the iterative re-weighted estimator. However, this will result in higher complexity of the receiver. Thus, we obtain the tentative data estimates without decoding as shown in Figure 4.3 (b). In the final iteration, the channel estimates $\hat{h}_{r,k}$ are used in the MIMO MMSE detector to obtain soft estimates of data symbols in $\hat{S}_k$. Then, the weights $w_{r,i}$ are used to construct the SbS selection scheme for the optimal detection.
4.4.3 The selection scheme

Figure 4.4 shows the relationship between the weights \( w_{r,i} \) and the residual powers \( \ell_{r,i} \) as in (4.32). For a single receive antenna, the idea of the proposed selection scheme is based on setting a threshold for the weights \( w_{r,i} \). The weights that are below the threshold correspond to unreliable data symbols while weights above the threshold correspond to reliable data symbols. Using the weights as a measure of the data reliability, we can combine detectors with high complexity and high detection performance (i.e., the SbS optimal detection) with detectors that have lower complexity and lower detection performance (i.e., the re-weighted channel estimation with the MMSE detection). At first, the detection is performed by the lower complexity detector. Then, based on the weights and a threshold, the unreliable received data are processed in the higher complexity detector, thus reducing the complexity of the better detector (as it is applied on a small percentage of the received data) and having its high detection performance. The threshold value \( \mu \) that provides a trade-off between the complexity and the detection performance in the worse channel case (i.e., the ETU channel) is selected from the values \( \mu \in (0, 1]. \)

Now we describe the selection scheme for the case of multiple receive antennas. Let \( w_{r,g} \) be the weights at data locations, where \( w_{r,g} \) is obtained from \( w_{r,i} \) by only selecting the data locations (\( g \) is the index \( i \) at data locations). For different receive antennas, the weight \( w_{r,g} \) can be different. Consider the first receive antenna \( (r = 1) \), let \( v_1 = w_{1,g} \) be the weight that corresponds to the \( g \)th received data element \( z_{d,1}^{(g)} \) \((z_{d,r}^{(g)} \text{ at } r = 1)\). For the second receive antenna \( (r = 2) \), let \( v_2 = w_{r,g} \) be the weight that corresponds to the \( g \)th received data element \( z_{d,2}^{(g)} \). Let \( \mu \) be a threshold value in the range \((0, 1]\). When \( v_1 \) and \( v_2 \) are below \( \mu \), we can assume that the received data \( z_d \) at this location has not been detected reliably. Then, the scheme selects this \( z_d \) for detection by the SbS optimal detector. If one of the weights or both the weights are greater than or equal to \( \mu \), the scheme decides that the received data have already been detected correctly. Note that, the selective detector is applied only on a small percentage of the received data symbols (see Section 4.5) which significantly reduces the detector complexity in comparison with the SbS optimal detector.

4.4.4 Adaptive model-based regularization

The model-based regularization is computed assuming a model PDP with uniformly distributed delays within a delay spread \( \tau_{max} \). The model PDP can differ from the true channel
PDP. The model-based regularization requires the knowledge of the delay spread. However, in practice, it is unknown and difficult to estimate. Our approach is to use an adaptive model-based regularization with a set of delay spreads given by

$$\tau_{max} \in \{\tau_1, \ldots, \tau_{\xi}, \ldots, \tau_Q\},$$

(4.36)

where $$\tau_{\xi}$$ is the $$\xi$$th maximum delay spread and $$Q$$ is its total number. The step $$\Delta \tau$$ between delay spreads in the set can be selected to about uniformly cover the maximum channel delays for the worst channel (e.g., for the ETU model [98]). For example, one can set $$\Delta \tau = \frac{\tau_Q}{Q}$$ and $$\tau_Q$$ is greater than the maximum delay spread of the ETU channel. As long as the set in (4.36) sufficiently covers the possible delay spreads of the high, medium and low delay spread channels, any $$\Delta \tau$$ can be selected.

For the $$\xi$$th delay spread $$\tau_{\xi}$$, an $$M \times M$$ model-based covariance matrix $$R_{\xi}$$ is pre-computed, thus providing a set $$\{R_{\xi}\}_{\xi=1}^{Q}$$. In order to select the best covariance matrix for channel estimation from this set, we use the GCV method [103]. The GCV method has been previously used for selection of smoothing parameters of a spline fitting without the knowledge of noise variance [21, 104]. In the GCV method, one sample of observed data (in our case, one RE) is removed and the remaining samples are used to estimate this sample; this procedure is repeated for all samples. When a smoothing parameter is the best fit for the estimation for all these samples, the overall prediction error (i.e., the GCV) is minimized.

Using the GCV method, for every $$\xi$$, the cross-validation parameter is computed [21, 103], which in application to the channel estimation problem amounts to:

$$V_{r,k}(\xi) = \frac{||\tilde{z}_{r,k} - G_{n,k}^{(\xi)}\tilde{z}_{r,k}||^2}{(N_p - \text{tr}\{G_{n,k}^{(\xi)}\})^2},$$

(4.37)

$$G_{n,k}^{(\xi)} = S_{n,k} B (B^H S_{n,k}^H S_{n,k} B + \sigma_n^2 R_{\xi}^{-1})^{-1} B^H S_{n,k}^H,$$

(4.38)

where $$V_{r,k}(\xi)$$ is a $$\xi$$th cross-validation parameter for the channel between the $$r$$th receive antenna and $$k$$th transmit antenna. The covariance matrix $$R_{\xi}$$ that provides the minimum value of $$V_{r,k}(\xi)$$ from the set of matrices $$\{R_{\xi}\}_{\xi=1}^{Q}$$ is selected for the BEM channel estimation.

Note that the covariance matrix $$R_{\xi}$$ is computed without the knowledge of the true
channel PDP. However, the Doppler frequency in our investigation is assumed perfectly known when computing the matrix $R_\xi$. We make this assumption to simplify the presentation. Indeed, the adaptive regularization can be easily extended to the case of unknown Doppler frequency. Besides, there are techniques that can be used to estimate the Doppler frequency [105–110].

### 4.4.5 Complexity reduction

In the proposed receiver, the overall complexity is reduced, compared to the optimal detector, because of the following:

- The SbS optimal detector is used which significantly reduces the complexity in comparison to the optimal detector that jointly processes all symbols in the data package as explained in Section 4.3.
- The number of data symbols to which the SbS optimal detector is applied is significantly reduced as detailed in Section 4.3.
- Decoding is not used in the iterations involving the re-weighted channel estimation and mismatched detection.
- Pilot-based and re-weighted channel estimation is performed independently (not jointly) for the multiple $N_t \times N_r$ channels of the MIMO system as discussed in Section 4.4.

### 4.5 Numerical results

In the simulation, we consider a single-user MIMO downlink LTE scenario [29] in the spatial multiplexing transmission mode with two transmit antennas at the base station and two receive antennas at the user side. The channel frequency-selectivity is defined by the EPA, EVA, or ETU PDP [98]. The ETU channel has a high delay spread (slightly longer than the cyclic prefix length), while EVA and EPA channels have medium and low delay spreads, respectively. The multipath time-variant channel is described by Jakes’ model with Doppler frequencies of 5 Hz for EPA and 350 Hz for EVA and ETU channels.

A transport block of one sub-frame (see Figure 3.3) with six resource blocks (36 sub-carriers) is transmitted. A resource block occupies one slot of duration 0.5 ms and contains
7 OFDM symbols in time and 12 sub-carriers in frequency. The cyclic prefix duration is 5.2 \( \mu s \) for the first OFDM symbol in a slot and 4.69 \( \mu s \) for the rest of the OFDM symbols, each having the useful length 66.7 \( \mu s \). The pilot symbols are generated from Zadoff-Chu sequences [29]. Data are encoded by turbo codes with 1/3-code rate [99]. The modulation scheme is 16-QAM.

For the adaptive regularization, the channel covariance for a set of uniform PDPs is precomputed with the following delay spreads (\( Q = 8 \)):

\[
\frac{\tau_{\text{max}}}{\tau_{\text{CP}}} \in \{1, 6, 14, 22, 30, 44, 50\}/36, \quad \tau_{\text{CP}} = 4.69 \, \mu s.
\] (4.39)

With the adaptive regularization, no knowledge of the true channel PDP is assumed. The number of basis functions in time \( M_t \) and frequency \( M_f \) are set large enough to guarantee a low approximation error for the worst-case channel (the ETU channel with a Doppler frequency of 350 Hz). The receiver adopts these \( M_t \) and \( M_f \) for other channels. In this case, the receiver does not need to change its configuration for different channels which would be difficult to achieve in practice. Figure 4.5 shows the MSE performance of the pilot-based LMMSE BEM channel estimation for different values of basis functions \( M_t \) and \( M_f \) in the ETU channel with a Doppler frequency of 350 Hz at SNR=18 dB. It can be seen that \( M_t = 4 \) and \( M_f = 11 \) allow negligible approximation errors (i.e., the lowest \( M_t \) and \( M_f \) that can provide close-to-optimal MSE performance).

For the simulations, the following receivers are considered:

(1) Receiver 1 (R1): The MMSE detection with the pilot-based channel estimation. In this receiver, the pilot-based channel estimation in (4.31) is implemented with one of the following regularization schemes:

- LMMSE: \( \Phi_{r,k} = \sigma_n^2 R_{n}^{-1} \).
- Adaptive: \( \Phi_{r,k} = \sigma_n^2 R_{\xi}^{-1}, \xi = 1, \ldots, Q \).
- Diagonal loading: \( \Phi_{r,k} = \sigma_n^2 I_{M} \).
- ETU: In this scheme, the channel covariance matrix is computed using the ETU PDP.
Figure 4.5: MSE performance of the pilot-based LMMSE BEM channel estimation for basis functions in time $M_t = 3$, 4 and 5 versus the number of basis functions in frequency $M_f$ in a fading channel with the ETU PDP and a 350 Hz Doppler frequency at SNR = 18 dB.

(2) Receiver 2 (R2): The MMSE detection with the re-weighted channel estimation. In this receiver, the initial channel estimates are obtained via the pilot-based channel estimation in (4.31). For the iterative re-weighted channel estimation in (4.35), the number of iterations is set to $N_{it} = 3$. The channel estimates are based on the following regularization schemes:

- LMMSE: $\Phi_{r,k} = \sigma_n^2 R_a^{-1}$.
- Adaptive: $\Phi_{r,k} = \sigma_n^2 R_\xi^{-1}$, $\xi = 1, \ldots, Q$.
- Diagonal loading: $\Phi_{r,k} = \sigma_n^2 I_M$.

(3) Receiver 3 (R3): The SbS optimal receiver (4.6) with $N_D = 1$. In this receiver, the optimal detector exploits full knowledge of the channel covariance matrix (i.e., the true channel PDP) with $R_c = I_{N_r} \otimes I_{N_t} \otimes R_a$ in (4.15).
(4) Receiver 4 (R4): The SbS sub-optimal receiver. This receiver is the same as R3, but with an approximation to the true $R_a$ in (4.15). Thus, the detector becomes sub-optimal. Depending on the covariance matrix replacing $R_a$ in (4.15), the following sub-optimal detectors are considered:

- Adaptive: $\Phi_{r,k} = \sigma_n^2 R^{-1}_\xi$, $\xi = 1, \ldots, Q$.
- Model-based: In this case, the covariance matrix is computed for a uniform PDP with the delay spread of the true channel, i.e., the channel delay spread is assumed perfectly known.
- Diagonal loading: $\Phi_{r,k} = \sigma_n^2 I_M$.

(5) Receiver 5 (R5): The selective SbS optimal receiver (see Figure 4.3). In this receiver, the re-weighted channel estimation with the LMMSE regularization matrix is used.

(6) Receiver 6 (R6): The selective SbS sub-optimal receiver (see Figure 4.3). This receiver is the same as R5, but uses the adaptive regularization for the re-weighted channel estimation and for detection.

After the last stage in the receivers, the turbo decoding is performed. The LLR values for the data detected in the re-weighted channel estimation/detection iterations are calculated directly using the soft information obtained at the output of the MIMO MMSE detector [111]. The LLR $\lambda_b$ for each bit of the data detected by the SbS optimal detector are computed as [40]:

$$
\lambda_b = \ln \sum_{A^+_{k}} e^{-\lambda_{opt}(s_d)} - \ln \sum_{A^-_{k}} e^{-\lambda_{opt}(s_d)},
$$

(4.40)

where $A^\pm_{k} = \{s_d \in A | b = \pm 1\}$. More details on the LLR calculation in the optimal detector can be found in [40, 112].

We first investigate the performance of the adaptive regularization. Figure 4.6 shows the BLER performance of the receiver (R1) with the pilot-based channel estimates in the EPA channel. The BLER performance of the receiver with the channel estimation using the diagonal loading (R1: Diagonal loading) shows a relatively poor performance. The channel estimation with the ETU regularization (R1: ETU reg.), i.e., the worst-case regularization, also causes a significant degradation in the performance. Thus, the often attractive approach
of the estimation tuned to the worst-case scenario does not work well here. The MMSE detection with the pilot-based LMMSE channel estimation (R1: LMMSE) provides a performance that is very close to that of the SbS optimal detection (R3). The receiver with the adaptive regularization (R1: Adaptive) is more practical than the receiver with the LMMSE regularization as it can be applied without the knowledge of the channel PDP; but it also provides a performance very close to that of the SbS optimal receiver with full knowledge of channel statistics (R3). Interestingly, the receiver with the model-based regularization (R1: Model-based), though based on perfect knowledge of the channel delay spread, shows an inferior performance when compared to the receiver with adaptive regularization.

In the EPA channel, where the channel is almost frequency-flat, the pilot-based channel estimation is enough to produce close-to-optimal detection performance. In the channels with longer delay spreads, such as the ETU and EVA channels, in addition to the pilot symbols, tentative data estimates need to be used for the channel estimation to achieve the close-to-optimal detection performance. Figure 4.7 shows the BLER performance of the receivers in
the ETU channel. It is seen that the performance of all receivers with the diagonal loading is significantly inferior to that of the receivers with other regularization schemes. However, it is also seen that the use of the tentative data estimates for channel estimation (R2) provides a significant improvement in the performance compared to the pilot-based channel estimation (R1). It can also be seen that the sub-optimal receiver with the diagonal loading (R4: diagonal loading) results in a much better performance, compared to receivers R1 and R2 with diagonal loading. The receiver with the re-weighted channel estimation and adaptive regularization (R2: Adaptive) shows a good performance and is only about 0.7 dB away from that of the receiver with the re-weighted LMMSE channel estimation (R2: LMMSE) at a BLER of $10^{-2}$. The sub-optimal receiver with adaptive regularization (R4: Adaptive) has almost the same performance as that of the receiver with the model-based regularization requiring perfect knowledge of the channel delay spread (R4: Model-based). The sub-optimal receiver with the adaptive regularization (R4: Adaptive) is about 0.7 dB away from the SbS optimal receiver with perfect knowledge of the channel statistics (R3). Thus, the sub-optimal receiver with the adaptive regularization provides a performance close to that of the optimal receiver.
Figure 4.8: Average percentage of selection of received data elements versus the threshold $\mu$ for the selective detection with channel estimation using the LMMSE regularization and the adaptive regularization at SNR = 18 dB in the ETU channel with a Doppler frequency of 350 Hz.

Figure 4.8 shows the average percentage of selected unreliably received data elements versus the threshold $\mu$ for the cases of the LMMSE and adaptive regularization in the ETU channel. This represents the percentage of received data symbols selected for the optimal detection of the total number of data symbols $N_d$, averaged over $10^4$ sub-frames. Figure 4.8 also shows that the percentage for the adaptive regularization is close to that of the LMMSE regularization. When the threshold value is reduced from $\mu = 1$ to $\mu = 0.5$, the percentage is significantly reduced and fewer received symbols are selected for the optimal detection. The less the percentage, the less complicated is the receiver, but with a drop in the performance.

Figure 4.9 shows the BLER performance of the receiver with the selective optimal detection (R5) for different values of the threshold ($\mu = 1, 0.8, 0.7, 0.5$) in the ETU channel. The selective optimal receiver with $\mu = 0.8$ has almost the same BLER performance as that of the optimal receiver (R3). The threshold value $\mu = 0.8$ provides a good performance-complexity trade-off. As shown in Figure 4.8, for $\mu = 0.8$, as few as 3.3 % of received data symbols are processed in the SbS optimal detector, while 4.4 % are processed in the case of the adaptive
regularization. Thus, the complexity is reduced by approximately 30 times in comparison to applying the SbS optimal detection to all received data for the case of the known channel statistics and 23 times for the case of the adaptive regularization.

Figure 4.10 compares the BLER performance of the selective detection (optimal receiver R5 and sub-optimal receiver R6, $\mu = 0.8$) and the SbS optimal receiver (R3) with the LMMSE and adaptive regularization in the ETU channel. It can be seen that the selective receiver with the LMMSE regularization (R5) provides almost the same performance as that of the optimal receiver (R3). The selective receiver with the adaptive regularization (R6) has almost the same performance as the SbS sub-optimal receiver with the adaptive regularization (R4), but the complexity of the receiver R6 is significantly lower, as was explained in Sections 4.3 and 4.4.

Figure 4.11 shows the BLER performance of the receivers in the EVA channel. Similar to the ETU channel, the performance of the receivers with the channel estimation using the diagonal loading is inferior to that of the receivers with the other regularization schemes. The SbS sub-optimal receiver with adaptive regularization (R4: Adaptive) has almost the same performance as that with the model-based regularization (R4: Model-based) and only about
Figure 4.10: BLER performance of the selective detection (R5 and R6, $\mu = 0.8$) with LMMSE and adaptive regularization in the ETU channel with a Doppler frequency of 350 Hz.

Figure 4.11: BLER performance of the receivers in the EVA channel with a Doppler frequency of 350 Hz.
Figure 4.12: BLER performance of the selective detection receivers (R5 and R6, $\mu = 0.8$) using the LMMSE and the adaptive regularization in the EVA channel with a Doppler frequency of 350 Hz.

0.4 dB away from the SbS optimal detector (R3). Thus, the detection with the adaptive regularization again provides a performance close to that of the optimal detection.

As in the ETU channel, based on simulation that is not shown here, $\mu = 0.8$ provides a good performance-complexity trade-off in the EVA channel. For the LMMSE regularization, only 1.5% of the received data are processed in the SbS optimal detector, and thus the complexity is reduced by approximately 65 times in comparison to applying the optimal detector to all received data. For the adaptive regularization, 2.4% of received data are processed, and thus the complexity is reduced by approximately 42 times.

Figure 4.12 compares the BLER performance of the selective optimal receiver (R5) and selective sub-optimal receiver (R6) in the EVA channel. It can be seen again that the selective SbS optimal receiver (R5) provides almost the same performance as that of the optimal receiver (R3), whereas the selective receiver with the adaptive regularization (R6) shows a
performance very close to that of the SbS sub-optimal receiver with adaptive regularization (R4: Adaptive).

4.6 Summary

This chapter can be summarized as the following:

- A selective symbol-by-symbol detection with adaptive channel estimation was proposed for MIMO OFDM systems in doubly-selective channels.

- The proposed selective detection allows significantly lower complexity with almost the same detection performance in comparison with the symbol-by-symbol optimal receiver applied to all received data symbols.

- The performance of receivers with the adaptive regularization without knowledge of channel statistics is close to that of receivers with full knowledge of channel statistics.
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5.1 Introduction

Channel estimation is an important step in receivers of wireless communication systems. Pilot-based channel estimation, using BEMs, is often used for this purpose [2–10]. BEMs can provide high channel estimation performance with a low computational complexity [8,9]. However, the channel estimation may result in a poor estimation performance if ignoring the channel response smoothness (correlation) and noise. The estimation can be improved by taking these into account, which can be achieved by the use of a regularization. The best
estimation performance can be achieved if the regularization is based on the perfect knowledge of channel statistics, such as the Doppler spectrum and PDP. However, these are often unavailable in practice. For channel estimation, the Doppler spectrum is well described by such a parameter as the Doppler spread (or Doppler frequency). The PDP, for the purpose of channel estimation, can be represented by the delay spread. Therefore, in this chapter, we address the joint pilot-based estimation of the Doppler frequency, delay spread and BEM coefficients.

Several techniques for estimation of the Doppler frequency [105,106,110,113] and delay spread [82,114–116] with and without the channel estimation have been proposed in the literature for doubly-selective channels. However, only a few papers have addressed the joint estimation of the Doppler frequency, delay spread and the channel [117–120]. In [117], the channel was estimated for medium to high Doppler frequencies assuming some estimates of the Doppler frequency in doubly-selective channels. However, it does not consider the channel estimation at low Doppler frequencies. In [118], a Doppler frequency estimator with delay-subspace tracking was shown to provide high accuracy in the estimation of medium to high Doppler frequencies. However, this estimator utilizes a high number of pilot symbols and has high estimation errors at low Doppler frequencies. In [119] and [120], the estimation performance was investigated at low Doppler frequencies only. In this chapter, we are motivated to find a joint estimator for the Doppler frequency, delay spread and channel that outperforms existing estimators in doubly-selective channels at low to high Doppler frequencies.

In [21], the channel estimation with adaptive model-based regularization was proposed. This approach selects, using a cross-validation (CV) criterion, a regularization matrix from a set of regularization matrices defined by a set of delay spreads. Such an estimation achieves a performance close to that of the channel estimation with the knowledge of the true channel delay spread. However, it does assume that the Doppler frequency is known, which however is unavailable in practice. Here, we extend the approach in [21] to jointly estimate the Doppler frequency, delay spread and channel response.

In the joint estimation, a large set of regularization matrices defined by the Doppler frequency and delay spread (i.e., two-dimensional set) is required. This involves a large number of matrices to be precomputed and stored, which may occupy a large space in the memory.
Also, when the CV approach [103, 121] uses the exhaustive search to find the optimal solution from this set, it results in a high computational load. To reduce the memory load, we use properties of the BEM matrices. The dichotomous search [122] can be used instead of the exhaustive search to reduce the complexity.

In general, Doppler frequency estimators designed for a specific Doppler spread model will have large modelling errors when in reality a different Doppler model describes the real channel [105]. For example, in macro-cells, the Doppler spectrum is well described by Jakes’ Doppler spectrum [123]. On the other hand, in indoor environments, the Doppler spectrum is often uniform [124]. When the Doppler frequency estimator designed for an environment with the uniform Doppler spectrum is applied on an environment described by the Jakes’ Doppler spectrum, this may cause high estimation errors. This may also affect the performance of the joint estimation. In our investigation, the Doppler model mismatch is investigated.

In this chapter, a new joint Doppler-delay spread and channel estimation is proposed for doubly-selective channels. This estimator exploits the GCV, dichotomous search and some properties of the BEM matrices to achieve high estimation performance with a reduced memory space and reduced complexity. A MIMO OFDM system in downlink LTE scenarios [29] is used to investigate the performance of the proposed joint estimator. In this chapter, more emphasis is put on uncertainty in the Doppler spread and channel estimation. The performance of the Doppler frequency estimation by the proposed estimator is compared with that obtained by a conventional Doppler frequency estimator [22]. The performance of channel estimates obtained by the proposed approach is compared with that of the LMMSE channel estimates. It is shown that the proposed estimator provides channel estimates without the knowledge of the channel statistics with accuracy, which are close to those obtained with perfect knowledge of channel statistics.

The remainder of this chapter is organized as follows: signal and channel models are introduced in Section 5.2. Pilot-based BEM channel estimation is described in Section 5.3. The conventional Doppler frequency estimation is described in Section 5.4. In Section 5.5, the new joint estimator is presented. In Section 5.6, the complexity reduction of the joint estimator is discussed. In Section 5.7, a re-adjustable estimation is proposed to provide further improvement to the joint Doppler-delay spread and channel estimation. Numerical
results are given in Section 5.8. Section 5.9 concludes the chapter.

5.2 Signal and channel models

Consider a single-user MIMO OFDM system. At the rth receive antenna, the received signal \( y_r \) is modelled as

\[
z_r = \sum_{k=1}^{N_t} S_k h_{r,k} + n_r, \quad r = 1, \ldots, N_r,
\]

where \( S_k \) is an \( N \times N \) diagonal matrix of data and pilot symbols transmitted by the \( k \)th transmit antenna, \( N \) is the number of data and pilot symbols, \( h_{r,k} \) is an \( N \times 1 \) vector describing the channel time-frequency response between the \( k \)th transmit and \( r \)th receive antennas, \( n_r \) is an \( N \times 1 \) complex noise vector with independent Gaussian elements of zero mean and variance \( \sigma_n^2 \), \( N_t \) is the number of transmit antennas and \( N_r \) is the number of receive antennas.

It is assumed that the channel vector \( h_{r,k} \) is represented by an \( M \times 1 \) vector \( a_{r,k} \) of BEM coefficients,

\[
h_{r,k} = B a_{r,k},
\]

where \( B \) is an \( N \times M \) matrix of basis functions with \( M \) being the number of basis functions. The two-dimensional (time and frequency) BEM matrix \( B \) is computed as

\[
B = B_t \otimes B_f,
\]

where \( B_t \) is an \( N_{OFDM} \times M_t \) matrix of basis functions in time, \( N_{OFDM} \) is the number of OFDM symbols, \( M_t \) is the number of basis functions in time, \( \otimes \) denotes the Kronecker product, \( B_f \) is an \( N_f \times M_f \) matrix of basis functions in frequency, \( N_f \) is the number of sub-carriers, \( M_f \) is the number of basis functions in frequency, and \( M = M_t M_f \). Different basis functions can be used to approximate the channel variations in frequency and time [2–10]. In our simulations, the discrete prolate spheroidal sequences [6,7] are used as the basis functions in frequency. In time, parabolic B-splines [8–10] are used.
5.3 Pilot-based BEM channel estimation

The pilot-based channel estimation is considered. With BEMs, the estimated channel vector \( \hat{\mathbf{h}}_{r,k} \) is given by

\[
\hat{\mathbf{h}}_{r,k} = \mathbf{B} \hat{\mathbf{a}}_{r,k},
\]

(5.4)

where the estimate \( \hat{\mathbf{a}}_{r,k} \) of the expansion coefficients \( \mathbf{a}_{r,k} \) is found as [18]

\[
\hat{\mathbf{a}}_{r,k} = (\mathbf{B}^H \mathbf{S}_{n,k}^H \mathbf{S}_{n,k} \mathbf{B} + \mathbf{\Gamma}_{r,k})^{-1} \mathbf{B}^H \mathbf{S}_{n,k}^H \mathbf{\tilde{z}}_{r,k},
\]

(5.5)

\( \mathbf{S}_{n,k} \) is an \( N \times N \) diagonal matrix of pilot symbols transmitted by the \( k \)th transmit antenna with zeros at data locations, and it is obtained from \( \mathbf{S}_k \) by selecting \( N_p \) pilot symbols, \( \mathbf{\Gamma}_{r,k} \) is an \( M \times M \) regularization matrix for the channel between the \( k \)th transmit antenna and the \( r \)th receive antenna and \( \mathbf{\tilde{z}}_{r,k} \) is an \( N \times 1 \) vector of received pilots from the \( k \)th transmit antenna with zeros at data locations. In the LTE downlink [29], as shown in Figure 3.3, a single RE represents a single OFDM symbol in time and a single subcarrier in frequency. REs with pilot symbols from one transmit antenna are not overlapping with non-zero REs transmitted from the other transmit antennas [29]. Hence, the pilot symbols received from the \( k \)th transmit antenna can be recovered without the multi-antenna interference, and this justifies the estimation of \( \mathbf{a}_{r,k} \) as in (5.5).

When \( \mathbf{\Gamma}_{r,k} = \sigma_n^2 \mathbf{R}_c^{-1} \), where \( \mathbf{R}_c = \mathbb{E}[\mathbf{a}_{r,k} \mathbf{a}_{r,k}^H] \), we arrive at the pilot-based LMMSE channel estimation. The \( M \times M \) covariance matrix of the expansion coefficients \( \mathbf{R}_c \) can be computed from [40]

\[
\mathbf{R}_c = \mathbb{E}[\mathbf{a}_{r,k} \mathbf{a}_{r,k}^H] = (\mathbf{B}^H \mathbf{B})^{-1} \mathbf{B}^H \mathbf{\Upsilon} \mathbf{B}(\mathbf{B}^H \mathbf{B})^{-1},
\]

(5.6)

where \( \mathbf{\Upsilon} = \mathbb{E}[\mathbf{h}_{r,k} \mathbf{h}_{r,k}^H] \) is the channel time-frequency auto-correlation matrix defined by the channel PDP and Doppler spectrum. The matrix \( \mathbf{\Upsilon} \) is given by

\[
\mathbf{\Upsilon} = \mathbf{\Upsilon}_t \otimes \mathbf{\Upsilon}_f,
\]

(5.7)

where the channel auto-correlation in time \( \mathbf{\Upsilon}_t \), as an example, is based on Jakes’ model [64],

\[
[\mathbf{\Upsilon}_t]_{p,q} = \rho_t((p-q)T_{OFDM}),
\]

(5.8)
where
\[
\rho_t(\tau) = J_0(2\pi f_d \tau), \quad p, q = 1, ..., N_{OFDM},
\]
(5.9)

\(J_0(\cdot)\) denotes the zero order Bessel function of first kind, \(f_d\) is the Doppler frequency, \(\tau\) is a delay and \(T_{OFDM}\) is the duration of a single OFDM symbol. The channel auto-correlation in frequency \(\Upsilon_f\) is given by \([102]\)

\[
[\Upsilon_f]_{p,q} = \rho_f((p - q)\Delta f),
\]
(5.10)

where
\[
\rho_f(F) = \sum_{l=1}^{L} \sigma_l^2 e^{-2\pi j F \tau_l}, \quad p, q = 1, ..., N_f,
\]
(5.11)

where \(\sigma_l^2\) is the average power of the \(l\)th path, \(\tau_l\) is the delay of the \(l\)th path, \(l = 1, ..., L\), \(L\) is the number of paths and \(\Delta f\) is the frequency spacing between two consecutive sub-carriers (in the LTE downlink, \(\Delta f = 15\) kHz \([29]\)). The powers \(\sigma_l^2\) and delays \(\tau_l\) define the channel PDP.

When \(\Gamma_{r,k} = \sigma_n^2 R_{\xi}^{-1}\) and \(R_{\xi}\) is an \(M \times M\) model (not true) covariance matrix defined by a model PDP and a model Doppler spectrum, we arrive at a model-based regularization. When \(\Gamma_{r,k} = \sigma_n^2 I_M\) and \(I_M\) is an \(M \times M\) identity matrix, we arrive at the channel estimation with the diagonal loading, which is a popular regularization technique \([21, 125, 126]\). It however cannot provide the channel estimation performance close to that with the LMMSE regularization.

### 5.4 Conventional Doppler frequency estimation

The time-frequency auto-correlation function is given by
\[
\rho(\tau, F) = \mathbb{E}[h_{r,k}^{(u)}h_{r,k}^{(v)*}] = \rho_t(\tau)\rho_f(F),
\]
(5.12)

where the positions of the two elements \(h_{r,k}^{(u)}\) and \(h_{r,k}^{(v)}\) are separated in time by \(\tau\) and in frequency by \(F\); \((\cdot)^*\) denotes the complex conjugate. In \([22]\), Lin and Proakis proposed to estimate the Doppler frequency by fitting the auto-correlation of channel estimates using the optimization:
\[
\hat{f}_d = \arg \min_{f_d} [J_0(2\pi f_d \tau) - \hat{\rho}_t(\tau)]^2,
\]
(5.13)
where \( \hat{\rho}_t(\tau) \) is an estimate of the channel time auto-correlation. In application to the LTE downlink scenarios, the channel time auto-correlation estimate can be obtained as

\[
\hat{\rho}_t(\tau) = \frac{\hat{\rho}_1 + \hat{\rho}_2}{2}, \tag{5.14}
\]

where

\[
\hat{\rho}_1 = \frac{\Re(\tilde{h}_1^T)\Re(\tilde{h}_2)}{\sqrt{\Re(h_1^T)\Re(h_1)}\sqrt{\Re(h_2^T)\Re(h_2)}}, \tag{5.15}
\]

\[
\hat{\rho}_2 = \frac{\Im(\tilde{h}_1)^T\Im(\tilde{h}_2)}{\sqrt{\Im(h_1)^T\Im(h_1)}\sqrt{\Im(h_2)^T\Im(h_2)}}. \tag{5.16}
\]

\( \Re[\cdot] \) and \( \Im[\cdot] \) are the real and imaginary parts of a complex number, respectively, \( \tilde{h}_1 \) is an \( \frac{N_p}{2} \times 1 \) vector of LS channel estimates obtained at pilot locations in slot 1 (see Figure 3.3) and \( \tilde{h}_2 \) is an \( \frac{N_p}{2} \times 1 \) vector of LS channel estimates obtained at pilot locations in slot 2. The value of \( \tau \), in this case, is equal to \( \tau = T_{\text{slot}} \), where \( T_{\text{slot}} \) is the slot duration (in the LTE downlink, \( T_{\text{slot}} = 0.5 \text{ms} \) [29]). The LS channel estimate \( \tilde{h}_1 \) for the first slot is given by

\[
\tilde{h}_1(g) = \frac{\tilde{z}_r(g)}{\tilde{s}_k(g)}, \tag{5.17}
\]

where \( \tilde{z}_r(g) \) and \( \tilde{s}_k(g) \) are elements of the received and transmitted pilot symbols, respectively, that correspond to the \( g \)th element of \( \tilde{h}_1 \), \( g = 1, ..., \frac{N_p}{2} \). The LS channel estimate \( \tilde{h}_2 \) for the second slot can be obtained in the same manner as in (5.17).

The optimization problem in (5.13) provides a biased solution and it can be modified as suggested in [106] by introducing a correction term, taking into account the SNR:

\[
\hat{f}_d = \arg \min_{f_d} \left[ \frac{J_0(2\pi f_d \tau)}{1 + 1/\text{SNR}} - \hat{\rho}_t(\tau) \right]^2. \tag{5.18}
\]

The solution to the optimization problem in (5.18) is used as the conventional Doppler frequency estimate.

The conventional Doppler frequency estimator based on (5.18) corresponds to an environment with Jakes’ Doppler spectrum. As another example, the time auto-correlation
function can be considered \[127\]

\[
\rho_t(\tau) = \text{sinc}(2f_d\tau).
\]  \hspace{1cm} (5.19)

The auto-correlation function in (5.19) corresponds to an environment with a Doppler spectrum that is uniform over the frequency interval \([-f_d, f_d]\). In the following sections, the performance of the conventional and proposed estimators designed based on a Doppler model that is different from the true Doppler model is investigated.

\section*{5.5 Joint Doppler-delay spread and channel estimation}

In the proposed estimator, regularization matrices for a two-dimensional set of Doppler frequencies and delay spreads are precomputed and stored. In this set, the estimator finds a regularization matrix that minimizes the GCV. The Doppler frequency and delay spread defining this matrix are considered as their estimates. The exhaustive search over all regularization matrices in the set will require a high complexity, especially for a high number of Doppler frequencies and delay spreads. To reduce the complexity, the estimator uses the dichotomous search \[122\].

In the frequency domain, the model-based regularization matrices are defined by a set of Doppler frequencies:

\[
f_d \in \{f_{d,1}, ..., f_{d,j}, ..., f_{d,P}\}, \hspace{1cm} j = 1, ..., P,
\]  \hspace{1cm} (5.20)

where \(f_{d,j+1} = f_{d,j} + \Delta f_d\) and \(\Delta f_d\) defines the Doppler frequency resolution. In time, these matrices are defined by a set of root mean squares (rms) delay spreads:

\[
\tau_{\text{rms}} \in \{\tau_{\text{rms},1}, ..., \tau_{\text{rms},i}, ..., \tau_{\text{rms},Q}\}, \hspace{1cm} i = 1, ..., Q,
\]  \hspace{1cm} (5.21)

where \(\tau_{\text{rms},i+1} = \tau_{\text{rms},i} + \Delta \tau\) and \(\Delta \tau\) defines the rms delay spread resolution.

The \(P \times Q\) set of Doppler-delay regularization matrices is denoted as \(\{\sigma_n^2 R_{j,i}^{-1}\}_{j=1,i=1}^{(P,Q)}\).

The covariance matrix of expansion coefficients \(R_{j,i}\) is computed using (5.6) and (5.7), where the matrix \(Y_t\) is computed using (5.9) for every Doppler frequency in (5.20), while the matrix
\( \Upsilon_f \) is computed for every rms delay spread in (5.21). For modelling PDPs, the exponentially decaying model is used, for \( N_m \) multipath components, as the following [128]:

\[
\theta(\tau_k) = e^{-\tau_k/\tau_{rms}}, \tag{5.22}
\]

where \( \tau_k \) is a random delay and the probability density function of the delays \( \tau_k \) is given by

\[
f_{\tau_k}(\tau_k) = \begin{cases} 1/T_d & \text{if } \tau_k \in [0, T_d], \\ 0 & \text{otherwise} \end{cases}, \tag{5.23}
\]

where \( T_d \) is set to be greater than the expected maximum delay spread. The frequency auto-correlation for this model can be obtained in a closed form as [128]

\[
[\Upsilon_f]_{p,q} = 1 - e^{-T_d \left( \frac{4\pi |(p-q)\Delta f|}{\tau_{rms}} + 2\pi |(p-q)\Delta f \tau_{rms}| \right)}, \tag{5.24}
\]

where (5.24) corresponds to a truncated exponentially decaying PDP in the range \([0, T_d]\).

The optimal regularization matrix of expansion coefficients from the set \( \{\sigma_n^2 R_{j,i}^{-1}\}_{(P,Q)}^{(j=1,i=1)} \) is found in the proposed estimator by using the GCV method [103, 121]. The \((j,i)\)th cross-validation \( V_{r,k} \) is computed for the channel between the \( k \)th transmit and \( r \)th receive antennas [103, 121]:

\[
V_{r,k}(j,i) = \frac{||\tilde{z}_{r,k} - G_k^{(j,i)} \tilde{z}_{r,k}||^2}{(N_p - \alpha \text{tr}(G_k^{(j,i)}))^2}, \tag{5.25}
\]

\[
G_k^{(j,i)} = S_{n,k} B (B^H S_{n,k} B + \sigma_n^2 R_{j,i}^{-1})^{-1} B^H S_{n,k}^H,
\tag{5.26}
\]

where \( \alpha \) is an adjusted parameter, \( 1 \leq \alpha \leq 2 \). The regularization matrix that provides the minimum of \( V_{r,k}(j,i) \) is selected for the channel estimation,

\[
\{j, i\} = \arg \min_{p,q} V_{r,k}(p, q), \tag{5.27}
\]

where the optimal regularization matrix is \( \Gamma_{r,k} = \sigma_n^2 R_{j,i}^{-1} \), and its corresponding Doppler frequency and delay spread are considered as estimates of these parameters.

The search for the optimal solution through the computation of the GCV for all matrices in the set \( \{\sigma_n^2 R_{j,i}^{-1}\}_{(P,Q)}^{(j=1,i=1)} \) using an exhaustive search results in high complexity. To reduce
the complexity, the dichotomous search is used in the proposed estimator. The GCV with the dichotomous search can be performed jointly on the two-dimensional set of Doppler frequencies and delay spreads or independently on one of these sets. In this chapter, the search is performed on the set of Doppler frequencies. Below, the dichotomous search is introduced and its use with the GCV method is explained.

Figure 5.1 shows an example of using the dichotomous search to find a minimum of $V_{r,k}(j,i)$ for a set of Doppler frequencies $f_d$ and a known PDP. At the first iteration, the values $f_{d,v_1}$, $f_{d,v_2}$ and $f_{d,v_3}$ are available, $v_1$, $v_2$ and $v_3$ are indices of Doppler frequencies, $V_{r,k}(j = v_1,i) > V_{r,k}(j = v_2,i)$ and $V_{r,k}(j = v_3,i) > V_{r,k}(j = v_2,i)$. The dichotomous search finds the minimum of $V_{r,k}(j,i)$ from two samples $f_{d,v_1}$ and $f_{d,v_3}$. If $V_{r,k}(j = v_1,i) < V_{r,k}(j = v_3,i)$, the search at the next iteration is performed between points $v_1$ and $v_2$, thus reducing the search size by half. If $V_{r,k}(j = v_1,i) > V_{r,k}(j = v_3,i)$, the search is performed between $v_2$ and $v_3$; point $v_2$ becomes $v_1$ and the function $V_{r,k}(j,i)$ is computed at a new point $v_2 = (v_1 + v_3)/2$. This procedure is repeated $D_{it}$ times, reducing the search area by half at each iteration. $D_{it}$ is found by increasing the number of iterations until we arrive at $v_3 - v_1 = 1$ (last two elements to be compared). Note that the problem in Figure 5.1 represents a convex optimization problem. However, the optimization problem in reality is non-convex and this may cause a wrong selection of the search area, especially at the first iteration. Therefore, the dichotomous search is modified only at the first iteration by adding
more samples between \( v_1 \) and \( v_3 \) to guarantee more accurate selection of the initial search area.

In the proposed estimator, the GCV with the dichotomous iterations is performed over Doppler frequencies. At the first iteration, \( N_s \) Doppler frequencies \( \{f_{d,1}, ..., f_{d,n}, ..., f_{d,N_s}\} \) are selected from (5.20), where \( f_{d,1} = f_{d,j=1} \), \( f_{d,N_s} = f_{d,j=P} \) and \( n = 1, ..., N_s \). Note that the higher \( N_s \), the better the accuracy in the selection of the initial search area. For every Doppler frequency \( f_{d,n} \), the GCV is computed for all \( Q \) delay spreads in (5.21) and thus an \( N_s \times Q \) set of \( V_{r,k}(n,i) \) values is obtained. Then, the minimum \( V_{r,k}(n,i) \) over \( i \) is found for every Doppler frequency \( f_{d,j} \) as the following

\[
i_n = \arg \min_{i=1:Q} V_{r,k}(n,i), \quad n = 1, ..., N_s. \tag{5.28}
\]

This results in \( N_s \) values of \( V_{r,k}(n,i_n) \). The minimum of \( V_{r,k}(n,i_n) \) is found and its corresponding delay spread is selected as the estimated delay spread. Note that the optimal delay spread from the set in (5.21) can be obtained with already a high accuracy at the first iteration (see Section 5.8) without necessarily having the optimal Doppler frequency, which is only found at the final iteration. For \( D_{it} > 1 \), the search is performed using the classical dichotomous search as the optimization problem at this stage is almost a convex problem (see Figure 5.1). At the output of the first iteration, \( v_1 \) and \( v_3 \) are obtained as the following:

\[
v_1 = \begin{cases} 
1 & \text{if } n = 1, \\
N_s - 1 & \text{if } n = N_s, \\
n - 1 & \text{if } V_{r,k}(n-1, i_n) < V_{r,k}(n+1, i_n), \quad n \neq 1 \text{ and } n \neq N_s, \\
n & \text{if } V_{r,k}(n-1, i_n) > V_{r,k}(n+1, i_n), \quad n \neq 1 \text{ and } n \neq N_s,
\end{cases} \tag{5.29}
\]

\[
v_3 = \begin{cases} 
2 & \text{if } n = 1, \\
N_s & \text{if } n = N_s, \\
n & \text{if } V_{r,k}(n-1, i_n) < V_{r,k}(n+1, i_n), \quad n \neq 1 \text{ and } n \neq N_s, \\
n + 1 & \text{if } V_{r,k}(n-1, i_n) > V_{r,k}(n+1, i_n), \quad n \neq 1 \text{ and } n \neq N_s.
\end{cases} \tag{5.30}
\]

At iterations \( D_{it} > 1 \), the GCV is only computed at \( f_{d,v_2} \) with the estimated delay spread obtained from the first iteration. The indices \( v_1 \) and \( v_3 \) at the output of the second iteration
and subsequent iterations, are obtained as the following:

\[ v_1 = \begin{cases} 
v_1 & \text{if } V_{r,k}(v_1, i_n) < V_{r,k}(v_3, i_n), \\
v_2 & \text{if } V_{r,k}(v_1, i_n) > V_{r,k}(v_3, i_n), 
\end{cases} \quad (5.31) \]

\[ v_3 = \begin{cases} 
v_2 & \text{if } V_{r,k}(v_1, i_n) < V_{r,k}(v_3, i_n), \\
v_3 & \text{if } V_{r,k}(v_1, i_n) > V_{r,k}(v_3, i_n), 
\end{cases} \quad (5.32) \]

where \( v_2 \) is the half distance between \( v_1 \) and \( v_3 \), \( v_2 = \frac{v_1 + v_3}{2} \). At the final iteration, the optimal regularization matrix and the estimate of Doppler frequency are given by

\[ \Gamma_{r,k} = \begin{cases} 
\{\sigma_n^2 R_{j,i}^{-1}\}_{j=v_1,i_n} & \text{if } V_{r,k}(v_1, i_n) < V_{r,k}(v_3, i_n), \\
\{\sigma_n^2 R_{j,i}^{-1}\}_{j=v_3,i_n} & \text{if } V_{r,k}(v_1, i_n) > V_{r,k}(v_3, i_n), 
\end{cases} \quad (5.33) \]

\[ \hat{f}_d = \begin{cases} 
f_{d,v_1} & \text{if } V_{r,k}(v_1, i_n) < V_{r,k}(v_3, i_n), \\
f_{d,v_3} & \text{if } V_{r,k}(v_1, i_n) > V_{r,k}(v_3, i_n). 
\end{cases} \quad (5.34) \]

The adaptive regularization matrix obtained in (5.33) is used for the pilot-based channel estimation in (5.5).

### 5.6 Complexity reduction

When the GCV method is applied using the two-dimensional regularization set, \( PQ \) GCV computations are necessary to find the minimum of the cross-validation parameter. For high \( P \) and \( Q \), this results in a high computational load. To reduce the complexity, the GCV method is implemented using the dichotomous search. Using \( N_s \) samples at the first iteration and \( D_{it} \) iterations in the GCV with the dichotomous search, the number of GCV computations is reduced from \( PQ \) to \( N_s Q + (D_{it} - 1) \). For example, for \( P = 230 \), \( Q = 20 \), \( N_s = 11 \) and \( D_{it} = 6 \), the number of GCV computations is reduced from \( PQ = 4600 \) to \( N_s Q + (D_{it} - 1) = 225 \), and thus, for this example, the complexity is reduced by approximately 20.4 times.

The resolution of the joint estimator depends on the selected values \( \Delta f_d \) and \( \Delta \tau \). The lower \( \Delta f_d \) and \( \Delta \tau \), the better the estimation accuracy, the larger the set of regularization ma-
trices and higher computational load. Implementing the GCV method with the dichotomous search provides more freedom in selection of $\Delta f_d$ and $\Delta \tau$ to achieve a desired estimation performance.

For storing the precomputed regularization matrices, a large memory space may be required. To reduce the memory, the following properties of the BEM matrix $B$ and channel covariance $\Upsilon$ are used. Let $B^+ = (B^H B)^{-1} B^H$, then (5.6) can be rewritten as

$$R_c = B^+ \Upsilon (B^+)^H.$$  (5.35)

Using $B = B_t \otimes B_f$, $\Upsilon = \Upsilon_t \otimes \Upsilon_f$ and the property of the Kronecker product, we have $B^+ = B_t^+ \otimes B_f^+$, and (5.35) becomes [129]

$$R_c = [B_t^+ \otimes B_f^+] [\Upsilon_t \otimes \Upsilon_f] [B_t^+ \otimes B_f^+]^H$$
$$= [B_t^+ \Upsilon_t \otimes B_f^+ \Upsilon_f] ([B_t^+]^H \otimes (B_f^+)^H]$$
$$= (B_t^+ \Upsilon_t (B_t^+)^H) \otimes (B_f^+ \Upsilon_f (B_f^+)^H)$$
$$= R_t \otimes R_f.$$  (5.36)

The inverse of (5.36) is then given by

$$R_c^{-1} = R_t^{-1} \otimes R_f^{-1},$$  (5.37)

where $R_t = B_t^+ \Upsilon_t (B_t^+)^H$ is an $M_t \times M_t$ time covariance matrix of expansion coefficients, $B_t^+ = (B_t^H B_t)^{-1} B_t^H$, and $R_f = B_f^+ \Upsilon_f (B_f^+)^H$ is an $M_f \times M_f$ frequency covariance matrix of expansion coefficients, $B_f^+ = (B_f^H B_f)^{-1} B_f^H$. Using (5.37), instead of storing $PQ$ regularization matrices $\{\sigma_n^2 R_{j,i}^{-1}\}_{(P,Q)}$, each of size $M_t M_f \times M_t M_f$, we only store $P$ inverse time covariance matrices, each of size $M_t \times M_t$ and $Q$ inverse frequency covariance matrices, each of size $M_f \times M_f$. As a result, the memory is reduced from $PQM^2$ to $PM_t^2 + QM_f^2$.

For example, if $P = 230$, $Q = 20$, $M_t = 4$ and $M_f = 11$, as in our simulation scenarios, the memory is reduced from $PQM^2 \approx 8.9 \times 10^6$ elements to $PM_t^2 + QM_f^2 \approx 6.1 \times 10^3$ elements. In this example, the memory is reduced by about $1.5 \times 10^3$ times, which is a very significant reduction in the memory size.
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5.7 Re-adjustable joint Doppler-delay spread and channel estimation

The constant $\alpha$ in (5.25), providing the best Doppler-delay spread and channel estimation performance can be different over different range of Doppler frequencies (as will be shown in Section 5.8). Therefore, the division of Doppler frequencies into low, medium and high range and apply different $\alpha$ at each Doppler frequency range to improve the estimation performance is proposed. To do this, an initial estimate of the Doppler frequency is required. This can be achieved first applying the joint estimator as described in Section 5.5 with an initial $\alpha$ over all Doppler frequencies. Then, the initial Doppler frequency estimate is used to set the value of $\alpha$.

Figure 5.2 shows the block diagram of the proposed re-adjustable joint estimator. Initial joint estimator is designed as described in Section 5.5. Let $\hat{f}_{d,\text{avg}}$ be the estimated Doppler frequency in the initial joint estimator, averaged over all multiple $N_t N_r$ channels in the MIMO system, and $f_{d,\text{thr}1}$ and $f_{d,\text{thr}2}$ are Doppler frequency thresholds defining the low, medium and high Doppler frequencies. If $\hat{f}_{d,\text{avg}} > f_{d,\text{thr}1}$, then the estimated Doppler frequency is in the high frequency range and there is no need for re-adjustment (as will be shown in Section 5.8). If $\hat{f}_{d,\text{avg}} \leq f_{d,\text{thr}1}$, then $\alpha$ is re-adjusted for the final joint estimator (which is designed as...
described in Section 5.5). If $f_{d, \text{avg}} \leq f_{d, \text{thr}1}$ and $\hat{f}_{d, \text{avg}} > f_{d, \text{thr}2}$, $\alpha$ is re-adjusted as $\alpha = \alpha_1$ for the medium frequency range. If $\hat{f}_{d, \text{avg}} \leq f_{d, \text{thr}2}$, the estimated Doppler frequency is in the low frequency range and therefore $\alpha$ is re-adjusted as $\alpha = \alpha_2$. In the proposed re-adjustable estimator, in the final joint estimator, $G_k^{(j,i)}$ is not computed. This is because it has already been saved from the initial joint estimator. In the following section, an example to show how the values of $f_{d, \text{thr}1}$, $f_{d, \text{thr}2}$ and $\alpha$ are found is presented for the re-adjustable estimator.

### 5.8 Numerical results

A single-user MIMO-OFDM system is considered in the LTE downlink scenarios [29], with two transmit antennas at the base station and two receive antennas at the user side. The MIMO system is in a spatial multiplexing transmission mode [29]. Jakes’ channel with ETU or EVA [98] PDP is used; such PDPs correspond to high and medium delay spreads, respectively, in comparison to the length of the cyclic prefix.

A transport block containing one sub-frame (see Figure 3.3) with 36 sub-carriers in frequency and 14 OFDM symbols in time is transmitted (it carries $N = 14 \times 36 = 504$ symbols of which $N_p = 24$ are pilot symbols). The number of basis functions in time is $M_t = 4$ and in frequency $M_f = 11$ [23]. The modulation scheme is 16-QAM. The pilot symbols are generated using the Zadoff-Chu sequences [29].

The number of pilots used is $N_p = 24$ while the total number of basis functions is $M = M_t M_f = 4 \times 11 = 44$. Thus, the number of parameters to estimate is higher than the number of available measurements. Hence, this problem is ill conditioned. For example, this means that the LS BEM channel estimation (obtained when $\Gamma_{r,k}$ is an $M \times M$ zero matrix in (5.5)) could not provide reliable results. The only way around this is the channel estimation with regularization. Therefore, the regularization is extremely important. Also, it motivates us to compare the adaptive regularization (obtained in the proposed estimator without knowledge of the channel statistics) with the diagonal loading regularization and the LMMSE regularization.

In the dichotomous search, the number of iterations is set to $D_{it} = 6$ and number of samples at the first iteration $N_s = 11$. The following Doppler frequencies and delay spreads
are considered:

\[ f_d \in \{1, 3, 5, 7, 9, ..., 459\} \text{ Hz}, \quad (5.38) \]

\[ \tau_{rms} \in \{0.2, 0.4, ..., 4\} \text{ } \mu\text{s}, \quad (5.39) \]

where \( \Delta f_d = 2 \text{ Hz} \) and \( \Delta \tau = 0.2\mu\text{s} \). \( T_d \) is set to 1.3 the length of the cyclic prefix, i.e., \( T_d = 1.3 \times 4.69\mu\text{s} \approx 6.1\mu\text{s} \). The reason for this is that the delay spread of some channels (such as the ETU channel) may exceed the cyclic prefix duration, and thus \( T_d \) must be large enough to take this into account.

In the simulations, the joint estimator using the GCV method with the exhaustive search is referred to as GCV-E, while the GCV with the dichotomous search is referred to as GCV-D. Two sets of scenarios are considered: (i) known PDP and (ii) unknown PDP. The investigation of the scenarios with known PDP can help us find the best performance achieved when the Doppler frequency and channel are jointly estimated. Such estimation performance is then compared with that of the estimation with unknown PDP.

### 5.8.1 PDP is known

In this scenario, the channel delay spread is perfectly known and the joint estimator is simplified to a one dimensional search over Doppler frequencies only. First, the best value of parameter \( \alpha \) is to be found. Figure 5.3 shows the performance of Doppler frequency estimation for different \( \alpha \). In simulation, the mean of the Doppler frequency estimates is found as

\[
\bar{f}_d = \frac{1}{N_{\text{trial}}} \sum_{m=1}^{N_{\text{trial}}} f_d^{(m)},
\]

where \( f_d^{(m)} \) is the Doppler frequency estimate in the \( m \)th trial; averaged over the \( N_t N_r \) channels in the MIMO system. For the simulation trials, \( N_{\text{trial}} \) is set to \( N_{\text{trial}} = 10^3 \) trials. In Figure 5.3, as \( \alpha \) increases, the estimation accuracy improves at low Doppler frequencies. On the other hand, the higher the value of \( \alpha \), the more degraded the Doppler frequency estimation is at high Doppler frequencies. Overall, \( \alpha = 1.1 \) can provide a trade-off in the estimation performance for the ETU and EVA channels over all Doppler frequencies. Therefore, \( \alpha = 1.1 \) is set for the simulation.

Figure 5.4 compares the performance of the proposed Doppler frequency estimator with
Figure 5.3: Performance of Doppler frequency estimation of the proposed estimator in a scenario with known PDP; (a) ETU channel; (b) EVA channel. SNR=15 dB.
Figure 5.4: Performance of Doppler frequency estimation of the conventional estimator and the proposed estimator in (a) ETU and (b) EVA channels. SNR=15 dB and $\alpha = 1.1$. 
Figure 5.5: MSE performance of the proposed channel estimator in scenarios with known PDP in (a) ETU and (b) EVA channels.
the exhaustive search (GCV-E) and dichotomous search (GCV-D) with that of the conventional estimator. The GCV with dichotomous search has almost the same performance as that of the GCV with exhaustive search. Thus, the dichotomous search provides reduction in the estimator complexity without loss in the performance. It is also seen that the proposed estimator outperforms the conventional estimator, especially at low Doppler frequencies.

Figure 5.5 shows the MSE performance of channel estimation. The frequency \( f_d \) denotes the true Doppler frequency. The MSE is defined as

\[
\text{MSE}_h = \frac{\text{tr}\{\mathbb{E}[\{(h_{r,k} - \hat{h}_{r,k})(h_{r,k} - \hat{h}_{r,k})^H\}]\}}{\text{tr}\{\mathbb{E}[h_{r,k}^H h_{r,k}^\prime]\}}.
\]  

(5.41)

In simulation, this is estimated as

\[
\hat{\text{MSE}}_h = \frac{\sum_{m=1}^{N_{t_{\text{rial}}}} \sum_{s=1}^{N_r} \sum_{k=1}^{N_t} ||h_{r,k} - \hat{h}_{r,k}||^2}{\sum_{m=1}^{N_{t_{\text{rial}}}} \sum_{s=1}^{N_r} \sum_{k=1}^{N_t} ||h_{r,k}||^2},
\]  

(5.42)

where \( \hat{h}_{r,k} \) is the estimated frequency channel response. As shown in Figure 5.5, the MSE performance of the channel estimator is very close to that of the LMMSE channel estimator (i.e., with knowledge of the true Doppler frequency and true channel PDP).

5.8.2 PDP is unknown

In this scenario, the proposed technique estimates the Doppler-delay spread and channel as described in Section 5.5. First, the effect of unknown PDP on the performance of Doppler frequency estimation is investigated. In Figure 5.6, it can be seen that the Doppler frequency estimates without PDP knowledge are almost as accurate as in the case of known PDP.

Figure 5.7 compares the performance of the proposed delay spread estimation with that of the theoretical rms delay spread. The rms delay spread of a given PDP is computed as [82,130]

\[
\tau_{\text{rms}} = \sqrt{\tau^2 - (\bar{\tau})^2},
\]  

(5.43)

where

\[
\bar{\tau} = \frac{\sum I \sigma_I^2}{\sum I \sigma_I},
\]  

(5.45)
In simulation, the mean of the rms delay spread estimates is found as

\[
\hat{\tau}_{\text{rms}} = \frac{1}{N_{\text{trial}}} \sum_{m=1}^{N_{\text{trial}}} \hat{\tau}_{\text{rms}}^{(m)},
\]

(5.46)

where \(\hat{\tau}_{\text{rms}}^{(m)}\) is the rms delay spread estimate in the \(m\)th trial; averaged over the \(N_t N_r\) channels in the MIMO system. It can be seen from Figure 5.7 that the delay spread estimate at the first iteration \(D_{it} = 1\) is almost as accurate as that obtained from the final iteration \(D_{it} = 6\) (over all Doppler frequencies). In the ETU channel, the estimated delay spread is around 19 ~ 24% greater than the theoretical delay spread at \(f_d \in [50, 350]\) Hz. At \(f_d \in [0, 50]\) Hz, \(\hat{\tau}_{\text{rms}}\) is about 24 ~ 32% greater than the theoretical values. In the EVA channel, the estimated delay spread is about 12 ~ 22% greater than the theoretical values at \(f_d \in [50, 350]\) Hz and 22 ~ 33% at \(f_d \in [0, 50]\) Hz. This shows that the proposed estimator provides good estimates of the delay spread, especially at medium to high Doppler frequencies.

Now, the performance of the conventional and proposed estimators when the Doppler model used in designing the estimators is different from the true Doppler model is compared. The \(sinc\) auto-correlation function in (5.19) is used in designing the estimators (which corresponds to uniform Doppler model). The estimation performance using the uniform Doppler model is investigated in Jakes’ channel. The value \(\alpha = 1.3\) is used for the proposed estimator (see Appendix A for more details) when using (5.19) for computing \(\Upsilon_t\). In Figure 5.8, it can be seen that the conventional Doppler frequency estimator with the \(sinc\) time auto-correlation function degrades due to the Doppler modelling errors. In comparison, the difference in the performance of the proposed joint estimator when using Jakes’ or the \(sinc\) time auto-correlation functions in designing the estimator is very small. This shows that the proposed estimator is robust to the choice of the Doppler model.

Figure 5.9 shows the MSE performance of the channel estimator using different regularization schemes. The channel estimator with the diagonal loading is inferior to the channel estimator with the adaptive regularization. It can be also seen that the proposed channel estimator without knowledge of PDP provides only slightly degraded performance in comparison to the proposed estimator with known PDP. Overall, the performance of the channel estimator with the adaptive regularization is close to that of the LMMSE channel estimator (with perfect knowledge of channel statistics). When using Jakes’ or \(sinc\) functions in the
Figure 5.6: Performance of Doppler frequency estimation of the proposed estimator in scenarios with known and unknown PDP; (a) ETU channel; (b) EVA channel. SNR=15 dB and $\alpha = 1.1$. 
Figure 5.7: Performance of the proposed rms delay spread estimator in (a) ETU and (b) EVA channels at SNR=15 dB and $\alpha = 1.1$. 
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Figure 5.8: Performance of Doppler frequency estimators in the case of Doppler spectrum mismatch; (a) ETU channel; (b) EVA channel. SNR=15 dB.
Figure 5.9: MSE performance of the proposed channel estimator using matched and mis-matched Doppler spectrum; (a) ETU channel, (b) EVA channel.
computation of $\mathbf{Y}_t$, the difference in the estimation performance is very small, which again shows the robustness of the proposed estimator. In Figure 5.9 (b), in the EVA channel at 5 Hz Doppler frequency, the performance of the proposed estimator using Jakes’ Doppler model (Jakes’ auto-correlation function) at $\alpha = 1.1$ is about 1.2~1.5 dB away from that of the pilot-based LMMSE channel estimator. When $\alpha = 1.6$, the gap is reduced to about 0.7~1 dB. This shows that, in the EVA channel, more improvement at low Doppler frequencies can be achieved by re-adjusting $\alpha$. It can be seen that the efficiency of the proposed estimator can be affected by the choice of $\alpha$. Therefore, $\alpha$ should be re-adjusted for different scenarios in order to achieve an improved performance. The adjusted $\alpha$ the same over all Doppler frequencies has shown a good performance, especially at medium to high Doppler frequencies. However, a better performance can be achieved by varying $\alpha$ over Doppler frequencies.

Now, the simulations for the re-adjustable joint estimator that is described in Section 5.7 is considered. First, $\alpha$ is adjusted over different range of Doppler frequencies. From Figure 5.3, it can be seen that at $f_d \in [150, 350]$ Hz, the constant $\alpha = 1.1$ provides a better Doppler frequency estimation performance than other values of $\alpha$. For Doppler frequencies lower than $f_d = 150$ Hz, a better performance is achieved by $\alpha > 1.1$. In Figure 5.10 (a), $\alpha = 1.2$ provides the better estimation performance for $f_d \in [10, 150]$ Hz, while $\alpha = 1.5$ provides the better performance for $f_d \in [0, 10]$ Hz. In Figure 5.10 (b), $\alpha = 1.3$ is the better for $f_d \in [0, 150]$ Hz, while $\alpha = 1.6$ is the better for $f_d \in [0, 10]$ Hz. The value of $\alpha$ is set to $\alpha = 1.1$ in the initial joint estimator. The Doppler frequency estimation error at $f_{d,thr2} = 10$ Hz is high and can effect the estimation performance of the re-adjustable estimator. Therefore, $f_{d,thr1}$ is set to $f_{d,thr1} = 150$ Hz and $f_{d,thr2}$ is set high enough to take into account the effect of the estimation error, and thus $f_{d,thr2}$ is set to $f_{d,thr2} = 25$ Hz. The values $\alpha_1$ and $\alpha_2$ are set to $\alpha_1 = 1.2$ and $\alpha_2 = 1.5$ as they can provide the best performance in the ETU channel with small degradation in the EVA channel.

Figure 5.11 compares the Doppler frequency estimation of the GCV-D using the adjusted $\alpha = 1.1$ and the proposed re-adjustable GCV-D. It can be seen that the re-adjustable estimator significantly improves the Doppler frequency estimation performance at low to medium Doppler frequencies in both the ETU and EVA channels. At high Doppler frequencies, the re-adjustable GCV-D has similar performance as that of the GCV-D.
Figure 5.10: Performance of estimation of small to medium Doppler frequencies in (a) ETU and (b) EVA channels. SNR=15 dB.
Figure 5.11: Performance of Doppler frequency estimation of the re-adjustable GCV-D estimator in the ETU and EVA channels at SNR=15 dB.

Figure 5.12 shows the performance of rms delay spread estimation by the re-adjustable GCV-D. In the ETU channel, in the range $f_d \in [0, 150]$ Hz, the re-adjustable GCV-D provides around $4 \sim 17\%$ improvement in the rms delay spread estimation performance over that of the original GCV-D. In the EVA channel, the improvement is in the range of $4 \sim 19\%$.

Figures 5.13 and 5.14 show the channel estimation performance of the re-adjustable channel estimator. Figure 5.13 (a) and Figure 5.14 show that the improvement obtained by the re-adjustable GCV-D estimator over the GCV-D estimator is very small to almost negligible. In Figure 5.13 (b), at $f_d = 5$ Hz, the improvement achieved by the re-adjustable estimator over the GCV-D estimator is around 0.4 dB and the performance is almost 1 dB away from that of the LMMSE estimator. For Doppler frequencies greater than $f_d = 5$ Hz, in the EVA channel (see Figure 5.13 and Figure 5.14), the improvement is very small. When the channel estimation performance of the re-adjustable GCV-D estimator is compared with that of the GCV-D estimator. It can be concluded that the channel estimates obtained by the GCV-D estimator (with $\alpha = 1.1$) are already good enough. This shows that the GCV-D estimator
Figure 5.12: Performance of the re-adjustable delay spread estimator in (a) ETU and (b) EVA channels. SNR=15 dB.
Figure 5.13: Channel estimation performance of the re-adjustable channel estimator in (a) ETU and (b) EVA channels at low Doppler frequencies.
without the re-adjustment is robust to a certain degree to the inaccuracy of the Doppler frequency and delay spread estimation and still can provide channel estimates close to that obtained with perfect channel statistics. However, the re-adjustable estimator provides an extra improvement in the estimation performance for the Doppler frequency and the delay spread at low to medium Doppler frequencies.

It is important to note that the proposed re-adjustment of the constant $\alpha$ is considered for the case of Jakes’ Doppler model. For other Doppler models, the values of $f_{d,thr1}$, $f_{d,thr2}$, and $\alpha$ may be different. Therefore, the re-adjustment has to be modified for Doppler spectrum models different from Jakes’ model.

5.9 Summary

This chapter can be summarized as the following:
• A new joint Doppler frequency, delay spread and channel estimator using the GCV method is proposed.

• It is proposed to use the dichotomous search for the implementation of the GCV method. The complexity of the GCV method with the dichotomous search is significantly reduced compared to the exhaustive search.

• It has been shown that, in the LTE downlink scenarios, this estimator can provide a significantly better Doppler frequency estimation performance than the conventional Doppler frequency estimator. The channel estimation performance of the proposed estimator without knowledge of the channel statistics is close to that of the LMMSE channel estimator (with the perfect knowledge of channel statistics).

• The reduction of the memory load using the properties of the BEM matrix and channel covariance has been discussed for the proposed estimator.

• It has been shown that when the Doppler model used in the estimator differs from the true Doppler model, the proposed estimator shows robustness.

• A re-adjustable joint Doppler frequency, delay spread and channel estimator is proposed to further improve the estimation performance at low to medium Doppler frequencies.

• The improvement in the channel estimation performance achieved by the re-adjustable estimator is small at low to medium Doppler frequencies. However, at very low Doppler frequencies, the improvement is relatively good compared to the joint estimation with a single GCV constant.

• However, the re-adjustable estimator provides extra improvement in the estimation performance of the Doppler frequency and delay spread over that of the joint estimator with a single GCV constant.
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6.1 Conclusions

The conclusions of this thesis can be summarized as the following:

- Chapter 1 provided an introduction to the research topic while Chapter 2 provided the literature review of previous work that we used throughout this thesis which includes: the principles of OFDM and MIMO setup, the LTE downlink and its design parameters, doubly-selective channels, channel modelling, the use of BEMs in channel estimation, mismatched detection and basics of turbo coding.

- In Chapter 3, the performance of the mismatched detection with the reweighted LMMSE BEM channel estimation was investigated in a doubly-selective channel under the downlink LTE scenarios. The reweighted LMMSE channel estimation performance was shown to outperform that of the traditional (unweighted) LMMSE channel estimation.

- In Chapter 4, a selective symbol-by-symbol optimal receiver with an adaptive channel estimator was proposed for MIMO OFDM systems in doubly-selective channels. The
proposed receiver allows significantly lower complexity with almost the same detection performance in comparison with the symbol-by-symbol optimal receiver applied to all received data symbols. The performance of the optimal and the selective optimal receivers with adaptive regularization was investigated. The performance of these receivers with the adaptive regularisation was found to be close to that of receivers with full knowledge of channel statistics.

- In Chapter 5, a joint Doppler frequency, delay spread and channel estimator was proposed, based on the adaptive regularization. The Doppler frequency and delay spread that correspond to the optimal regularization matrix are selected as their estimates. The performance of these estimates is very close to that of estimates obtained with the perfect knowledge of channel statistics. Re-adjustment of the optimization criterion was proposed to further improve the estimator performance. The re-adjustment was shown to provide extra improvement in the performance of the Doppler frequency and delay spread estimation at low to medium Doppler frequencies.

6.2 Future work

Based on the analysis and results obtained in this thesis, the following suggestions for future research are suggested:

- In Chapter 4, the sub-optimal and selective sub-optimal receivers were implemented using the adaptive regularization with perfect knowledge of the Doppler frequency. In Chapter 5, the adaptive regularization that estimates jointly the Doppler frequency and delay spread was presented. Also, this adaptive regularization provides improvement in the estimation performance by utilizing a better model for the PDP. Therefore, the investigation of the sub-optimal and selective sub-optimal receivers using the approach in Chapter 5 is suggested.

- In Chapter 5, the joint Doppler-delay spread and channel estimation was investigated using the uniform Doppler spectrum that is different from the true channel Doppler spectrum (Jakes’ Doppler spectrum). The estimation performance of the proposed joint estimator with the mismatched Doppler model showed a good performance. However, for future work, the investigation of the proposed joint estimator performance is
suggested for different channel models, other than Jakes’ model. For example, different Doppler models can be used to design the proposed estimator, which then will be investigated in environments with a direct line of sight (i.e., Rician fading) or environments with non-isotropic scattering models [131–133].

- In this thesis, an efficient complexity reduction technique was proposed in Chapter 4. In Chapter 5, a joint Doppler-delay spread and channel estimation technique was presented. The techniques in Chapters 4 and 5 were investigated for the case of a single user MIMO OFDM transmission. The investigation of these techniques is suggested for other cases, where the channel estimation and/or receiver complexity reduction are crucial, such as multi-user MIMO OFDM transmission, the LTE uplink scenarios [29] (with single and multi-user transmissions).
Appendix A

In the appendix, extra results for the proposed GCV-D estimator in Chapter 5 are provided. Figure A.1 shows the performance of the Doppler frequency estimation of GCV-D using a mismatched Doppler model \((sinc\ time\ auto-correlation\ function)\) against \(\alpha\). The constant \(\alpha = 1.3\) provides a better Doppler frequency estimation performance in the ETU channel than other values of \(\alpha\), while \(\alpha = 1.4\) provides the better performance in the EVA channel. It can be seen that \(\alpha = 1.4\) significantly degrades the estimation performance in the ETU channel at medium to high Doppler frequencies. A trade-off with small degradation in the performance in the EVA channel can be obtained by selecting \(\alpha = 1.3\) for both the channels, which is used in the simulations in Chapter 5.

Now, the effect of the choice of the PDP model, used in designing the proposed estimator, on the estimation performance is investigated. Figure A.2 compares the channel estimation performance of the proposed channel estimator for a frequency auto-correlation computed using the uniform or exponential PDP models. The frequency auto-correlation that corresponds to the uniform PDP model can be obtained from (5.24), by setting \(\tau_{rms} \rightarrow \infty\) [128]:

\[
[Y_f]_{p,q} = \frac{1 - e^{-2\pi j T_d(p-q)\Delta f}}{2\pi j T_d(p-q)\Delta f}.
\]

(A.1)

The frequency auto-correlation function in (A.1) is used in the simulation with replacing \(T_d\) by \(\tau_{max}\), which is defined by the set in (4.36). In Figure A.2 (a), in the ETU channel, the channel estimator using the exponential PDP model outperforms that of the uniform PDP model. In Figure A.2 (b), in the EVA channel, the channel estimator using the exponential PDP model outperforms that of the uniform PDP model, especially at low SNR. This shows that the exponential PDP model provides a better approximation of the PDPs of the ETU and EVA channels. Therefore, the exponential model is used in our simulations in Chapter 5.
Figure A.1: Performance of Doppler frequency estimation of the proposed GCV-D estimator with different values of $\alpha$ using mismatched Doppler model ($sinc$ time auto-correlation function) in (a) ETU and (b) EVA channels. SNR=15 dB.
Figure A.2: Comparison of the channel estimation performance of the proposed GCV-D estimator in case of different PDP models in (a) ETU and (b) EVA channels. $\alpha = 1.1$. 
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APP</td>
<td>A Posteriori Probability</td>
</tr>
<tr>
<td>BLAST</td>
<td>Bell Laboratories Layered Space Time</td>
</tr>
<tr>
<td>BEM</td>
<td>Basis Expansion Model</td>
</tr>
<tr>
<td>BLER</td>
<td>Block Error Rate</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary Phase Shift Keying</td>
</tr>
<tr>
<td>CE</td>
<td>Complex Exponentials</td>
</tr>
<tr>
<td>CP</td>
<td>Cyclic Prefix</td>
</tr>
<tr>
<td>CRC</td>
<td>Cyclic Redundancy Check</td>
</tr>
<tr>
<td>CRS</td>
<td>Cell-Specific Reference</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DPSS</td>
<td>Discrete Prolate Spheroidal Sequences</td>
</tr>
<tr>
<td>EPA</td>
<td>Extended Pedestrian A model</td>
</tr>
<tr>
<td>EVA</td>
<td>Extended Vehicular A model</td>
</tr>
<tr>
<td>ETU</td>
<td>Extended Typical Urban model</td>
</tr>
<tr>
<td>FDD</td>
<td>Frequency Division Duplexing</td>
</tr>
<tr>
<td>FEC</td>
<td>Forward Error Correction</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>GCV</td>
<td>Generalized Cross-Validation</td>
</tr>
<tr>
<td>ICI</td>
<td>Inter Carrier Interference</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transform</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter Symbol Interference</td>
</tr>
<tr>
<td>KL</td>
<td>Karhunen Loeve</td>
</tr>
<tr>
<td>LLR</td>
<td>Log Likelihood Ratio</td>
</tr>
<tr>
<td>LMMSE</td>
<td>Linear Minimum Mean Square Error</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>LS</td>
<td>Least Squares</td>
</tr>
<tr>
<td>LTE</td>
<td>Long Term Evolution</td>
</tr>
<tr>
<td>MAC</td>
<td>Medium Access Control</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A Posteriori</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multi Input Multi Output</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>Orthogonal Frequency Division Multiple Access</td>
</tr>
<tr>
<td>PAPR</td>
<td>Peak-to-Average Power</td>
</tr>
<tr>
<td>PCI</td>
<td>Perfect Channel Information</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PDP</td>
<td>Power Delay Profile</td>
</tr>
<tr>
<td>PDSCH</td>
<td>Physical Downlink Shared Channel</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>RE</td>
<td>Resource Element</td>
</tr>
<tr>
<td>SbS</td>
<td>Symbol-by-Symbol</td>
</tr>
<tr>
<td>SC-FDMA</td>
<td>Single Carrier- Frequency Division Multiple Access</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>SISO</td>
<td>Soft Input Soft Output</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>TDD</td>
<td>Time Division Duplexing</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>UE-RS</td>
<td>UE-specific Reference Signal</td>
</tr>
<tr>
<td>V-BLAST</td>
<td>Vertical-Bell Laboratories Layered Space Time</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>Wireless-Fidelity</td>
</tr>
<tr>
<td>Wi-Max</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>WSS</td>
<td>Wide Sense Stationary</td>
</tr>
<tr>
<td>WSSUS</td>
<td>Wide Sense Stationary Uncorrelated Scattering</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero Forcing</td>
</tr>
</tbody>
</table>
Bibliography


