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ABSTRACT

Electric vehicles (EV) are playing a momentous role to the wide society as they facilitate the use of clean energy technologies. Interior mounted permanent magnet (IPM) synchronous machines are commonly employed in EVs owing to their superior characteristics such as high efficiency and power density and a wide field weakening operating range. High efficiency motor operation extends EVs drive range with the same amount of energy. Advanced control techniques to achieve high efficiency operation and smooth output torque production are, therefore, highly important areas to be researched. This thesis deals with the state-of-art motor drives and further develops advanced control strategies for minimum loss operation with good torque control quality.

Modern AC drives can be classified in two groups, viz., field oriented control (FOC) and direct torque control (DTC). Whilst the former controls the phase currents for torque realization, the latter controls the torque directly. This thesis researches both and the novel advanced techniques are underpinned by extensive simulations and supported by experimental validations on a prototype motor designed for a specific class of EVs.

The biggest challenge associated with the FOC drives is to improve the efficiency due to highly nonlinear characteristics of IPM machines. It has been discovered that even if the machine parameters are accurately modelled and stored in controllers to achieve optimal efficiency operation in a great number of FOC based IPM drives, there is still much deviation from the ideal operating points. A novel approach for online efficiency optimisation is proposed and comprehensively analysed in this thesis.

The challenges pertinent to the DTC based IPM drives are to improve the observer quality and to reduce the strong coupling and the nonlinearity in the control loops. Novel observer structures, and the decoupled and linearized control techniques are among the novel contributions for DTC drives in this thesis. In addition, a comprehensive analysis of the relationship between stator flux vector and the torque has not been performed in the literature. The detailed analysis is made in this thesis and the maximum torque per voltage (MTPV) control theory for DTC drives is introduced.

It is noteworthy that this thesis is based on comparative studies between the state-of-art and the proposed techniques throughout, and hence offers an insightful understanding for modern IPM drives.
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</tr>
<tr>
<td>$R_{ON}^S$</td>
<td>On-state resistance of active switch</td>
</tr>
<tr>
<td>$T^h$</td>
<td>High frequency signal injected torque component</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Dead-time</td>
</tr>
<tr>
<td>$T_e$</td>
<td>Electromagnetic torque</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Sampling time</td>
</tr>
<tr>
<td>$V$</td>
<td>Magnitude of the operating voltage</td>
</tr>
</tbody>
</table>
\( V_{\alpha\beta} \) \( \alpha\beta \)-axis voltages
\( V_{dc} \) DC-link voltage
\( V_{dq} \) \( dq \)-axis voltages
\( V_{fr} \) \( fr \)-axis voltages
\( V_{\text{max}} \) Maximum available voltage
\( V_s \) Stator voltage
\( V_{Dh} \) Threshold voltage of freewheeling diode
\( V_{Sh} \) Threshold voltage of active switch
\( \beta \) Current angle between the stator current vector and the \( q \)-axis
\( \Theta \) Power factor angle
\( \rho \) Saliency ratio of a BLAC machine
\( \omega \) Electrical angular speed
\( \omega_m \) Mechanical speed
\( \omega_n \) Natural frequency
\( \zeta \) Damping ratio
\( \Psi_{\alpha\beta} \) \( \alpha\beta \)-axis flux linkages
\( \Psi_{dq} \) \( dq \)-axis flux linkages
\( \Psi_m \) Permanent magnet flux linkage
\( \Psi_{\text{ratio}} \) Ratio of the stator flux magnitude to the PM flux linkage
\( \Psi_s \) Stator flux linkage
1.1. RESEARCH MOTIVATION

The majority of today’s transportation vehicles are powered by fossil fuels through internal combustion engines (ICE). However, the fossil fuel resources are limited and non-renewable. In addition, the use of conventional resources has a significant contribution to air pollution and climate change due to inevitable emissions of greenhouse gases (GHG), and harmful pollutants. Accordingly, industrialized countries have agreed to reduce the GHG emissions in their countries at a certain rate under Kyoto Protocol in 1997 in order to protect ecology [1, 2]. Electric vehicles (EV) and hybrid electric vehicles (HEV) are, therefore, becoming an important alternative for personal mobility and for public transportation as they facilitate the use of renewable and sustainable energy technologies with reduced GHG emissions. Thus, both the academic world and the transportation industry are undertaking significant research on development of EVs.

Interior mounted permanent magnet (IPM) synchronous machines are commonly employed in electric vehicles owing to their superior characteristics such as:

- High efficiency,
- Low acoustic noise,
- Low rotor losses,
- Robustness since the magnets are buried,
- Wide constant power operating range,
- Highest torque to power ratio of all machines as a result of high saliency and reluctance torque.

However, IPM machines exhibit highly non-linear characteristics due to magnetic saturations, and the load and temperature dependent machine parameters such as inductances, armature resistance and permanent magnet flux linkage. In addition, inverters which are employed as power converters in machine drive systems exhibit nonlinearity depending on threshold voltages of electronic devices and duration of dead-time to prevent shoot-through phenomenon. Consequently, voltage distortion occurs at the output of the inverter. Furthermore, there is a variation on the available DC link voltage in a practical implementation. These operation and temperature dependent nonlinear characteristics of the inverter and the motor as well as the variation on the DC link voltage pose a great challenge for control of IPM machines to achieve fast dynamic response, energy efficient operation and smooth output torque.
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The key objective of this thesis is, therefore, to achieve high efficiency motor operation with good torque control quality over an entire speed range by adopting advanced control techniques and parameter adaptation laws. Because transportation is one of the main sectors which dominate energy consumption and hence the GHG emissions, the research in this field plays an important role to the wide society for the development of eco-friendly EVs.

1.2. GENERAL INTRODUCTION TO MODERN IPM-BLAC DRIVES

Brush-less AC (BLAC) machines can be classified as salient or non-salient types based on the orientation of magnets in the rotor. Whilst surface mounted permanent magnet (SPM) types have no saliency, inset and interior mounted BLAC machines are classified as salient machines [3]. Saliency is an attractive feature for BLAC machines in particular for traction applications because high saliency is conducive to the high torque density due to reluctance torque, and hence more extended speed range. However, the utilization of the reluctance torque renders IPM-BLAC drives to be controlled in a more complicated way than their SPM-BLAC counterparts.

Control of the machines can be classified into two categories based on how to obtain rotor position and machine speed. Typical is sensor-based control where a position sensor (an encoder or a resolver) is employed to obtain the rotor position and the machine speed. The other is sensor-less control where the position angle and the speed is estimated from phase voltages, currents and parameters by employing a computational technique or an observer. One of the well-known control techniques for the sensor-less drives is high-frequency low-magnitude carrier signal injection method. However, none of the sensor-less control techniques is perfect since parameters may significantly vary at various operating conditions and there may be serious problems at low speeds especially at zero speed where the electrical frequency of the machine is zero. This thesis deals with sensor-based control in which accurate rotor position information is readily available and sensor-less control is out of the scope.

Modern AC drives can be classified into two categories based on how to control the torque. These are direct torque controlled (DTC) drives and field oriented controlled (FOC) drives where the torque is controlled indirectly via \( d \)- and \( q \)- axis currents in the rotor reference frame. Whilst the FOC drives are usually realized in the rotor \((dq)\) reference frame, DTC drives may be realized in a synchronous or stationary reference
frame depending on the control system configuration. A typical DTC implementation is formulated in the stator flux reference frame \( (f_r) \) which rotates at the synchronous speed with the rotor in steady-states.

Control of the IPM machines can be classified into three categories based on the operating region, viz., maximum torque per ampere (MTPA), field/flux weakening (FW) and maximum torque per voltage (MTPV) regions. Drives formulated in rotor and in stator flux reference frames, and the operating regions in these frames will be discussed in great details later in this thesis.

Machine drives can be classified as position, speed or torque controlled drives based on the input of the system. As can be seen from Fig. 1.1, neither position, nor speed controlled drives can be implemented unless stable torque control is achieved. Therefore, the torque control is of the main concern in this thesis.

Fig. 1.1 Block diagram of a typical drive system

Fig. 1.2 illustrates the block diagram of a typical closed-loop drive system. For traction applications, the input of the system is generally torque command, the source is DC-link voltage source and hence the power converter is the voltage source inverter (VSI). The feedback of the closed-loop drive system may be rotor position angle, speed, measured DC-link voltage, motor/ambient/inverter temperature, or measured phase currents or voltages depending on the designed control system configuration.
1.2.1. Drive System Setup

Because the experiments throughout the thesis have been carried out with one test rig, the drive system will be briefly introduced in this section. Fig. 1.3 illustrates the view of the experimental hardware setup of a 10 kW IPM drive system. The mechanical setup, i.e., the IPM machine, torque transducer and dynamometer are shown in Fig. 1.3-(a), the power electronics converter setup, i.e., the controller, inverter, DC-link voltage source connection, communication channel and current transducers are shown in Fig. 1.3-(b) and the power analyser is shown in Fig. 1.3-(c). The prototype IPM machine (P-MOB Motor) has been designed for electric vehicle traction applications for a wide speed range of operation and its specifications are listed in Table 1.1.

Proposed control techniques are implemented in real-time in a microprocessor based controller which generates switching signals for the inverter to drive the motor. The inverter is specifically designed for prototype IPM machine. The inverter device data was obtained from manufacturer’s datasheet and the nominal specifications are listed in Table 1.2. The drive torque is measured in experiments by a high precision in-line torque transducer as shown in Fig. 1.3-(a). The rotor position is measured by a magnetic encoder and hence the position angle and the speed are readily available in the controller. The current/voltage waveforms are captured by the power analyser as shown in Fig. 1.3-(c).
Drive tests can be performed either by operating the test drive under speed control mode and the dynamometer in torque control mode, or the test drive under torque control...
mode and the dynamometer under speed control mode. Since the drive under test is developed for EV traction and operates mainly in torque control, the tests were performed with the latter in this thesis.

Table 1.1 Specifications of the prototype IPM machine (P-MOB)

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pole-pairs/Nominal phase resistance</td>
<td>3 / 0.0512 Ω</td>
</tr>
<tr>
<td>Continuous current/maximum current</td>
<td>58.5 A / 118 A</td>
</tr>
<tr>
<td>DC link voltage</td>
<td>120 V</td>
</tr>
<tr>
<td>Base speed / maximum speed</td>
<td>1350/4500 r/min</td>
</tr>
<tr>
<td>Continuous torque / peak torque</td>
<td>35.5/70 Nm</td>
</tr>
<tr>
<td>Nominal dq- axis inductances (L_{dq})</td>
<td>0.545/1.571 mH</td>
</tr>
<tr>
<td>Nominal permanent magnet flux linkage (Ψ_m)</td>
<td>0.11 Wb</td>
</tr>
<tr>
<td>Inertia (J)</td>
<td>0.0073 kg.m²</td>
</tr>
<tr>
<td>Viscous friction coefficient (B)</td>
<td>1/300 Nm.s/rad</td>
</tr>
<tr>
<td>Peak power below base speed</td>
<td>10 kW</td>
</tr>
<tr>
<td>Peak power at maximum speed</td>
<td>7 kW</td>
</tr>
</tbody>
</table>

Table 1.2 Inverter specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_s) - Sampling period</td>
<td>125μs (8kHz)</td>
</tr>
<tr>
<td>(T_d) - Dead-time to prevent shoot-through</td>
<td>3μs</td>
</tr>
<tr>
<td>(V_{TH}^A) - Threshold voltage of active switch</td>
<td>0.85 V</td>
</tr>
<tr>
<td>(V_{TH}^D) - Threshold voltage of freewheeling diode</td>
<td>0.8 V</td>
</tr>
<tr>
<td>(R_{ON}^A) - On-state resistance of active switch</td>
<td>5 mΩ</td>
</tr>
<tr>
<td>(R_{ON}^D) - On-state resistance of freewheeling diode</td>
<td>4.5 mΩ</td>
</tr>
<tr>
<td>Manufacturer</td>
<td>Siemens</td>
</tr>
</tbody>
</table>

1.2.2. POWER CONVERSION

Power conversion technique is crucial for a good torque control quality. The conversion from a DC source to an AC load can be achieved by either variable (irregular) or constant switching frequency based control techniques. These have been reported widely in the literature and their superior and inferior features for IPM drives are briefly discussed in this section. The variable switching frequency based control is usually referred as hysteresis or bang-bang technique and the constant switching frequency based control can be achieved by different carrier based pulse-width-modulation (PWM)
techniques. Table 1.3 presents different PWM techniques and their maximum DC-link voltage utilization ratios [4].

Table 1.3 Maximum DC-link voltage utilization of modulation techniques

<table>
<thead>
<tr>
<th>Six-step PWM</th>
<th>Space Vector PWM (SVPWM)</th>
<th>Third harmonic injection PWM</th>
<th>Sinusoidal PWM</th>
</tr>
</thead>
<tbody>
<tr>
<td>63.67% (\left(\frac{2}{\pi}\right))</td>
<td>57.74% (\left(\frac{1}{\sqrt{3}}\right))</td>
<td>57.74% (\left(\frac{1}{\sqrt{3}}\right))</td>
<td>50% (\left(\frac{1}{2}\right))</td>
</tr>
</tbody>
</table>

As can be seen from the table, battery utilization of sinusoidal PWM is less and hence it is not preferred in EV applications.

One of the over-modulation strategies discussed in [5-7] can be adopted to maximize the DC-link utilization with six-step operation. However, non-sinusoidal (square-wave) voltage when the hexagon is fully utilized increases the harmonics significantly [8] and this results in current distortion and the increased torque ripple [6, 9, 10]. Therefore, the extended speed range and the torque control quality might be compromised.

Space vector PWM has a minimum number of switching in one sampling period as only one switch changes state at once and hence switching losses and harmonic distortion is lower. Accordingly, it is the most commonly employed modulation technique in modern drives [11-23].

Hysteresis technique with irregular switching, on the other hand, is one of the early switching techniques. It chooses one of the six active vectors based on the information coming from hysteresis bands [24] and may use the zero vectors depending on the controller design [25]. To date, hysteresis based control techniques have been adopted to IPM-BLAC machine drives extensively [24-32].

A comprehensive comparative study between constant and variable switching based IPM-BLAC drives has been undertaken by [24]. It has been shown that the total harmonic distortion (THD) with the SVPWM based drive is significantly lower than the hysteresis based drive where the switching is only updated at the sampling instant. Accordingly, the current waveforms of the variable switching based drive has higher current distortion and hence the ripples on torque and flux is significantly higher in both
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MTPA and FW operations. Therefore, the modulation technique employed throughout is based on SVPWM strategy in this thesis.

In the following sections (1.3 & 1.4), the fundamental theory for control of IPM machines, high efficiency control techniques for modern drives, superior and inferior features of the different techniques reported in the literature, and the challenges associated with high efficiency operation are briefly discussed. However, it is noteworthy that the comprehensive literature review with particular attention to certain problems of state-of-art drives will also be discussed at the beginning of each main chapter.

1.3. FIELD ORIENTED CONTROL (FOC) BASED IPM-BLAC DRIVES

Stator current vector controlled brushless-AC drives are commonly referred to as field oriented control (FOC) in the literature. The phase currents are transformed to rotor reference frame and the control is realized in this frame (dq). The advantage of the control in rotor frame is that the machine currents can be controlled and limited directly, whereas the limitation cannot be directly posed in direct torque controlled (DTC) drives. The phase currents can easily be measured for feedback control and hence eliminates the need for a flux observer which is a must for DTC based IPM drives. The IPM-BLAC machine modelling in rotor reference frame can be described as follows:

1.3.1. MACHINE MODELLING IN ROTOR FRAME

Clark and Park transformations of three-axis stationary ABC frame equations give two-axis rotating reference frame equations of AC machines. It is noteworthy that Clark transformation can be defined in different conventions in the literature such as x3/2 peak, peak or root-mean-square (rms) conventions. The modelling throughout the thesis is based on the most common peak convention modelling for BLAC machines since this convention is magnitude invariant and universal.

Rotor (dq) frame modelling of brushless-AC machines is obtained when the rotor angle ($\theta_e$ - Fig. 1.4) is employed in the Park transformation.

The well-known peak convention modelling of IPM machines in the rotor reference frame are given as follows [29].
\[
\begin{bmatrix}
V_d \\
V_q
\end{bmatrix} = R \begin{bmatrix}
I_d \\
I_q
\end{bmatrix} + \frac{d}{dt} \begin{bmatrix}
\psi_d \\
\psi_q
\end{bmatrix} + \omega \begin{bmatrix}
-\psi_q \\
\psi_d
\end{bmatrix} 
\] (1.1)

\[
\begin{bmatrix}
\psi_d \\
\psi_q
\end{bmatrix} = \begin{bmatrix}
L_d & 0 \\
0 & L_q
\end{bmatrix} \begin{bmatrix}
I_d \\
I_q
\end{bmatrix} + \begin{bmatrix}
\psi_m \\
0
\end{bmatrix} 
\] (1.2)

\[
T_e = \frac{3p}{2} \left[ \psi_d I_q - \psi_q I_d \right] 
\] (1.3)

where \( I_{dq}, V_{dq}, \psi_{dq} \) are the rotor frame currents, voltages and flux linkages, respectively. \( \psi_m \) is the permanent magnet (PM) flux linkage, \( p \) is pole-pair number, \( R \) is the phase resistance, \( \omega \) is electrical angular speed, \( T_e \) is the electromagnetic torque and \( L_{dq} \) are the \( dq \)-axis inductances, respectively. The flux linkages are non-linear functions of the currents due to magnetic saturation, and vary with rotor position and temperature. The position-dependent flux linkage characteristics result from slotting and space harmonics in a practical IPM.

Fig. 1.4 illustrates the two axis stationary and rotating rotor reference frames where \( I_s, V_s \) and \( \psi_s \) are the stator current, voltage and flux linkage vectors, respectively. \( \beta \) is defined as the current angle or advance angle in the literature and it is the angle between stator current vector \( (I_s) \) and the \( q \)-axis. \( \theta_e \) is the rotor position angle and hence the \( dq \)-frame is defined as the rotor reference frame.

![Fig. 1.4 Stationary (αβ) and rotating rotor (dq) reference frames](image)

High efficiency operation, of course, requires minimum loss at any operating region. The electrical power loss of a machine is expressed by:

\[
P_{\text{loss}} = P_{Fe} + P_j 
\] (1.4)
where $P_{fe}$ is the iron loss (or core loss = eddy current loss + hysteresis losses), $P_j$ is the copper loss ($I^2 R$ losses). Equivalent circuit of BLAC machines representing the power losses in (1.4) is demonstrated in Fig. 1.5 in the rotor reference frame.

Based on the machine modelling and the current and voltage constraints in a drive system, high efficiency operation can be classified in three categories, viz. MTPA, FW and MTPV operations. It should be noted that BLAC machines are classified in two groups based on the location of the critical current point in which the $d$-axis flux linkage is zero. Operation trajectories (MTPA, FW, MTPV) of these two types are shown in Fig. 1.6 (a) and (b), respectively. As will be seen, the machines whose critical current point $I_{cr}$ is inside the current boundary require MTPV control for high efficiency operation whereas the others do not. Further discussions on the critical current point and the MTPV control will be made in section 1.3.4. Also, the theoretical analysis on the operating trajectories shown in Fig. 1.6 will be given in details in sections 4.2.1 and 4.3.1 later in the thesis.

![Equivalent circuit of BLAC machines in rotor reference frame (dq) including iron loss](image-url)
The high efficiency operation techniques for wide speed range operation are discussed separately as follows.

1.3.2. MTPA CONTROL (CONSTANT TORQUE REGION)

MTPA is a control strategy in the constant torque region. It minimizes the copper losses when machine operates below the base speed. The maximum DC-link voltage utilization is obtained at the base speed. MTPA trajectory follows the curve from 0 to A in Fig. 1.6 as torque increases. As can be seen, the MTPA trajectory and the voltage limit ellipse at the base speed intersect with each other at point A. Maximum torque is obtained at this point which can be demanded from the machines to accelerate the speed in a constant torque region (MTPA).

$R_{Fe}$ in Fig. 1.5 represents the equivalent resistance value of iron loss. Due to the difficulty of its accurate modelling and its negligible influence on the optimal current
trajectory for loss minimisation [33], the iron loss is commonly neglected in the constant torque region in the literature [18]. Therefore, the electromagnetic torque is maximized per stator current magnitude in order to minimize the copper losses, i.e. maximum torque per ampere (MTPA) control.

The MTPA is achieved by posing \(d\)-axis current to zero in non-salient (SPM, \(L_d = L_q\)) machine drives. However, as for salient (IPM) machine drives there is a reluctance torque which needs to be utilized to achieve high efficiency operation. Hence, accurate utilization of the reluctance torque requires more sophisticated control techniques for IPM types than their SPM counterparts.

MTPA control for IPM-BLAC machine drives is parameter dependent and obtaining accurate \(d\)-axis current is a great challenge as machine parameters of IPM types are highly nonlinear [18].

The theoretical analysis of the MTPA control and the further discussions with state-of-art MTPA realization techniques will be made in Chapter 5 in great details where a novel approach is also introduced.

1.3.3. FW CONTROL (CONSTANT POWER REGION)

The field weakening control is the control above the base speed. At steady states, one obtains the voltage magnitude from (1.1).

\[
V^2 = R^2I_s^2 + \omega^2(\Psi_d^2 + \Psi_q^2) = R^2I_s^2 + \omega^2\Psi_s^2 \tag{1.5}
\]

where \(V\) is the magnitude of the operating voltage and \(\Psi_s\) is the magnitude of the stator flux linkage. The induced voltage of a machine is obtained from (1.5) and it is given in (1.6).

\[
E = \sqrt{V^2 - R^2I_s^2} = \omega \Psi_s \tag{1.6}
\]

As can be deduced from (1.6), when the maximum induced voltage is reached which coincides to the full utilization of DC-link voltage, the stator flux magnitude needs to be weakened as the speed increases. This phenomenon is called as field/flux weakening (FW).

In Fig. 1.6, current limit circle and voltage limit ellipse intersect with each other at point A. This intersection point is the point where the transition from MTPA to field-
weakening or vice-versa needs to be triggered. Whilst the machines should operate only on the curve from 0 to A to achieve MTPA operation below the base speed, the operation is in the highlighted area in a FW region above the base speed. As speed increases further than base speed, voltage ellipse shrinks and torque capability of a machine reduces along with the trajectory from A to B due to weakened stator flux magnitude.

In FOC drives, the realization of a FW operation can be classified in three categories based on how to generate the reference $dq$-axis currents or, in other words, how to weaken the stator flux magnitude. These are feed-forward FW (FF-FW) control, feedback FW (FB-FW) control and hybrid (FF-FB FW) control.

1.3.3.1. **OPEN-LOOP (FEED-FORWARD) FW CONTROL**

In feed-forward FW control schemes the $dq$-axis reference currents ($I_{dq}^*$) for both MTPA and FW regions are generated in the feed-forward path based on the torque demand, the maximum current limit, operating speed, DC-link voltage and the machine parameters [34-42]. It is an open-loop FW control system where the saturation of voltage is not utilized as a feedback to generate or compensate the reference $dq$-axis currents. On the contrary, the maximum available voltage is considered in the feed-forward path. The shortcoming of a feed-forward FW control scheme is that the drive system is dependent on machine parameters not only in an MTPA region but in a FW region, too, since the stator flux magnitude which is weakened in a FW region is calculated from machine parameters and DC-link voltage in the feed-forward path.

1.3.3.2. **CLOSED-LOOP (FEEDBACK) FW CONTROL**

In feedback FW control schemes the $dq$-axis reference currents for MTPA operation are generated based on the torque demand, the maximum current limit and the machine parameters [43-48]. As for FW region, the voltage saturations of the current regulators are utilized as a feedback to the control system to adjust the $d$-axis current reference. Since the reference currents are generated based on the utilization of the voltage saturation in a FW region, there is no requirement for accurate knowledge of machine parameters in this region. Therefore, the model dependent inaccuracies in the FW operating region is compensated by the feedback loop. However, the $d$- and $q$-axis current controllers are coupled, and control performance deteriorates.
1.3.3.3. Hybrid FW Control

In hybrid FW control schemes, the reference currents for both MTPA and FW regions are generated in the feed-forward path such as in a FF-FW control scheme and are compensated in a FW region by utilization of the voltage saturations of the current regulators in order to compensate for the machine parameter variations such as in FB-FW control scheme [49]. The hybrid FW control is often implemented by employing two dimensional look-up tables (2D-LUTs) whose inputs are reference torque and stator flux magnitude while the outputs are $dq$-axis reference currents [50-53]. The use of feed-forward improves response time in the field weakening region, but the coupling problem between the two current control loops remains.

1.3.4. MTPV Control

Maximum torque per voltage (MTPV) operation occurs in the FW region when the voltage constraint will limit the machine current below its maximum. In this region, it is no longer convenient to exploit the maximum current to achieve the maximum electromagnetic torque [54]. Thus, the current limitation should be imposed online to realize the MTPV control for those machines which require MTPV operation.

The MTPV control may be required depending on the machine design. As can be seen in Fig. 1.6-(a), whilst type I machines, whose critical current point $I_{cr}$ is outside the current limit circle, do not require MTPV operation, the current trajectory of type II machines (Fig. 1.6-b) need to be imposed from B to $I_{cr}$ in order to maximize the torque to the EMF voltage and hence to achieve maximum torque per stator flux magnitude.

$I_{cr}$ is the point where the stator flux magnitude becomes zero (theoretical deepest field weakening). As can be seen in Fig. 1.6, $q$-axis current and hence $q$-axis flux linkage are zero at point $I_{cr}$. By imposing $d$-axis flux linkage to zero, (1.7) is obtained.

$$I_{cr} = -\frac{\Psi_m}{L_d} \quad (1.7)$$

Clearly, $I_{cr}$ is unique for a given machine and known as critical current. MTPV control has been discussed in detail in [37] and it has been shown that the optimum constant power operation is obtained when $I_{cr} \approx -I_{max}$, i.e., $I_{cr} \approx B$ in Fig. 1.6-(a).
The location of the critical current point of the prototype machine whose ratings are listed in Table 1.1 is outside the current limit circle (type I, Fig. 1.6-a). Hence, the prototype machine does not require MTPV control.

1.3.5. PROBLEMS OF IPM DRIVES UNDER FOC

It is a great challenge for FOC drives to cope with the machine parameter variations and resultant efficiency degradation of an IPM drive system. In a practical application, magnetic saturation, temperature, cross-coupling, manufacture tolerance and material property variations might contribute to parameter deviations greatly from those employed in a model based control system design. Although the parameter variations can be addressed by utilization of the current regulator saturations in a FW region as introduced by [45], a large number of FOC drives still suffer from model dependency in an MTPA region [6, 33, 36, 49]. It will be shown in Chapter 5 that numerous drives reported in the literature suffer from inefficient operation even if the machine parameters employed in the controller are accurate.

In addition, the field weakening operation in dq- axis current controlled drives is realized in a coupled manner. In other words, the stator flux magnitude is weakened by regulating both the d- and q- axis currents. The coupling between the two control loops may result in oscillatory responses and hence increase in the torque ripple in a FW operation.

Further, because FW operation cannot be realized directly in FOC drives, how to generate the reference dq- axis currents based on the weakened stator flux magnitude is not straightforward and indirect.

In order to address the above challenges associated with FOC drives, i.e. model dependent operation, coupled flux weakening control and indirect realization of a FW operation, direct torque control has become an important alternative for IPM-BLAC machines.

1.4. DIRECT TORQUE CONTROL (DTC) BASED IPM-BLAC DRIVES

Because the electromagnetic torque can directly be regulated as a state variable in machine drives, direct torque control (DTC) has become an attractive alternative to FOC
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Drives in the literature. Initially, DTC has been applied to induction machines (IM) and then it has become popular since late 90s for IPM-BLAC machines [29]. However, classical DTC schemes have been implemented via hysteresis controllers extensively [24-32]. DTC drives based on SVPWM technique are becoming more common in recent years [12-14, 55-58] due to its superior features to irregular switching [24] as has been discussed in section 1.2.2.

Despite the fact that torque seems to be controlled directly, it will be shown in this thesis (Chapter 4) that the DTC is, indeed, direct control of the stator flux vector and indirect control of torque in IPM-BLAC drives. Therefore, the DTC drives should be referred to as stator flux vector controlled drives as it is more insightful definition than DTC. DTC is formulated in the stator flux reference frame and hence the basic equations will be given in the following section which will be referred throughout the thesis.

1.4.1. MACHINE MODELLING IN STATOR FLUX FRAME

It has been discussed in section 1.3.1 that the rotor frame modelling is obtained when the rotor angle \( \theta_r \) is employed in the Park transformation. Similarly, instead of the rotor angle, when the stator flux phase angle \( \theta_f = \theta_r + \delta \), Fig. 1.7) is employed in the Park transformation, the stator flux oriented brushless-AC machine modelling can be obtained. The new reference system is called \( f \tau \) frame in which the \( f \)-axis is aligned with the stator flux vector and the \( \tau \)-axis leads the \( f \)-axis by 90 degrees. Alternatively, transformation from the rotor reference frame to the stator flux reference frame can be obtained from Fig. 1.7 as follows:

\[
\begin{bmatrix} F_f \\ F_\tau \end{bmatrix} = \begin{bmatrix} \cos \delta & \sin \delta \\ -\sin \delta & \cos \delta \end{bmatrix} \begin{bmatrix} F_d \\ F_q \end{bmatrix} \tag{1.8}
\]

where \( F \) can be any voltage, current or flux linkage vector. \( \delta \) is the torque (load) angle. The torque angle is constant in steady-states. As can be seen in Fig. 1.7, the torque angle is the angular displacement between the PM flux linkage and the stator flux linkage and it is given in (1.9).

\[
\delta = \tan^{-1} \left( \frac{\psi_q}{\psi_d} \right) \tag{1.9}
\]
Hence, the $dq$-axis model can be transformed to the $f\tau$ frame by (1.8) and (1.9) to obtain the machine model in the stator flux frame. The well-known mathematical expressions of the brushless AC machines in the $f\tau$ frame are given as follows [59].

\[
\begin{bmatrix} V_f \\ V_{\tau} \end{bmatrix} = R \begin{bmatrix} I_f \\ I_{\tau} \end{bmatrix} + \frac{d}{dt} \begin{bmatrix} \psi_s \\ 0 \end{bmatrix} + \psi_s \begin{bmatrix} 0 \\ \omega + \frac{d\delta}{dt} \end{bmatrix}
\]  

(1.10)

\[
T_e = \frac{3p}{2} \left( \frac{\psi_s \psi_m \sin \delta}{L_d} + \frac{(L_d - L_q) \psi_s^2 \sin 2\delta}{2L_d L_q} \right)
\]  

(1.11)

where $[V_f \ V_{\tau}]^T$ and $[I_f \ I_{\tau}]^T$ denotes the $f\tau$ frame voltage and current vectors, respectively, and $\psi_s$ is the magnitude of stator flux linkage vector. Substituting (1.8) and (1.9) for the current vector into (1.3) gives an expression for the electromagnetic torque.

\[
T_e = \frac{3p}{2} \psi_s I_{\tau}
\]  

(1.12)

Fig. 1.7 Stationary $(\alpha\beta)$, rotating rotor $(dq)$ and rotating stator flux $(f\tau)$ reference frames

1.4.2. OBSERVERS FOR FEEDBACK CONTROL

Observer quality is of paramount importance in the stator flux vector controlled motor drives as the stator flux is not directly measurable and hence the drives rely on estimated state variables for feedback control. The quality of the flux observer is particularly crucial since the coordinate transformation in (1.8) and torque estimation (1.11) all rely on the accuracy of the observed flux vector.
As yet, a large number of flux observers have been reported and employed in drives [19, 57-64]. These observers can be classified in three categories, viz., current based, voltage based and hybrid closed loop flux observers.

The observers which have been employed in state-of-the-art drives will be investigated in great details in Chapters 2 and 3 where novel observer structures are proposed.

### 1.4.3. MTPA CONTROL (CONSTANT TORQUE REGION)

In stator flux vector controlled drives, the MTPA control is achieved by optimal stator flux magnitude as opposed to optimal $d$-axis current in current vector controlled drives. This is generally achieved by a look-up table whose input is the reference electromagnetic torque and output is the reference stator flux magnitude [12, 14, 26, 57]. The look-up table can either be calculated offline or by experiments easily as the torque is the product of flux and the current (1.12).

### 1.4.4. FW CONTROL (CONSTANT POWER REGION)

Field weakening realization of the stator flux vector controlled IPM drives is easier than of rotor oriented current vector controlled IPM drives as the stator flux magnitude can be weakened directly. Considering steady state, one can obtain the stator flux limitation from (1.10) and it is given in (1.13).

$$
\psi_s \leq \sqrt{V_{\text{max}}^2 - (RI_f)^2} \frac{RI_{\tau}}{\omega} 
$$

where $V_{\text{max}}$ is the maximum available voltage which is limited by the DC-link voltage and the modulation technique.

As can be seen, the stator flux magnitude limitation in (1.13) can directly be imposed to stator flux vector controlled IPM-BLAC drives. By doing so, the FW implementation can be realized in an easy and decoupled manner compared to FOC drives. Thus, the ease and decoupled realization of the FW control are the attractive features of the stator flux vector controlled IPM-BLAC drives [12, 14].
1.4.5. MTPV Control

Maximum torque per voltage operation of stator flux vector controlled IPM-BLAC drives has been introduced and discussed by Gianmario Pellegrino, et al., [54, 59, 65]. It has been pointed out that the MTPV control coincides with a specific value of the torque angle $\delta$ shown in Fig. 1.7. However, neither the theory of the MTPV control has been analysed nor has accurate MTPV control been achieved in [54, 59, 65, 66] due to inaccurate limitation of the torque angle $\delta$. The MTPV control is considered in Chapter 4. It will be shown that there is an optimum maximum torque angle per stator flux magnitude which coincides with the MTPV trajectory. This implies that the torque angle constraint should be imposed online as a function of stator flux magnitude. However, the above drive schemes reported recently limit the torque angle by a constant value. In addition, because the torque angle is not a regulated state variable in these schemes, an additional PI regulator is employed to realize the MTPV control. It will be shown in Chapter 4 that the torque angle limitation can be imposed directly to the proposed stator flux vector controlled IPM-BLAC drives online without the need for an additional PI regulator.

1.4.6. Problems of IPM Drives Under DTC

DTC drives have become an important alternative to FOC based IPM-BLAC drives in late 90s due to their widely accepted attractive and superior features. However, there are some alleged features about DTC which are often cited in the literature and may be misleading.

- Fast torque response [27-29, 67, 68],
- Machine parameter independent control except for the stator resistance [24, 27-29, 67, 68],
- Inherently sensor-less control technique [27-29, 67, 68].

These may be true for DTC based induction machine (IM) drives with hysteresis flux and torque controllers and irregular switching. It is generally recognised that such control would lead to unacceptable torque ripple and poor performance in IPM drives. Thus, most DTCs for IPM drives are implemented through carrier based approaches. Torque realization in DTC based IPM drives is in fact indirect through direct control of the stator flux vector with observed flux and torque as feedback. Thus, the well-known
feature of having faster torque response with these drives is not always accurate as the response time is also limited by the observer response time, in particular for those drives which employ filters in the observer. On the contrary, a FOC drive with a reasonably fast current control might have much faster torque response time.

In addition, machine parameter independent control definition for DTC drives is not accurate as the reference stator flux magnitude for MTPA operation is generated by employing machine parameters, i.e., $dq$-axis inductances and the permanent magnet flux linkage [12, 14, 28, 57, 58, 69-71]. Further to model dependent stator flux reference generator, the stator flux estimation at low speeds is commonly obtained by current model based estimation techniques as the voltage based flux observers deteriorate when the machine speed approaches to zero [12, 14, 20, 21, 54, 59, 65]. Therefore, a typical DTC drive is model dependent similar to FOC drives unless parameter variations are addressed.

Moreover, because the voltage based observers have poor performance at low speeds and the current model based estimation techniques are commonly employed to avoid this problem [12, 14, 19-21, 72-74], inherently sensor-less control definition is also in question as the current model based flux estimation is obtained in the rotor reference frame ($dq$), which requires rotor position angle.

Although the foregoing alleged features may not be true, the stator flux vector controlled IPM drives have still superior features to FOC drives such as ease of flux weakening realization in a decoupled manner which results in reduced torque ripple in a constant power operation. Also, the field weakening operation can be realized directly unlike FOC drives where the flux is weakened indirectly by altering both $d$- and $q$-axis currents.

The challenges associated with the stator flux vector controlled IPM-BLAC drives are to improve the flux observer quality, reduce the model dependency and address the high nonlinearity in the torque control loop. These challenges will be discussed in details in the thesis with novel advanced techniques to alleviate these problems.

1.5. **THESIS OUTLINE**

This thesis consists of six chapters in total. Whilst the two are associated with general introduction and the conclusions as well as further research, four chapters are
more intense with technical contents and the research contributions. The literature review and the state-of-art machine drives are described mainly in the first chapter and at the beginning of each chapter where a specific problem is addressed. The thesis is structured as follows:

Chapter 1 discusses general introduction to modern IPM-BLAC machine drives. The test rig in which the experiments have been carried out throughout the thesis and the power conversion techniques to drive BLAC machines are briefly discussed in this chapter. In addition, efficient control techniques for wide speed range of operations are described by referring the literature. Each of MTPA, FW and MTPV control techniques are outlined for both FOC and DTC drives. The fundamental equations for these control techniques and for the IPM machine modelling in the rotor and in the stator flux synchronous reference frames are also presented. More importantly, the challenges associated with FOC and DTC based IPM drives are summarised with reference to state-of-the-art drives.

Chapter 2 highlights a significant problem associated with a large number of DTC based machine drives in which the well-known Gopinath style closed-loop flux observers are employed. The aim of this observer is to take advantage of the current and the voltage based estimations at low and at high speeds, respectively. However, the cross-interference of the extremely poor voltage based estimation at low speeds may deteriorate the drive performance significantly, leading to a poor torque control quality. The problems associated with this observer structure as well as its improved version reported in the literature are analysed theoretically and verified by simulations and experiments. An alternative flux observer structure, therefore, is proposed in Chapter 2 with a straightforward implementation compared to the conventional Gopinath style observers. The implementation of the proposed drive are presented and discussed in details. The superiority and the efficacy of the proposed drive are verified by experimental results in this chapter.

Chapter 3 proposes a novel flux observer with high fidelity machine models for DTC drives accounting for magnetic saturations in the stator and the rotor cores and the cross-coupling effects of the $dq$-axis flux linkages. The proposed observer is also robust against the variation of the armature resistance due to temperature, inverter voltage drop and the distortion effect of dead-time (blanking time) to prevent shoot-through in the power electronics. The influence of the modelling errors associated with the proposed
observer is analysed theoretically and compensated in FW operation utilizing the voltage error. Since the dominating factor of the modelling errors is the machine temperature variation, the simulation studies are carried out to investigate how temperature variation degrades the drive performance. In addition, comparative studies are performed to verify the superiority of the proposed observer over various types of conventional observer structures. A thorough comparison between conventional observers and the proposed observer through simulations and experiments reveals the superiority of the proposed observer.

Chapter 4 performs an in-depth analysis of the stator flux vector controlled (SFVC; known as DTC) BLAC drives. The influence of the nonlinearity between torque and the torque angle $\delta$ (Fig. 1.7) is evaluated and the linearization strategy is described considering the machine operating trajectories. In addition, the MTPV control theory for SFVC based BLAC drives is investigated and the implementation technique is introduced. The stator flux phase angle can be realized by controlling torque, the $\tau$-axis current or the torque angle $\delta$ in SFVC based drives. Hence, the chapter also analyses each of them and discusses the issues pertinent to the conventional torque or $\tau$-axis current controlled drives such as the coupled control issues. In view of that, a novel direct, decoupled and linearized stator flux vector controlled IPM-BLAC drive is proposed in this chapter. The reference torque angle generation for the proposed drive is discussed in details. In addition, the control tuning for the proposed drive with desired bandwidth owing to linearization in the feed-forward path is studied. Afterwards, the effectiveness and the efficacy of the proposed drive are verified by experimental results.

Chapter 5 investigates the online efficiency optimization techniques for FOC based IPM-BLAC drives and proposes a novel virtual signal injection based efficiency optimized control technique. First, the relationship between the efficiency and the current angle $\beta$ (Fig. 1.4) is analysed and a comprehensive literature review is reported in order to show how the state-of-art drives obtain the current angle for high efficiency operation in order to deal with the machine parameter variations during operation. Then, the problems of the conventional current angle optimization techniques are elaborated. To address these problems, the proposed virtual signal injection based online current angle optimization is introduced and discussed in details. Comparisons between the recently reported virtual signal injection based drives and the proposed one are made by theoretical analysis. The error analysis of the existing and the proposed approaches are also analysed.
The major contributions of the thesis can be classified in five groups as follows:

First, an alternative current and voltage based flux observer structure is proposed in which the two significant problems associated with the state-of-art structures are addressed. The problems are the cross-interference of the observer modes of operation and the considerable nonlinearity during the transition between the observer modes. Accordingly, the accuracy of the estimated variables reduces, which results in poor torque control quality, in particular at low speeds. The proposed combination is much simpler to implement and greatly improves the torque control quality at low speeds.

Second, a novel high fidelity model based flux observer is proposed. Conventionally, current and voltage based flux estimations are dominant at low and high operating speeds, respectively, whereas the case is different in the proposed approach. The measured phase currents are utilized as feedback in the new observer structure to compensate for inverter nonlinearities, dead-time and integrator drift at any speed. Improved accuracy over a wide operating range is verified by realistic simulations and experiments.

Third, the MTPV control theory for DTC based IPM-BLAC drives is introduced and analysed. Although the MTPV control has already been discussed for FOC based IPM-BLAC drives in which the $dq$- axis currents are regulated, there is a gap in the literature for DTC drives. Hence, the strategy to maximize the torque per stator flux magnitude is a new contribution to knowledge. It will be shown that the MTPV control is achieved by online limitation of the torque angle in DTC drives.
CHAPTER 1

Fourth, a novel direct, decoupled and linearized stator flux vector controlled IPM-BLAC drive is proposed. Two control variables in a large number of DTC drives in the literature are coupled. Theoretical analysis reveals that these DTC drives have problems such as high nonlinearity in the control loop and control coupling problem in any of MTPA, FW and MTPV regions. The proposed drive addresses these problems and facilitates simple control tuning based on desired control bandwidth.

Fifth, online MTPA tracking for high efficiency operation in field oriented controlled IPM-BLAC drives is proposed by employing virtual signal injection based control technique. Conventionally, accurate MTPA tracking cannot be achieved even though the nonlinear machine parameters employed in the controller are modelled accurately. The deviation from the MTPA trajectory becomes more significant with loading. In addition, the virtual signal injection based drives reported recently suffer from considerably slow converging time and hence slow response time. The proposed drive achieves fast response.
CHAPTER 2 – PERFORMANCE IMPROVEMENT OF DTC DRIVES BY EMPLOYING A LINEAR COMBINATION OF CURRENT AND VOLTAGE BASED FLUX OBSERVERS
2.1. INTRODUCTION AND LITERATURE REVIEW

The DTC drives rely on observer quality for feedback control unlike FOC drives in which the measured currents are employed as a feedback to the drive system without the need for an observer (the rotor position information is readily available). Hence the observer accuracy and its response time is of paramount importance in the DTC based drive systems.

It is well known in the literature that the current based flux and torque estimations are advantageous at low speeds whereas the voltage based estimation perform better at high speeds. In those drives which employ only the voltage based estimations [57, 58], the machine operation is investigated either above certain speeds or the estimation is manually switched from current based to voltage based modes of operation as the voltage based estimations deteriorate when speed approaches to zero. Hence, for a wide speed range of operation, closed-loop flux observers, known as Gopinath style, which combine current and voltage based estimations have been developed in [61] and employed extensively in recent work on IPM machine drives [12, 19-22, 54, 59, 60, 62, 65, 72-75], surface mounted permanent magnet machine drives [54, 76], synchronous reluctance machine drives [54] and induction machine drives [54, 61, 63]. Thus, the conventional closed-loop observer is quite common and widely employed in state-of-the-art drives.

Whilst the aim of these closed-loop observers is to take merits of the current and the voltage based estimations at low and high speeds, respectively, it has been discovered through detailed studies that the interference between the two modes exists in the closed-loop combination of the two estimation techniques. This may result in significant degradation of the drive performance at low speeds where the inverter nonlinearity and the voltage drop across stator resistance become dominant. Accordingly, although the current based estimation is expected to be dominant, the residual error of the extremely poor voltage based estimation may cause significant distortions on the current waveforms leading to a poor torque control quality.

A second issue of the conventional Gopinath style closed-loop observer is that the estimated flux follows a significantly nonlinear flux transition trajectory from current based to voltage based modes of operation and vice-versa. This results in poor performance during transitions since the observer accuracy reduces due to the high
nonlinearity on the trajectory. Fig. 2.1-(a) illustrates the estimated flux vector transition trajectory in complex domain from current to voltage based modes of operation. \( \hat{\Psi}_{s, CB} \) and \( \hat{\Psi}_{s, VB} \) are the current and the voltage based estimated flux vectors, respectively. Despite the fact that linearization of the trajectory has been studied in [63] as shown in Fig. 2.1-(b), none of the above drives have employed the linearization technique due to its implementation complexity. Hence, a large number of state-of-the-art drives still suffer from the nonlinear transitions.

To overcome the issues associated with deteriorated drive performance at low speeds due to the cross-interference and nonlinear flux transition trajectory between the two modes, an alternative combination is proposed. In the proposed approach, current based and voltage based estimations are not combined in a closed-loop manner, on the contrary, the two estimators are combined in such a way that the transition from one to other follows a linear trajectory. By doing so, the two major problems; cross-interferences and the poor transitions between the two modes are avoided together with a much simpler combination. It is noteworthy that despite the closed-loop observers sound to perform better, in fact, the drive system itself is in closed-loop in either cases whether the observer is closed or open-loop.

*The main content of this chapter has been published by the author in [J3] and [C3] detailed in List of Publications.*

![Fig. 2.1 Trajectory of the conventionally estimated stator flux vector in complex domain](image)

2.2. **CONTROL SYSTEM CONFIGURATION**

Fig. 2.2 illustrate the schematic of the DTC based drive system where ‘*’ and ‘^’ denote reference and estimated values, respectively. ‘**’ represents the voltage
commands which are confined by the voltage constraint. The reference and estimated state variables are illustrated in ‘red’ and ‘blue’ colours, respectively, in Fig. 2.2.

Since the voltage magnitude is usually below the constraint in the constant torque region, the unsaturated command voltages with ‘*’ and ‘***’ are the same in this region unless the controller tracking error is very large, which is possible in transient condition. Once the voltage saturates, the differences between the saturated command voltage and the confined voltage is utilized to stop the integrator action of the PI controller. This is due to the need to prevent the controller from winding up the integrators. By doing so, the anti-windup (AW) phenomenon is achieved by the classical “integrator clamp” technique [77, 78].

The coupling term \( (\omega_e \Phi_s) \) in (1.10) is compensated in the feed-forward path as shown in Fig. 2.2. The reference stator flux magnitude is employed in the decoupling as it is independent from observer error and the noise on the observed flux.

The space vector modulation (SVPWM) technique is employed to control the switches of the inverter due to its superior features which has been discussed widely in section 1.2.2. The reference voltages are, therefore, transformed to the stationary frame before being fed to the SVPWM block. The maximum DC-link voltage utilization of the SVPWM technique in the linear modulation region is given in Table 1.3. Thus, the maximum voltage is given by (2.1) where \( V_{dc} \) is the measured DC-link voltage. By doing so, the voltage variation of a practical implementation is taken into account and addressed online.

\[
V_{max} = \frac{V_{dc}}{\sqrt{3}} \quad (2.1)
\]

In a practical implementation of an electric vehicle traction application, the battery or the DC-link voltage might vary around \( \pm 15\% \) depending on the remaining level of the energy stored in the battery. If the variation of the DC-link voltage is not considered and the DC-link voltage information in the controller deviates from the actual voltage, this will ultimately cause either early or late field weakening operation.

In early FW operation, the DC-link voltage is not fully utilized, thus the current magnitude in a FW operation becomes higher than expected which leads to an increase
in winding copper loss and in the undesired torque ripples. Thus, efficiency degrades as the available voltage is not fully utilized. Because of the lower available current for torque production, the acceleration performance also degrades as the torque capability will reduce.

Late FW, on the other hand, exhibits different resultant effects depending on the control system configuration. In the experimental test rig shown in Fig. 1.3, the drive might operate either in speed or in torque controlled modes. If the speed is not held by the dynamometer and the motor is controlled in the speed control mode (cruise control), then the late FW causes inability to achieve operation in the extended speed region. In other words, it will result in a gap between command speed and the actual speed. However, if the speed is set by the dynamometer and the motor is controlled in torque control mode, then the late FW triggering causes controller saturation which may lead to a stability problem, and hence poor torque control. At high speeds, incorrect voltage vector due to the controller saturation may give rise to unexpected generating mode of operation and an increase in the DC-link. Because the power source is able to operate in two ways (bi-directional) in the test rig, the generated energy may be safely absorbed by the source. However, when the induced voltage reaches to maximum voltage ratings of the capacitors on the inverter, the capacitors may blow up and the inverter might damage. Hence, late FW not only results in poor torque control, but may also risk unstable operation.

As a result, online measurement of the DC-link voltage is highly important in traction applications in particular for constant power operation where the maximum voltage is reached.
Fig. 2.2 Schematic of the drive system
Unlike classical FOC drives, a current limit cannot be imposed directly in DTC drives since the currents are not the directly controlled state variables. Instead, a torque limit may be imposed for indirect limitation of the currents. Equations (2.2) and (2.3) give voltage and current constraints of the IPM-BLAC drive, respectively, in the \( f\tau \) reference frame.

\[
|V| = \sqrt{V_f^2 + V_\tau^2} \leq V_{\text{max}} \tag{2.2}
\]

\[
|I| = \sqrt{I_f^2 + I_\tau^2} \leq I_{\text{max}} \tag{2.3}
\]

Rearranging (2.3), one can obtain the \( \tau \)-axis current constraint as given in (2.4). Substituting (2.4) into (1.12) yields the limit for electromagnetic torque as given in (2.5).

\[
I_\tau \leq \sqrt{I_{\text{max}}^2 - I_f^2} \tag{2.4}
\]

\[
T_e \leq \frac{3}{2} p \psi_s \sqrt{I_{\text{max}}^2 - I_f^2} \tag{2.5}
\]

Therefore, the voltage and current limits are imposed by (2.2) and (2.5), respectively.

As has been discussed previously in section 1.4.4, the field weakening operation may be triggered by (1.13) automatically in DTC based control schemes. The stator flux magnitude reference which is generated from a LUT for MTPA operation is, therefore, limited simply by (1.13) to achieve FW operation as illustrated in Fig. 2.2.

The estimated torque accuracy is only dependent on the flux observer accuracy and this can be explained as follows. The accurate rotor position information is readily available via a magnetic encoder, thus the \( dq \)-axis currents can be considered as measured currents as the coordinate transformation from the stationary frame to the synchronous rotor frame will be accurate. The transformation from measured \( dq \)-axis currents to the \( f\tau \) frame is obtained by (1.8) where the accuracy is only dependent on the estimated torque angle and hence dependent on the flux observer. The estimated torque is obtained by (1.12). As can be deduced from (1.12), the accuracy of the estimated torque is dependent on the estimated stator flux magnitude and on the \( \tau \)-axis current. As has been discussed,
because the estimated $\tau$-axis current is only dependent on the torque angle accuracy, the torque estimation is eventually dependent on only the accuracy of the estimated stator flux vector, \textit{i.e.}, magnitude of the stator flux linkage and its phase angle ($\Psi_s, \delta$). As a result, the quality of the flux observer is of paramount importance in DTC based AC drives.

2.3. Analysis of Conventional State-of-the-Art Observers

As mentioned previously, the voltage based flux estimation has shortcomings at low operating frequencies whereas it is more accurate than the current based estimation at high operating frequencies. This has led researchers to seek for a combination of the two estimation strategies in such a way that the current based estimation is dominant at low speeds whereas the voltage based estimation becomes dominant at high speeds.

A Gopinath style closed loop flux observer, therefore, has been introduced in [61] for induction machines where the current and voltage based estimations become dominant at low and high operating frequencies, respectively. However, the observer suffers from high flux transition trajectory which is addressed in [63]. The two observers and their detailed analysis which has not been discussed in the literature will be presented in sections 2.3.1 and 2.3.2 separately as follows.

2.3.1. Closed-Loop Flux Observers with Nonlinear Trajectory

The simplified block scheme of the conventional Gopinath style closed loop flux observer is illustrated in Fig. 2.3. It should be noted that “closed-loop” merely means that the combination of the two estimations is made through a feedback mechanism. The transition of the observer mode of operation from current to voltage based estimation and vice-versa can be adjusted by the PI controller whose details can be found in [60].

![Fig. 2.3 Simplified schematic representation of the conventional observer with nonlinear flux trajectory](image-url)
The output of the observer is given by:

\[
\vec{\Psi}_{s1} = (1 - F(s))\vec{\Psi}_{s,\text{CB}} + F(s)\vec{\Psi}_{s,\text{VB}}
\]  

(2.6)

where, \( F(s) \) is the observer characteristic equation whose frequency response is tuned by the PI control parameters for input selection. The observer characteristic equation is given by:

\[
F(s) = \frac{s^2}{s^2 + K_p s + K_i}
\]  

(2.7)

Fig. 2.4 (a) and (b) illustrate the Bode magnitude plots of \( F(j\omega) \) and \([1 - F(j\omega)]\), respectively, for conventional observer with a cut-off frequency of 25 Hz (=500 r/min speed in the experimental test rig). Therefore, as can be seen on the magnitude (abs) plot of Fig. 2.4, below the cut-off frequencies \( F(j\omega) \) approaches to zero and above the cut-off frequencies \([1 - F(j\omega)]\) approaches to zero so that current and voltage based estimations become dominant at low and high frequencies, respectively.

Fig. 2.4 Bode magnitude plots of conventional observer with nonlinear flux trajectory

It is seen on Fig. 2.4-(b) that the transition between the two modes is very poor and nonlinear, and hence reduces the accuracy of the observer during transitions. It is evident
in Fig. 2.1-(a) and Fig. 2.4-(b) that the estimated flux vector \( \hat{\mathbf{\Psi}}_{s1} \) diverge from both the voltage and the current based estimated flux vectors at certain frequencies. However, it is expected to converge one of them while diverging from another. It is seen on Fig. 2.4-(b) that the diversion due to the nonlinearity occurs between \( \sim 2 \) Hz and \( \sim 35 \) Hz. The two operating frequencies refer to 40 r/min and 700 r/min, respectively, with the IPM motor whose specifications have been listed in Table 1.1. This means that the observed flux vector employed in the controller diverges from both the current and the voltage based estimated flux vectors between 40 and 700 r/min operating speeds. Hence, the accuracy of the observed flux vector reduces at a wide speed range (from 40 to 700 r/min) and hence the effect of the nonlinear flux transition trajectory is quite significant.

### 2.3.2. CLOSED-LOOP FLUX OBSERVERS WITH LINEAR TRAJECTORY

Because of the aforementioned momentous nonlinearity in the observed flux vector, the linearization study has been presented in [63]. The simplified block scheme of the Gopinath style closed loop flux observer with the linearized flux transition trajectory is illustrated in Fig. 2.5.

![Simplified schematic representation of the conventional observer with linear flux trajectory](image)

Fig. 2.5 Simplified schematic representation of the conventional observer with linear flux trajectory

The output of the improved observer is given by:

\[
\hat{\mathbf{\Psi}}_{s2} = (1 - G(s))\hat{\mathbf{\Psi}}_{s, CB} + G(s)\hat{\mathbf{\Psi}}_{s, VB}
\]

where, \( G(s) \) is the observer characteristic equation whose frequency response is tuned by the PI control parameters for input selection. The observer characteristic equation is given by:

\[
G(s) = \frac{s^2}{s^2 + K_p s + K_i} e^{-j\alpha}
\]
where $\alpha$ is the angle of the characteristic equation and it is given by (2.10).

$$
\alpha = \left( \pi - \tan^{-1} \left( \frac{K_p \omega_e}{K_i - \omega_e^2} \right) \right)
$$

(2.10)

where $\omega_e$ is the electrical angular speed of the machine.

Fig. 2.6 (a) and (b) illustrate the Bode magnitude plots of $G(j\omega)$ and $[1 - G(j\omega)]$, respectively, for the observer with linearized flux transition trajectory where the cut-off frequency has been adjusted to the same (25 Hz).

Fig. 2.6 Bode magnitude plots of conventional observer with linearized flux trajectory

Although the nonlinearity of the conventional observer has been addressed as can be seen on Fig. 2.6-(b), a large number of recent papers on DTC drives including [12] and [55] still suffer from the poor transitions because of the implementation complexity of the linearization. Despite the fact that the schematic representation shown in Fig. 2.5 seems to be simple, in fact, the conventional observer, its PI controller gain tuning, and the linearization with the exponential function shown in (2.9) and (2.10) are difficult to implement and hence the linearization has not been addressed in a great number of drives.

Additionally, both of the conventional observers depicted in Fig. 2.3 and Fig. 2.5 suffer from cross-interferences of the two modes. As can be seen on the magnitude (abs) plots of Fig. 2.4 and Fig. 2.6 at low speeds when frequency is low, $F(j\omega) \approx 0$ and
$G(j\omega) \approx 0$, and at high speeds, $[1 - F(j\omega)] \approx 0$ and $[1 - G(j\omega)] \approx 0$. However, it is evident on the magnitude (dB) plots of the figures that the attenuations of the two modes are finite. Consequently, the cross-interferences of the two modes are only avoided at standstill and infinite speed in theory. It is worth noting that the interference of the voltage based mode is much more significant than the current since the poor performance of the voltage based mode at low speeds may result in significant current distortions and hence reduced torque control quality in machine drives.

2.3.3. Problems Pertinent to Closed-Loop Observers

As has been discussed, a great number of DTC drives suffer from nonlinear transition at a wide speed range. In addition, cross-interferences of the two estimation techniques may seriously deteriorate the drive performance in particular at low speeds.

The cross interference issue has been further investigated by simulation studies in order to validate how seriously it may deteriorate DTC drive performance employing conventional Gopinath style closed-loop flux observers. The motor and the inverter specifications are listed in Table 1.1 and Table 1.2, respectively. A high fidelity machine model [79, 80] which accounts for magnetic saturation and the effects of slotting of a real IPM machine has been employed and the inverter nonlinearities have been represented in the simulations, and hence the results are very close to a real world drive. The high-fidelity machine model is given in the appendix. The drive system shown in Fig. 2.2 has been implemented with the conventional observer (Fig. 2.3) and simulated at 25 r/min speed and 40 Nm torque.

It is seen from Fig. 2.7-a that although the estimated flux ($\tilde{\psi}_{s1}$ in (2.6)) appears to follow the reference flux reasonably well, the actual flux, which cannot be measured in a practical drive, is heavily distorted and exhibits peak distortion 6-times in the fundamental period as shown in Fig. 2.7-(b). This is indeed caused by the 6-step voltage distortion which results from inverter nonlinearity. Despite the low magnitude of $F(j\omega) \approx 0.01$ in (2.6) associated with the voltage based mode, the extremely poor voltage based estimation shown in Fig. 2.7-(c) results in poor performance of the drive. The flux distortion gives rise to significant current waveform distortions, Fig. 2.7-(d), which matches well with the experimental results given in section 2.5. Because of the distorted current waveforms, the estimated flux by the current based mode is also distorted as shown in Fig. 2.7-(e). As a result, the actual torque is significantly distorted.
as shown in Fig. 2.7-(f). It is noteworthy that the estimated fluxes shown in Fig. 2.7-(b) and (e) are very similar to each other as expected. This is due to \[ 1 - F(j\omega) \approx 0.99 \] hence the observer output is very similar to the current based estimation.

(a) Estimated flux, \( |\mathbf{\hat{\Psi}}_{s1}| \) in (2.6)

(b) Actual flux

(c) Estimated flux, \( |\mathbf{\hat{\Psi}}_{s, VB}| \) in (2.6)

(d) Current waveforms
It is noteworthy that the low speed performance of the conventional observer shown in Fig. 2.3 has been simulated previously by [60]. However, since the inverter nonlinearities have not been represented in the simulations (perfect inverter), the results were not distorted as demonstrated by Fig. 2.7.

To address the issue, the inaccurate estimation of the voltage based mode must be completely attenuated at low speeds so that the system performance deterioration due to cross-interference can be avoided. Hence, a much simpler combination of the voltage and the current based flux estimation strategies with linear flux transition avoiding cross-interferences is proposed as follows.

2.4. PROPOSED FLUX OBSERVER WITH LINEAR TRAJECTORY

In the proposed approach, the current and the voltage based estimated stator flux vectors are combined in such a way that the transition from one to other follows a linear trajectory. The transition speed range is adjusted by the designer and the cross-interference issues of the observer modes of operation are avoided by complete
attenuation with the proposed strategy. The current and the voltage based estimated flux vectors are combined in (2.11) to form the output of the proposed technique.

\[
\hat{\Psi}_{s3} = \begin{cases} 
\hat{\Psi}_{s, CB} & \omega \leq \omega_{CB} \\
\hat{\Psi}_{s, CB} \frac{\omega_{VB} - \omega}{\omega_{range}} + \hat{\Psi}_{s, VB} \frac{\omega - \omega_{CB}}{\omega_{range}} & \omega_{CB} < \omega < \omega_{VB} \\
\hat{\Psi}_{s, VB} & \omega \geq \omega_{VB}
\end{cases}
\]  

(2.11)

where \(\omega_{CB}\) and \(\omega_{VB}\) are the predefined speeds where the current and the voltage based modes are enabled or suspended. \(\omega\) is the operating speed and it can be either electrical speed or mechanical speed in \(\text{rad/s}\) or in \(\text{r/min}\) as long as all speeds in (2.11) are in the same unit. \(\omega_{range}\) is the range of the transition speed between \(\omega_{CB}\) and \(\omega_{VB}\) to avoid sudden change of the estimated variables. A bigger range makes the transition smoother but increases the effect of the poor performing mode when the speed is between \(\omega_{CB}\) and \(\omega_{VB}\). Hence, the trade-off can be optimized for a certain drive. It is noteworthy that the transition range, \(\omega_{range}\), cannot be defined by the designer in conventional closed-loop observers, hence the trade-off cannot be optimized. Theoretically, the transition speed could be chosen based on the speed where the voltage based estimation is more accurate than the current based.

As can be seen in (1.2), the current based flux linkage estimation is dependent on machine parameters, \textit{i.e.}, the inductances and the magnetic flux linkage. To circumvent the problems associated with the parameter nonlinearities, these machine parameters are modelled as functions of \(d\)- and \(q\)-axis currents based on the experimentally calibrated FE data of the machine under study and they are stored as look-up tables. Highly nonlinear parameter maps of the IPM machine given in Table 1.1 are illustrated in Fig. 2.8. The stator flux vector, \textit{i.e.} the magnitude and the phase angle \((\delta \text{ – Fig. 1.7})\) is obtained by substituting (1.2) into (1.8) and into (1.9), respectively.
(a) $d$-axis inductance as a function of $dq$-axis currents (b) $q$-axis inductance as a function of $dq$-axis currents

(c) Permanent magnet flux linkage as a function of $dq$-axis currents

Fig. 2.8 Nonlinear IPM machine parameters

The voltage based stator flux estimation is commonly obtained in the stationary frame as the coordinate transformation and hence the rotor position information is not needed. The well-known estimation technique by the stationary frame voltages and the currents is expressed by (2.12).

$$\psi_\alpha = \int (V_\alpha - RL_\alpha) dt \quad \text{and} \quad \psi_\beta = \int (V_\beta - RL_\beta) dt$$  \hspace{1cm} (2.12)

In general, the inverter reference voltages are employed for estimations as shown in Fig. 2.2 since the measurement of the discrete phase voltages is costly due to the additional hardware requirement. Accordingly, the estimation is very poor at low speeds where the inverter nonlinearity becomes prominent. Because pure integration in (2.12) does not work due to well-known integrator drift problem, the integrators are commonly replaced by low-pass filters [81] together with phase and magnitude compensations as
depicted in Fig. 2.9 where $\omega_c$ and $\omega_e$ are cut-off frequency of the filters and the electrical speed in rad/s, respectively.

Because the magnitude and the phase compensations are disregarded in [57, 58, 71], the drive efficiency would reduce as the estimated stator flux magnitude and its phase angle are inherently altered by the filters.

It is worth mentioning that the compensation outputs should be appropriate to that of the integration output as shown in Fig. 2.9 since the aim is to integrate the induced voltages to obtain the flux.

It should also be noted that high cut-off frequency of the filters may give rise to torque and flux oscillations whilst low cut-off frequency results in slow response. Hence, there is a trade-off between the response time and the response quality.

Cartesian to polar coordinate transformation of the estimated flux linkages gives the stator flux vector, i.e. the amplitude and the phase angle ($\theta_f = \theta_e + \delta$ – Fig. 1.7).

The flow-chart of the proposed combination is illustrated in Fig. 2.10 and the flux transition trajectory with the proposed combination is illustrated in complex domain in Fig. 2.11.
It is seen in Fig. 2.11 that when speed is in the midpoint \( \omega_{mp} \), the estimated output vector with the proposed approach follows the shortest path between the two vectors \( \gamma_1 = \gamma_2 \). Hence, the linear transition is achieved with a much simple combination.

### 2.5. EXPERIMENTAL VALIDATION OF PROPOSED OBSERVER

In order to validate the superiority and the performance improvement of the direct torque controlled drive with the proposed observer, experiments have been carried out by comparing the drive to the conventional schemes. The test rig with a 10 kW IPM-BLAC machine has been described in section 1.2.1 and depicted in Fig. 1.3. The schematic of the DTC based drive system is illustrated in Fig. 2.2.

#### 2.5.1. LOW SPEED PERFORMANCE COMPARISON

The test drive was performed with the three observer options which are the two conventional observers discussed in sections 2.3.1 and 2.3.2 and the proposed observer. The machine was operated at various torque and speed operating points.

The transition speed from current to voltage based modes of operation is adjusted to 500 r/min \((=25 \text{ Hz electrical frequency same as in Fig. 2.4 and Fig. 2.6})\) so that the current
and the voltage based modes are expected to be dominant below and above 500 r/min, respectively.

The current waveforms with the three drives at these operating points are illustrated in Fig. 2.12 – Fig. 2.15. It is seen from the experimental results that the drives with the conventional observers are significantly vulnerable to the residual error coming from poor performing voltage based estimation at low speeds. Although the PI gains of the two conventional observers were tuned to be the same in the two conventional observers, the drive with the linearized flux trajectory is more affected by the cross-interference issue. In contrast, the issue has been avoided in the proposed approach and the current waveforms being much improved with a linear combination.
(a) Conventional observer: Fig. 2.3  (b) Conventional observer: Fig. 2.5  (c) Proposed Observer
Fig. 2.12 Experimental results at 25 r/min

(a) Conventional observer: Fig. 2.3  (b) Conventional observer: Fig. 2.5  (c) Proposed Observer
Fig. 2.13 Experimental results at 50 r/min
Fig. 2.14 Experimental results at 100 r/min

Fig. 2.15 Experimental results at 200 r/min
2.5.2. Transition Performance Validation

The robustness of the drive in two observer modes of operation is validated in this section. From the current to the voltage based modes of operation and vice-versa and the drive performance between the two modes will be experimentally presented.

The controlled state variables; the electromagnetic torque and the stator flux linkage responses of the drives from current to voltage based mode and vice-versa are illustrated in Fig. 2.16 – (a) and (b), respectively. It is seen from the results that the proposed drive is robust to change of the observer mode of operation as the transition is linear and smooth. It should be noted that the ripple on the estimated flux linkage increases when the current based mode becomes dominant. This is as expected because of the current measurement noise. The noise is filtered at high speeds by LPFs shown in Fig. 2.9 with a cut-off frequency of 10Hz. One can deduce from Fig. 2.16 that the electromagnetic torque is affected by the current measurement noise at any speed as can be deduced from (1.12), hence the high frequency ripple on the estimated torque remains similar in both modes of operation.

Because the transition occurs between the two predefined speeds, i.e. $\omega_{CB}=450$ r/min and $\omega_{VB}=550$ r/min, performance tests have been carried out when $\gamma_1$ in Fig. 2.11 is equal to $\gamma_2$. Drive robustness to change of the torque when the estimated flux is equally far from current and voltage based modes of operations has been validated in Fig. 2.17 (a – c). The phase currents when the torque is 50 Nm is illustrated in Fig. 2.17 – (d). It is seen that the current waveforms are not deteriorated during flux transition.
(a) Regulated torque and flux linkage responses from $\gamma_2 = 0$ to $\gamma_1 = 0$

(b) Regulated torque and flux linkage responses from $\gamma_1 = 0$ to $\gamma_2 = 0$

Fig. 2.16 Drive performance from current to voltage based mode and vice-versa
(a) Regulated electromagnetic torque responses

(b) Regulated stator flux magnitude responses

(c) Measured dq-axis currents

(d) Current waveform at 50Nm torque

Fig. 2.17 Drive performance at $\gamma_1 = \gamma_2$
2.5.3. Field Weakening Validation

The voltage based estimations have already been validated and widely employed at high speeds in the literature [26, 57, 58]. Transient performance in FW region and the smooth transitions from MTPA to FW regions and vice-versa are illustrated in Fig. 2.18 when the drive operates in the voltage based mode at a load torque of 20 Nm. The FW is automatically triggered at the speed of 1709 r/min by (1.13). It is seen that the estimated flux in the constant torque region has lower ripple than that in the FW region as the current magnitude and the noise increases when (1.13) is imposed to weaken the flux (magnetic field).

![Fig. 2.18 Smooth FW to MTPA and MTPA to FW transition validation](image)

2.6. Summary

It has been validated that the extremely poor voltage based flux estimation significantly deteriorates the drive performance at low speeds despite the current based mode is expected to be dominant. The residual error coming from poorly estimated flux vector by the voltage based mode must be completely eliminated from the drive system in order to address the problem effectively.

In addition, it has been shown that the drives with the conventional Gopinath style closed loop flux observers suffer from poor performance during flux transitions due to the significant nonlinearity on the transition trajectory. This results in reduced accuracy over a wide speed range as the observer output diverges from both the current and the voltage based estimated fluxes.

To address the problems associated with the conventional observers which are commonly employed in the literature, an alternative combination of the current and the voltage based estimations have been proposed and discussed in details in this chapter.
CHAPTER 2

Since the working principle of the conventional closed-loop observers is often cloudy in the literature, the combined observer characteristics can be better understood by the proposed scheme. The superiority of the proposed approach can be listed as follows:

- Much simpler and straightforward implementation,
- Linear trajectory and hence improved observer accuracy over a wide speed range,
- Facilitates to define the transition range between the observer modes,
- Significantly improves the current, flux and torque waveforms and hence the drive performance.
CHAPTER 3 – A FLUX OBSERVER WITH HIGH FIDELITY MACHINE MODELS FOR DTC DRIVES


### 3.1. INTRODUCTION AND LITERATURE REVIEW

It has been discussed previously that the flux observer quality is crucial in DTC drives. Thus far, numerous flux observers have been reported and employed in AC drives [19, 57-64]. These observers can be categorised into three groups which are the current based, voltage based and the closed loop flux observers which combine the first two. A novel combination technique of the two estimators has been introduced in the previous chapter [56]. The problems associated with the conventional observers can be summarized as follows.

A voltage based estimation is robust to machine parameter variations except the armature resistance variation, however the accuracy significantly deteriorates at low speeds. The deterioration is more serious if the inverter reference voltages are employed for the estimation. The reference voltages are commonly preferred in drives as the measurement of the discrete phase voltages is costly due to additional hardware requirements. Accordingly, the flux estimation at low speeds, where the voltage magnitude and the operating frequency are very low, is greatly influenced by the inverter voltage distortion and as a result, the estimation is not accurate. Consequently, the drive is likely to fail as the estimated flux in the controller may significantly differ from the actual flux. In reality, drives cannot start properly if the estimation is done with the voltage based estimator [24, 57, 58, 71, 82]. In this case, the operation of the machines has been investigated either at high speeds or the estimation method has been switched manually from the current mode to the voltage based mode of operation. However, the voltage based estimation is not perfect even at high speeds and may still be remarkably effected by the dead-time, nonlinear characteristics of the inverter and the variation of resistance even at high speeds unless their compensation is done properly. Moreover, since the voltage based estimation suffers from the drifting due to well-known integrator drift phenomenon, commonly, low-pass filters are employed to address the problem [54, 57, 60, 68, 83] but this ultimately reduces the response time. The low-pass filter inherently alters the magnitude and the phase. Therefore, the altered magnitude and phase of the estimated variables needs to be compensated. Even with appropriate compensations, the flux and torque responses might be significantly oscillatory due to the presence of the filters [14].
A current based estimation, on the other hand, is robust to dead-time, nonlinear inverter characteristics and variation of the stator resistance but the current based technique suffers when motor parameters vary. In a practical application, IPM-BLAC machine parameters may change significantly depending on a number of factors such as motor magnet temperature, manufacture tolerance, magnetic saturation, cross-coupling, and the material property variations [18]. These might significantly contribute to the parameter deviations from those employed in the current based estimation resulting in problems such as increased inaccuracies in the feedback of the closed-loop drive system and hence reduced drive system efficiency. It is noteworthy that, although the current based estimation is sensitive to the rotor position angle inaccuracies in sensor-less drives, the accurate position angle is readily available in the drives of concern, and a sensor-less drive is out of the scope in this study.

Considering the merits of the current and the voltage based estimations at low and high speeds, respectively, the closed-loop observers which combine the two techniques have become universal and employed greatly in AC drives [12, 19-23, 54, 59-63, 65, 66, 72-76, 84-88]. Thus, a great number of state-of-art direct torque controlled drives employ the current and the voltage based estimations at low speeds and at high speeds, respectively. However, significant problems associated with the closed-loop observers have been discussed widely in the previous chapter. To address the problems such as cross-interferences of the two modes and the reduced accuracy at a wide speed range due to the nonlinear flux trajectory have been addressed with a new combination strategy of the two observers [56].

Despite the fact that conventional closed-loop observers have been significantly improved by the novel strategy described in the previous chapter, there are still inherent problems as the drive system relies on two different estimators at low and high speeds. Accordingly, any of these combined observers inherits the inaccuracies pertinent to the current and the voltage based estimations at low and high speeds, respectively.

At low speeds, in which the combined structure is employed, inaccuracies in the estimated variables might be high depending on the magnetic saturation. To overcome this, [60] proposed modified approach for FOC based IPM drives in order to improve the performance of the current controllers owing to more accurate decoupling in the feed-forward path. Although, the new structure is robust against parameter variations, the performance get worse when speed approaches to standstill due to the speed division in
the structure. Moreover, it is not easy to balance the tradeoff between the observer and the controller bandwidth to optimize the performance. The work published recently [19] proposes a disturbance-input-decoupling observer for DTC drives which is similar to the work reported in [60]. The new technique achieves robust observation even at stand-still. However, the use of high-pass and low-pass filters increase the complexity of the proposed structure, causes response delay and may result in oscillations in the state variables [14]. Although the machine parameters, modelled as \(dq\)-axis currents shown in Fig. 2.8 may be employed to improve the low speed accuracy, the modelling does not consider the cross-coupling effects of the \(dq\)-axis flux linkages. Also, the drive still suffers from the issues pertinent to hybrid observers such as the variation of the actual torque when the motor changes observer mode of operation. This issue will be discussed further with experimental results.

Eventually, inaccurate estimation will deteriorate the quality of the torque control as well as the system efficiency. A new observer structure is proposed in order to address the above-mentioned problems. The new structure takes the followings into account:

- magnetic saturations in rotor/stator cores,
- cross – coupling of \(dq\)-axis flux linkages,
- spatial harmonics in the magneto – motive force,

The proposed approach is also robust against the followings:

- variation of the stator resistance with machine temperature,
- inverter voltage drop,
- dead-time.

Furthermore, the new structure is also robust against flux and torque oscillations and deteriorated performance which is a significant problem in conventional combined structures when observer changes mode of operation. Consequently, the proposed drive has high performance over a wide speed range.

*The main content of this chapter has been published by the author in [J4] detailed in List of Publications.*
3.2. CONTROL SYSTEM CONFIGURATION

Fig. 3.1 illustrate the schematic of the proposed DTC based drive system where ‘*’ and ‘^’ denote reference and estimated values, respectively. ‘**’ represents the voltage commands which are confined by the voltage constraint. The reference and the estimated state variables are illustrated in ‘red’ and ‘blue’ colours, respectively, the feedback loop to compensate FW errors of the proposed observer is illustrated in ‘purple’, the anti-windup implementation is illustrated in ‘yellow’ and the modulation technique for the power conversion is illustrated in ‘green’. SVPWM is employed as a modulation technique whose superior features have been discussed in previous sections 1.2.2 and 2.2.

The coupling term \( (\omega_e u_s) \) in (1.10) is decoupled as shown in Fig. 3.1. The reference stator flux magnitude is employed in the decoupling as it is clearer than the observed flux. The anti-windup (AW) protection is achieved by the classical “integrator clamp” technique [77, 78]. Because the DC-link voltage might vary significantly (±15%) in a practical implementation of an electric vehicle applications, it is of advantageous to employ the measured DC-link voltage in the controller as shown in the drive schematic.

The FB loop is employed to compensate observer inaccuracies in FW region. The voltage saturation in a FW operation is commonly utilized via FB loop in recent years by employing different approaches [33, 49, 50, 89]. The FB loop employed in the proposed drive will be further discussed in this chapter (section 3.3.2).

The torque and the flux limits are imposed by (2.5) and (1.13), respectively, to operate under current and voltage constraints.
Fig. 3.1 Schematic of the proposed drive system
3.3. **PROPOSED HIGH FIDELITY FLUX OBSERVER**

The voltage equations in the rotor reference frame are obtained from (1.1) and they can be expressed in the s-domain as follows:

\[
\begin{bmatrix}
V_d^{**}(s) \\
V_q^{**}(s)
\end{bmatrix} = R_n \begin{bmatrix}
I_d(s) \\
I_q(s)
\end{bmatrix} + \begin{bmatrix}
s & -\omega \\
\omega & s
\end{bmatrix} \begin{bmatrix}
\hat{\Psi}_d(s) \\
\hat{\Psi}_q(s)
\end{bmatrix}
\]  

(3.1)

where ** and ^ denote the command voltages and the estimated dq- axis flux linkages, respectively, and \( R_n \) is the nominal stator resistance. The flux linkages are functions of the rotor position and the dq- axis currents. They can be obtained by experiments or from the machine finite element analysis.

\[
\Psi_d = f(I_d, I_q, \theta_e) \quad \& \quad \Psi_q = g(I_d, I_q, \theta_e)
\]

(3.2)

From (3.2), one can determine the dq- axis currents from inverse functions of \( f \) and \( g \) as follows:

\[
I_d = f^{-1}(\Psi_d, \Psi_d, \theta_e) \quad \& \quad I_q = g^{-1}(\Psi_d, \Psi_d, \theta_e)
\]

(3.3)

Computationally efficient high-fidelity mapping of the dq- axis flux linkages and their inverses (dq- axis current maps) have been elaborated in great detail recently [79, 80]. Thus, the estimated (model predicted) dq- axis currents can be expressed as:

\[
\hat{I}_d = f^{-1}(\hat{\Psi}_d, \hat{\Psi}_d, \theta_e) \quad \& \quad \hat{I}_q = g^{-1}(\hat{\Psi}_d, \hat{\Psi}_d, \theta_e)
\]

(3.4)

As can be seen, the spatial harmonics are considered in (3.4). \( \hat{I}_{dq} \) currents can be converted into two dimensional maps by taking the mean of the dq- axis flux linkages over one electric cycle. Thus, \( f^{-1} \) and \( g^{-1} \) functions in (3.4) can be expressed as given by (3.5). By doing so, the maps require a smaller amount of memory in the controller.

Fig. 3.2 illustrates the flux linkages of the test machine in Table 1.1 as functions of currents at 70°C magnet temperature and Fig. 3.3 illustrate the currents as functions of flux linkages by performing the inverse solutions of \( f \) and \( g \) functions.
\[ \hat{I}_d = f_1(\hat{\Psi}_d, \hat{\Psi}_q) \quad \& \quad \hat{I}_q = g_1(\hat{\Psi}_d, \hat{\Psi}_q). \]  

(3.5)

It is noteworthy that the machine parameters \( L_d, L_q \) and \( \Psi_m \) can also be modelled as functions of \( dq \)-axis currents and the model predicted (or estimated) currents can be obtained from the nonlinear machine parameter maps from (1.2).

\[ \hat{I}_d = \frac{\hat{\Psi}_d - \Psi_m(I_d, I_q)}{L_d(I_d, I_q)} \quad \& \quad \hat{I}_q = \frac{\hat{\Psi}_q}{L_q(I_d, I_q)}. \]  

(3.6)

The \( \hat{I}_{dq} \) currents in (3.4) or (3.5), or the nonlinear motor parameters are stored in the controller as lookup tables. Then, the errors between the measured and the model predicted currents in any forms of (3.4), (3.5) or (3.6) (based on the observer design) are utilized to adjust the inverter reference voltages via two PI compensators as follows:

\[
\begin{bmatrix}
V_d^{**}(s) \\
V_q^{**}(s)
\end{bmatrix} = R_n \begin{bmatrix}
I_d(s) \\
I_q(s)
\end{bmatrix} + \begin{bmatrix}
s & -\omega \\
\omega & s
\end{bmatrix} \begin{bmatrix}
\hat{\Psi}_d(s) \\
\hat{\Psi}_q(s)
\end{bmatrix} - \begin{bmatrix}
K_p + \frac{K_i}{s} & 0 \\
0 & K_p + \frac{K_i}{s}
\end{bmatrix} \begin{bmatrix}
I_d(s) - \hat{I}_d(s) \\
I_q(s) - \hat{I}_q(s)
\end{bmatrix}
\]

(3.7)

where \( K_p \) is the proportional and \( K_i \) is the integral compensators, respectively, in the proposed approach.

Fig. 3.4 shows the schematic of the proposed unified observer structure. As will be seen, the current errors are driven to zero via two independent PI compensators at steady-states. By doing so, the errors in the observed flux resulting from nonlinear inverter behavior, dead-time and resistance variation are all compensated and hence the accuracy of the resultant \( \hat{\Psi}_{dq} \) will much increase.

It is worth mentioning that although any of (3.4), (3.5) or (3.6) can be employed in the proposed approach, (3.4) and (3.5) are more accurate than the (3.6) since the cross-coupling effects of the flux linkages are also accounted in high fidelity machine modelling. It is also worth mentioning that (3.1) in its simple form cannot be employed...
as an estimator for the flux linkage due to the well-known integrator drift problem which does not exist in the proposed technique owing to the PI compensators.

Fig. 3.2 Flux linkage maps as functions of currents at 70°C rotor temp.

Fig. 3.3 Current maps as functions of flux linkages at 70°C rotor temp.
3.3.1. MODELLING ERROR ANALYSIS

The $dq$-axis currents are expressed by any form of the (3.4), (3.5) or (3.6). However, finite element analysis based or experimentally derived models are not ideal due to deviation of the real-world machine parameters. The deviations of the parameters due to variations of the material properties and manufacturing tolerance such as assembly gaps between the rotor core and the permanent magnets can be addressed by calibrations based on back electromotive force measurements [79, 80]. However, the parameters may still deviate depending on operating temperature of the machine. Subtracting (1.1) from (3.7) yields:

$$\begin{bmatrix} \Delta V_d(s) \\ \Delta V_q(s) \end{bmatrix} = \Delta R \begin{bmatrix} I_d(s) \\ I_q(s) \end{bmatrix} + \begin{bmatrix} s & -\omega \\ \omega & s \end{bmatrix} \begin{bmatrix} \Delta \Psi_d(s) \\ \Delta \Psi_q(s) \end{bmatrix}$$

$$+ \begin{bmatrix} K_p + \frac{K_i}{s} & 0 \\ 0 & K_p + \frac{K_i}{s} \end{bmatrix} \begin{bmatrix} \Delta I_d(s) \\ \Delta I_q(s) \end{bmatrix}$$

(3.8)

where $\Delta I, \Delta V, \Delta \Psi$ and $\Delta R$ represent the current errors between the measured and the estimated, the voltage errors between the machine voltages and the inverter reference, the flux error between the estimated and actual machine flux and the resistance error between
the actual and the nominal value, respectively. One can obtain the model predicted currents from (3.5):

\[
\begin{bmatrix}
I_d \\
I_q
\end{bmatrix}
= \begin{bmatrix}
f_1(p_d, p_q) \\
g_1(p_d, p_q)
\end{bmatrix} + \begin{bmatrix}
\Delta f_1 \\
\Delta g_1
\end{bmatrix}
= \begin{bmatrix}
f_1(p_d - \Delta p_d, p_q - \Delta p_q) \\
g_1(p_d - \Delta p_d, p_q - \Delta p_q)
\end{bmatrix} + \begin{bmatrix}
\Delta f_1 \\
\Delta g_1
\end{bmatrix}
\]

(3.9)

where \([\Delta f_1 \quad \Delta g_1]^T\) are defined as the modelling errors. From Taylor’s series expansion, the above can also be expressed as:

\[
\begin{bmatrix}
\hat{I}_d \\
\hat{I}_q
\end{bmatrix}
= \begin{bmatrix}
f_1(p_d, p_q) + \frac{\partial f_1}{\partial p_d}(-\Delta p_d) + \frac{\partial f_1}{\partial p_q}(-\Delta p_q) \\
g_1(p_d, p_q) + \frac{\partial g_1}{\partial p_d}(-\Delta p_d) + \frac{\partial g_1}{\partial p_q}(-\Delta p_q)
\end{bmatrix}
+ \begin{bmatrix}
\Delta f_1 \\
\Delta g_1
\end{bmatrix}
\]

(3.10)

where \(f_1(p_d, p_q) = I_d\) and \(g_1(p_d, p_q) = I_q\). Hence,

\[
\begin{bmatrix}
\hat{I}_d \\
\hat{I}_q
\end{bmatrix}
= \begin{bmatrix}
I_d - \Delta I_d \\
I_q - \Delta I_q
\end{bmatrix}
= \begin{bmatrix}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta p_d \\
\Delta p_q
\end{bmatrix}
+ \begin{bmatrix}
\Delta f_1 \\
\Delta g_1
\end{bmatrix}
\]

(3.11)

where \(J_{11} = \frac{\partial f_1}{\partial p_d}, J_{12} = \frac{\partial f_1}{\partial p_q}, J_{21} = \frac{\partial g_1}{\partial p_d}, J_{22} = \frac{\partial g_1}{\partial p_q}\). Therefore, the \(dq\)-axis current errors in (3.8) are given by:

\[
\begin{bmatrix}
\Delta I_d \\
\Delta I_q
\end{bmatrix}
= \begin{bmatrix}
I_d - \hat{I}_d \\
I_q - \hat{I}_q
\end{bmatrix}
= \begin{bmatrix}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta p_d \\
\Delta p_q
\end{bmatrix}
- \begin{bmatrix}
\Delta f_1 \\
\Delta g_1
\end{bmatrix}
\]

(3.12)

Substituting (3.12) into (3.8) gives:

\[
\begin{bmatrix}
\Delta V_d(s) \\
\Delta V_q(s)
\end{bmatrix}
= \begin{bmatrix}
\Delta R I_d(s) \\
\Delta R I_q(s)
\end{bmatrix}
- \begin{bmatrix}
\Delta f_1 \left(K_p + \frac{K_i}{s}\right) \\
\Delta g_1 \left(K_p + \frac{K_i}{s}\right)
\end{bmatrix}
+ M \begin{bmatrix}
\Delta p_d(s) \\
\Delta p_q(s)
\end{bmatrix}
\]

(3.13)
where \( M = \begin{pmatrix} (K_p + \frac{K_i}{s}) J_{11} + s (K_p + \frac{K_i}{s}) J_{12} - \omega \\ (K_p + \frac{K_i}{s}) J_{21} + \omega (K_p + \frac{K_i}{s}) J_{22} + s \end{pmatrix} \)

The resultant \( dq \)-axis flux errors in the proposed observer structure are obtained from (3.13) as follows:

$$\begin{bmatrix} \Delta \Psi_d(s) \\ \Delta \Psi_q(s) \end{bmatrix} = \Delta \Psi_f(s) - \Delta \Psi_R(s) + \Delta \Psi_M(s)$$  \hspace{1cm} (3.14)

where \( \Delta \Psi_f, \Delta \Psi_R \) and \( \Delta \Psi_M \) are the errors in the observed flux due to inverter voltage drop, resistance variation and modelling errors, respectively, and given by (3.15).

$$\Delta \Psi_f(s) = M^{-1} \left[ \frac{\Delta V_d(s)}{\Delta V_q(s)} \right]$$

$$\Delta \Psi_R(s) = M^{-1} \left[ \frac{\Delta R I_d(s)}{\Delta R I_q(s)} \right]$$

$$\Delta \Psi_M(s) = M^{-1} \begin{bmatrix} \Delta f_1 \left( K_p + \frac{K_i}{s} \right) \\ \Delta g_3 \left( K_p + \frac{K_i}{s} \right) \end{bmatrix}$$  \hspace{1cm} (3.15)

The steady-state flux linkage errors are obtained by (3.16).

$$\lim_{s \to 0} \begin{bmatrix} \Delta \Psi_d(s) \\ \Delta \Psi_q(s) \end{bmatrix} = \lim_{s \to 0} \Delta \Psi_f(s) - \lim_{s \to 0} \Delta \Psi_R(s) + \lim_{s \to 0} \Delta \Psi_M(s)$$

$$= \begin{bmatrix} 0 \\ 0 \end{bmatrix} - \begin{bmatrix} 0 \\ 0 \end{bmatrix} + \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}$$

\( M^{-1}, c_1, c_2 \) and further theoretical analysis can be found in the appendix. \( c_1 \) and \( c_2 \) are the constants to represent the steady-state flux errors associated with the modelling errors in the proposed structure. Therefore, it is theoretically verified that the proposed scheme is robust against inverter voltage drop and resistance variation which are important problems in the conventional observers. These inaccuracies are driven to zero at steady-states via the feedback mechanism of the proposed method. However, it is
evident that the errors associated with the modelling errors still exist. In this case, the feedback mechanism has a filtering effect to reduce the measurement noise. The voltage feedback loop in Fig. 3.1 is proposed for compensation of the modelling errors in the constant power operating region.

3.3.2. FEEDBACK OBSERVER MODELLING ERROR COMPENSATION

Deviations from the calibrated model is dominated by the motor temperature variation. A temperature sensor might be employed for compensation of such errors. However, the additional sensor will inevitably increase the cost. Also, measured winding temperature may differ from the temperature of the permanent magnets and hence the temperature variation may not be compensated accurately.

The influence of the temperature variation on the stator flux vector is investigated with the test motor in Table 1.1. Table 3.1 presents the behaviour of the stator flux vector at different machine temperatures when the drive is operated with 20Nm torque.

| Motor magnet temp. (°C) | \(|\Psi_s|\) (Wb) | \(\delta\) (°) |
|------------------------|-----------------|--------------|
| (a) 30                 | 0.1354          | 30           |
|                        | 0.1342          | 30.8         |
|                        | 0.1328          | 31.8         |
| (b) 30                 | 0.0837          | 33.9         |
|                        | 0.0832          | 35           |
|                        | 0.0821          | 36.7         |

(a) MTPA \((\omega_m = 1000 \, r/min)\) \hspace{1cm} (b) FW \((\omega_m = 2500 \, r/min)\)

As will be seen temperature rise results in reduced stator flux magnitude and increased torque angle \(\delta\). This can be explained simply as follows. When temperature increases, the magnet is forced to operate with reduced remanent flux density and hence the permanent magnet flux linkage \(\Psi_m\) reduces. The consequence of the reduced magnetic flux linkage is illustrated in Fig. 3.5 where superscript “‘” denotes the variables at a higher temperature. As can be seen, the \(d\)-axis flux linkage reduces. Thus, the torque
angle and the stator flux magnitude increases and reduces, respectively, when the operating temperature increases.

![Fig. 3.5 Influence of the temperature on the stator flux vector](image)

The stator flux magnitude is overestimated when the permanent magnet temperature is higher than reference temperature employed in the observer (e.g. 70°C in Fig. 3.3). On the contrary, the torque angle ($\delta$) is underestimated. Because torque is a function of the stator flux vector (section 2.2 – last paragraph), the opposite trend of the change in the magnitude and the angle $\delta$ due to temperature variation results in less influence on the estimated torque error.

The stator flux magnitude underestimation will result the drive reaching voltage saturation before the FW is triggered. This is because of the fact that the actual flux magnitude is higher than the value employed in the controller. In this case, the magnitude of the control voltage vector will be greater than $V_{\text{max}}$. Thus, the voltage feedback loop as illustrated in Fig. 3.1 can compensate for the flux underestimation errors once the voltage reaches $V_{\text{max}}$, i.e., in FW operation. The error is used by the feedback PI controller for compensation. Consequently, late FW due to underestimated flux can be avoided in the proposed drive.

### 3.4. COMPARATIVE SIMULATION STUDIES BETWEEN THE CONVENTIONAL AND THE PROPOSED OBSERVERS

The drives with conventional and the proposed observer structures are compared and the effectiveness and superiority of the proposed scheme is evidenced by simulation studies in this section. The ratings of the simulated IPM machine and the power converter are listed in Table 1.1 and Table 1.2, respectively.
A high-fidelity, computationally efficient and electro-thermally coupled machine model [80] has been employed in the simulations in order to represent the real electromagnetic behaviour of the IPM machine considering the temperature and resistance variations and the magnetic saturations in the stator and rotor cores. Though the motor magnet and winding temperatures might be different from each other in practice, they are assumed to be the same in the simulations for simplicity.

Table 3.2 presents simulated accuracy tests of the drive system shown in Fig. 3.1 with the conventional observer over a wide speed and torque operating range (maximum speed: 4500 r/min, peak torque: 70 Nm). The observer employed in the drive is the most common Gopinath style closed-loop observer. The conventional observer has been discussed in the previous chapter in detail and its schematic is illustrated in Fig. 2.3. The transition speed, where the observer mode of operation changes from current to voltage based estimations or vice-versa, has been adjusted to 500 r/min so that the voltage based estimation is dominant at the given speed range in Table 3.2. The table illustrates the steady-state errors of the estimated stator flux magnitude and the torque which are the two regulated state variables. The accuracies are shown as percentages of their actual values defined by (3.17).

\[
Error = \frac{\text{Estimated value} - \text{Actual value}}{\text{Actual value}} \times 100 \%
\]  

(3.17)

Similarly, Table 3.3 presents the same accuracy tests with the proposed observer. Current – flux maps shown in Fig. 3.3 at the 70°C reference temperature are employed in the observer. The proportional and integral compensators have been set to 6 and 30, respectively.

As can be deduced from the comparisons of Table 3.2 and Table 3.3, the proposed technique with its feedback modelling error compensation presents very low error over a wide operating range. Whilst the torque error is within 2% in the proposed drive, it may increase up to 13% in case of the conventional observer is employed. Similarly, the stator flux magnitude error is within 3% in the proposed drive but may increase up to 11.2% when the conventional one is employed. Negative signs in Table 3.3 indicate that the actual value is greater than the estimated i.e., underestimation. As has been discussed, the underestimation of the stator flux magnitude results in late triggering of field weakening operation whereas the overestimation causes early triggering. As can be seen, there is no
negative flux error when the conventional observer is employed (overestimation). This is because the voltage magnitude used in the observer is always greater than that applied to the motor due to inverter voltage drop. Hence, it is evident that the feedback loop cannot compensate the steady state errors of the estimated flux in conventional drives as the voltage does not saturate because of earlier triggering of field weakening operation. However, as seen in Table 3.3, the feedback loop of the proposed drive compensates the flux errors in field weakening operation when the motor magnet temperature is lower than the reference and this is indicated as FB.

It is worth mentioning that temperature rise reduces the accuracies of voltage based observer and hence the conventional combined observer since the stator resistance increases with temperature. Table 3.2 shows that its effect on the conventional observer may be more severe than the modelling errors associated with the proposed structure. By way of example, when the machine operates at 1000 r/min and 40 Nm, the temperature variation from 30°C to 100°C increases the stator flux magnitude error from 2.7% to 4.4% if the conventional observer is employed whereas the error varies from -0.4% to 0.3% with the proposed observer.

The average stator flux errors in Table 3.2 and Table 3.3 are illustrated in Fig. 3.6. Likewise, the average torque errors are illustrated in Fig. 3.7. Overall is the average of the all test points in Table 3.2 and Table 3.3. The simulated drives, which are very close to real world drive, validate significant improvement on the estimation accuracy in steady states when the proposed observer is employed.
### Table 3.2 Accuracy tests of the conventional observer

<table>
<thead>
<tr>
<th>Speed (r/min)</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
<th>2500</th>
<th>3500</th>
<th>4500</th>
</tr>
</thead>
<tbody>
<tr>
<td>a: Stator flux error (%)</td>
<td>b: Torque error (%)</td>
<td>a: Stator flux error (%)</td>
<td>b: Torque error (%)</td>
<td>a: Stator flux error (%)</td>
<td>b: Torque error (%)</td>
<td>a: Stator flux error (%)</td>
</tr>
<tr>
<td>500</td>
<td>1.9</td>
<td>2.6</td>
<td>2.1</td>
<td>1</td>
<td>0.7</td>
<td>1.2</td>
</tr>
<tr>
<td>1000</td>
<td>2.8</td>
<td>3.5</td>
<td>2.4</td>
<td>1.4</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>1500</td>
<td>3.8</td>
<td>5</td>
<td>3.7</td>
<td>2</td>
<td>2.6</td>
<td>3.4</td>
</tr>
<tr>
<td>2500</td>
<td>5</td>
<td>4.8</td>
<td>2.7</td>
<td>1.3</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>3500</td>
<td>6</td>
<td>6.4</td>
<td>3.4</td>
<td>1.9</td>
<td>2.7</td>
<td>2.8</td>
</tr>
<tr>
<td>4500</td>
<td>7.4</td>
<td>8.5</td>
<td>4.4</td>
<td>2.7</td>
<td>4</td>
<td>4.2</td>
</tr>
</tbody>
</table>

#### Outside the operating region

- Stator flux error: 8.5, 8.6, 3.2, 3.6, 1.5, 1.1
- Torque error: 60, 60, 60, 60, 60, 60

### Table 3.3 Accuracy tests of the proposed observer

<table>
<thead>
<tr>
<th>Speed (r/min)</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
<th>2500</th>
<th>3500</th>
<th>4500</th>
</tr>
</thead>
<tbody>
<tr>
<td>a: Stator flux error (%)</td>
<td>b: Torque error (%)</td>
<td>a: Stator flux error (%)</td>
<td>b: Torque error (%)</td>
<td>a: Stator flux error (%)</td>
<td>b: Torque error (%)</td>
<td>a: Stator flux error (%)</td>
</tr>
<tr>
<td>500</td>
<td>-1.1</td>
<td>-2</td>
<td>-1.1</td>
<td>-2</td>
<td>FB</td>
<td>-0.5</td>
</tr>
<tr>
<td>1000</td>
<td>-0.3</td>
<td>-0.6</td>
<td>-0.3</td>
<td>-0.5</td>
<td>FB</td>
<td>-0.2</td>
</tr>
<tr>
<td>1500</td>
<td>0.8</td>
<td>1.3</td>
<td>0.8</td>
<td>1.3</td>
<td>2.3</td>
<td>0.2</td>
</tr>
<tr>
<td>2000</td>
<td>-0.4</td>
<td>-1.5</td>
<td>-0.4</td>
<td>-1.5</td>
<td>FB</td>
<td>-1.5</td>
</tr>
<tr>
<td>3000</td>
<td>-0.1</td>
<td>-0.3</td>
<td>-0.1</td>
<td>-0.3</td>
<td>FB</td>
<td>-0.5</td>
</tr>
<tr>
<td>4000</td>
<td>0.3</td>
<td>1.4</td>
<td>0.3</td>
<td>1.4</td>
<td>0.4</td>
<td>0.7</td>
</tr>
<tr>
<td>5000</td>
<td>-0.1</td>
<td>-2</td>
<td>-0.1</td>
<td>-2</td>
<td>FB</td>
<td>-1.1</td>
</tr>
<tr>
<td>6000</td>
<td>0</td>
<td>-0.8</td>
<td>0</td>
<td>-0.8</td>
<td>FB</td>
<td>-0.5</td>
</tr>
</tbody>
</table>

#### Outside the operating region

- Stator flux error: 0.8, 0.8, 0.9, 0.3
- Torque error: 60, 60, 60, 60
Fig. 3.8 (a) and (b) show the simulated torque and the stator flux magnitude responses at 1000 r/min when the voltage based and the proposed observer is employed, respectively. An ideal inverter is employed until $t=0.5s$ and then a nonlinear inverter model (Table 1.2) with $3\mu s$ dead-time is employed in the simulated drive. As can be seen when the voltage based observer or the combined hybrid observers (either closed or open loop combinations) are employed, both of the torque and the flux reduces with inverter voltage drop. It is noteworthy that when the voltage based estimations are employed oscillations exist in the response. This is because of the low-pass filters. These problems are not present in Fig. 3.8-(b) with the proposed observer. It is noteworthy that the influence of the inverter voltage drop on the voltage based estimation is relatively large as the 120V of DC link voltage is very low.
CHAPTER 3

3.5. COMPARATIVE EXPERIMENTAL RESULTS BETWEEN CONVENTIONAL AND THE PROPOSED OBSERVER

Experiments have been carried out to validate the superiority of the proposed drive in Fig. 3.1 both in constant torque and constant power operating regions. The details of the test rig, the motor and the inverter specifications have been discussed and listed in section 1.2.1. For comparisons, both the proposed and the conventional (3.5) structures are implemented and experimentally tested.

Fig. 3.9 compares the torque responses which result with the conventional and proposed observer when the motor speed varies between 300 r/min and 800 r/min with torque reference of 20Nm. The poor torque response of the conventional observer (Fig. 2.3) illustrates the inherent problem of the hybrid observers which has been employed in recent publications [12, 15, 19-21, 55, 56, 90]. Because the current based estimation with nominal machine parameters and the voltage based estimation are dominant below and above, respectively, 500 r/min transition speed, the non-linear flux transition from the current to the voltage based estimations or vice-versa results in 10% (2 Nm out of 20 Nm) torque variation. On the contrary, the resultant torque in the proposed drive is robust against speed variations. This is because the proposed observer estimates the flux and the
torque with a unified structure which compensate the inverter nonlinearity and the dead-
time, and voltage drop in phase resistance at any speed.

Fig. 3.9 Transition issue of conventional observers

Fig. 3.10 compares current waveforms which are obtained with the conventional and the proposed observers when the drives operate at 100 r/min and 15 Nm. It has already been discussed in great detail that the conventional closed loop observers suffer from the residual error caused by the voltage based estimation at low speeds so the performance and the current waveforms deteriorate significantly. Although this problem has been addressed by a novel combination strategy, the experiments have been carried out to validate that the proposed closed-loop observer does not suffer from the cross-
interference issues. The nonlinear machine parameters shown in Fig. 2.8 have been employed in the conventional observers to improve the low speed accuracy. As can be seen, the current waveforms are much improved thanks to PI compensators of the proposed observer since the effect of the inverter nonlinearities are driven to zero in steady-states (3.16).
Fig. 3.10 Comparison of current waveforms comparisons at 100 r/min and 15Nm

Fig. 3.11 and Fig. 3.12 illustrate the current waveforms at speeds of 50 and 700 r/min, respectively, when the torque demand is zero. Since the no load operation is demanded, the phase currents are expected to be very small. In fact, this is the case in the proposed drive. However, inaccurate estimations with the conventional observer structures result in a large current flow even though the demand torque is zero. This will of course result in reduced drive efficiency. This problem is caused by torque estimation error. The observed torque tracking the zero demand does not imply that the actual torque is also zero. Thus, this operation is not a “no load” operation in strict sense. The current deviation from zero is dependent on the inaccuracy of the estimation. The voltage based estimation employs low-pass filters with 10 Hz cut-off frequency to prevent integrator drift and the phase and magnitude compensations are implemented as shown in Fig. 2.9. As can be seen, the influence of the inverter nonlinearity and the voltage drop is more pronounced with the voltage based estimator even though the speed is 700 r/min. As has been discussed, this is due to the fact that the low DC link voltage of the drive under tests. The results validate significant accuracy improvement with the proposed observer.
Fig. 3.11 Measured current waveforms with zero torque demand at 50 t/min
A test in deep field weakening operation is carried out with the proposed structure in order to validate its performance in high speed operation and its independence from nonlinear inverter characteristics, dead-time and variation of the stator resistance. The test is done at the peak power of 7.85kW (3000 rpm and 25 Nm) and results are shown in Fig. 3.13. Disturbances to $V_{dq}^{**}$ and $R_n$ are injected deliberately into the observer structure shown in Fig. 3.4 at $t=42s$ and $t=48s$, respectively. $V_{dq}^{**}$ and $R_n$ are multiplied by 80% and 200%, respectively. Despite the extremely inaccurate phase voltages and stator resistance in the observer structure, the proposed drive is still quite robust. As can be seen, the disturbances injected deliberately are compensated by the measured currents via the observer feedback correction mechanism. As will be seen from Fig. 3.13-(d) that extremely inaccurate phase voltage information in the observer did not deteriorate the current waveforms unlike the conventional closed-loop observer structures. It can be deduced from comparisons of Fig. 3.8 and Fig. 3.13-(c) that the proposed drive is robust against the inverter nonlinearities.
As has been discussed, the proposed observer can be formed by any (3.4), (3.5) or (3.6). The rest of the experiments have been carried out by employing (3.6).
Smooth transitions from constant torque to constant power operating region under no-load and 15Nm load torque conditions are shown in Fig. 3.14 (a) and (b), respectively. As has been discussed, the FW operation is automatically triggered in DTC based IPM drives by employing (1.13).

![Graph showing smooth transitions from constant torque to constant power operating region](image)

(a) No-load transition

![Graph showing 15Nm loaded transition](image)

(b) 15Nm loaded transition

Fig. 3.14 FW transitions of the proposed drive

Fig. 3.15 shows the estimated torque in the experimental drive system at steady state when speed is 2700 rpm and torque is 15Nm. Conventional and the proposed observer structures are used in the drives. The conventional one is the current based estimation with nonlinear machine parameters $L_d(I_d, I_q)$, $L_q(I_d, I_q)$ and $\Psi_m(I_d, I_q)$ given in Fig. 2.8. As can be seen the proposed observer results in much lower ripple as the PI compensators have a filtering effect. It is noteworthy that the proposed closed-loop observer does not suffer from integrator drift associated with pure integration whose details can be found in section 2.4 as the PI compensators avoid drifting. Thus, the LPFs (which need to be employed in the observer introduced in the previous chapter) are not necessarily required in the proposed observer.
Fig. 3.15 Comparison of torque ripples at twice the base speed: 2700 rpm

Fig. 3.16 (a) and (b) illustrate the torque responses of the proposed drive system when torque command increases in steps of 5 Nm at 1000 rpm (constant torque region) and 2000 r/min (constant power region), respectively. As can be seen from the figures, the actual torque follows the commands closely and this verifies the good accuracy of the proposed observer. It is noteworthy that a rate limiter is imposed on the command torque in the drive system in order to avoid uncomfortable jerks of the electric vehicle traction system, hence the torque response is slightly slower.
Fig. 3.17 (a) shows the flux and torque responses to a step change in command torque when the proposed drive is performed at 2700 rpm, twice the base speed. Similarly, torque and $d$-axis current responses to step changes in command torque are illustrated in Fig. 3.17 b.
3.6. SUMMARY

A new observer structure for DTC based IPM-BLAC drives has been described in this chapter. The observer accounts for real-world nonlinear machine behaviour by employing high fidelity modelling. By doing so, the flux and the torque is observed more accurately over a wide operating range. Unlike the conventional observer structures, it has been verified that the proposed structure is independent from nonlinear inverter characteristics, dead-time and variation of the stator resistance with temperature as these nonlinearities are compensated quickly by the measured phase currents.

Cross-coupling effects of flux linkages, magnetic saturations and spatial harmonics are taken into account in the high-fidelity machine modelling. In addition, the proposed structure does not contain filters for well-known integrator drift elimination. Therefore, the time delays and oscillatory responses due to filters are avoided in the proposed approach. The proposed drive is also robust against the low speed performance deterioration pertinent to the conventional observer structures where the performance may significantly deteriorate because of the cross-interference problems discussed in previous chapter.

It has been discussed that the proposed technique is sensitive to modelling error. These errors are dominated by the variation of the operating temperature. The influence of the modelling error is addressed in the constant power operation by utilizing the voltage saturations. The modelling errors and their resultant effect on the proposed DTC based drive system has been studied by realistic simulations. It has been verified that the error in the estimated torque is relatively small. The superiority of the proposed drive has been validated by simulations and experiments over a wide operating range.
CHAPTER 4 – ANALYSIS OF STATOR FLUX VECTOR CONTROLLED (SFVC) DRIVES
4.1. **Introduction and Literature Review**

In order to have fast dynamic response and reduced torque ripples, direct torque control has become an attractive alternative to FOC drives since late 90s. However, despite the fact that torque seems to be regulated directly, in fact, direct torque control is an indirect realization of the stator flux vector which will be analysed thoroughly in this chapter. Thus, the DTC drives, hereafter, will also be referred to as indirect stator flux vector controlled (SFVC) BLAC drives.

The SFVC is commonly realized in the stator flux reference frame ($fτ$), where $f$ stands for “flux” and $τ$ stands for “torque”. The angular displacement between the $dq$ and the $fτ$ frames is defined as torque angle ($δ$ – Fig. 4.1). $δ$ is constant in steady-states and hence the $fτ$ frame rotates at synchronous speed in steady-states whereas the rotation might be faster or slower than the synchronous speed in transient-states.

![Fig. 4.1 Stator flux frame and the regulated state variables](image)

Whilst $dq$-axis currents are the regulated state variables to generate command voltages in FOC drives [91-96], the case is different in the SFVC drives. To date, a great number of SFVC drives in the literature have realized the phase of the stator flux vector indirectly via either torque regulation [24, 26-32, 67, 68, 82, 97-103] or $τ$-axis current regulation [12, 54, 59, 65, 66, 86-88, 104-106]. Theoretical analysis of the machine behaviour, however, suggests that the controlled state variable should be $δ$ rather than $T_e$ or $I_τ$ regardless of the switching technique either hysteresis based [30-32, 97, 98] or PWM based [12, 14, 15]. Despite the fact that $T_e$ or $I_τ$ are dependent on $δ$, indirect control of $δ$ introduces several problems to a drive system such as strongly coupling and high nonlinearity in the control loop. These problems may reduce the robustness, vary the control bandwidth and pose a challenge for controller tuning.
Another fundamental problem associated with the indirect control is that there are two pairs of $dq$-axis currents for a given $(T_e, \Psi_s)$ or for a given $(I_r, \Psi_s)$ commands. Indeed, only one of the pairs is on the accurate trajectory whereas the other pair reduces the drive efficiency drastically. This issue will be theoretically verified in details.

Apart from the problems discussed above, MTPV control is a great challenge in conventional indirect SFVC drives. It will be shown that the MTPV control is realized by limiting $\delta$. Since $\delta$ is not a regulated state variable in conventional drives, the MTPV operation has not been adopted until recent years. Its implementation for conventional $I_r$ regulated drives has been discussed in [59] where $\delta$ is limited indirectly by employing an additional PI controller. However, although the MTPV was a particular attention of Gianmario Pellegrino et al., in [54, 59, 65, 66], its implementation is not theoretically accurate since $\delta$ is confined by a constant value which is much higher than the theoretical maximum $\delta$. In theory, there is an optimum $\delta_{\text{max}}$ per stator flux magnitude which implies that the limitation needs to be imposed online as a function of $\Psi_s$. Thus, the constant value would be valid only for a certain speed if the value were lower than the theoretical maximum torque angle. Besides, the additional PI controller to adopt the MTPV control increases the complexity and reduces the control bandwidth. Thus, the direct SFVC simplifies the MTPV adoption to a great extent as the $\delta$ can be limited online simply and directly.

The SFVC is realized in the stationary frame ($\Psi_a - \Psi_b$ control) by Yukinori Inoue et al., in [57, 58, 71] by employing an additional PI controller that generates the reference stator flux phase angle from the torque error. However, cascaded controllers in these drives not only reduce the response time, but increase the observer dependency significantly as the additional controller relies on a different estimated variable and hence reduced accuracy. Also, there is still nonlinearity in the control loop which leads to bandwidth variation with the operating points unless the linearization is addressed [71]. In addition, these drives perform only above certain speeds due to estimator limitation. It is well-known that voltage based estimation deteriorates at low speeds and, hence, is not accurate. Further, deviations in the phase and the magnitude of the estimated stator flux vector due to employed low-pass filters are not compensated for these drives. Hence, these drives would not have high performance over a wide speed range.
Recently, direct SFVC has been reported in [20, 21] in the $f_r$ frame. These drives are based on dead-beat control technique. Namely, PI controllers are replaced by predictive algorithms which rely on machine parameters as well as flux observer. Accordingly, these drives would suffer from two significant problems. First, the magnetic flux linkage is assumed to be a constant. However, in a practical IPM machine, it is significantly dependent on both the temperature (Fig. 3.5) and the $dq$-axis currents (Fig. 2.8). Hence, the drive performance degrades when loading and the operating temperature change. Secondly, the drives would suffer from the cross-interference problems associated with the conventional hybrid closed-loop observers [56]. How seriously it may deteriorate the drive performance has been validated by simulations and experiments in Chapter 2. Although the direct SFVC has been proposed, the aforesaid problems have not been addressed, the potential of direct SFVC drives have not been realised, nor have the comparative studies between the conventional and the proposed drives been made. Thus, the followings are the novel contributions to knowledge in this chapter.

- The relationship between the torque and the stator flux vector is analysed thoroughly considering operating trajectories and practical nonlinearities.
- The theoretical realisation of the MTPV control in the SFVC drives is analysed and introduced.
- Issues pertinent to indirect SFVC (i.e., DTC) drives are analysed and addressed.
- A novel direct SFVC drive for IPM machines is proposed and compared to the conventional indirect SFVC drives.

The proposed direct SFVC drive improves the dynamic response and facilitates simple control tuning with the desired bandwidth. Simply adopted linearization techniques avoid bandwidth variation with the operating points. The coupled control issues are eliminated by the proposed decoupling. Cascaded controllers which may limit the control bandwidth and increases observer dependency can be avoided. The machine nonlinearities are considered in the proposed approach and hence, the problems associated with the parameter variations are reasonably alleviated. The proposed drive does not suffer from the cross-interference problems associated with the conventional observers. Furthermore, MTPV control can be achieved simply by online limiting the torque angle directly. Whilst conventional drives operate in a coupled manner in all
MTPA, FW and MTPV regions, it will be shown that the proposed drive achieves decoupled control in any operating region.

The content of this chapter has been published by the author in [C2] detailed in List of Publications and [J7] is under preparation.

4.2. TORQUE VS STATOR FLUX VECTOR

The motivation for the analysis of the relationship between the electromagnetic torque and the stator flux vector arises from the need to clarify the alleged features associated with the conventional DTC drives in which the torque seems to be controlled directly. Hence, the torque and the stator flux vector relationship will be analysed thoroughly in this section.

Clearly, (1.10) suggests that the voltage commands should be generated from the stator flux magnitude and the torque angle regulations, i.e. \((\Psi_s, \delta)\). It is evident in (1.11) that torque is a function of the stator flux vector \((\Psi_s, \delta)\). Thus, based on the two equations, the torque is realized by the stator flux vector control regardless of its phase \(\delta\) being controlled directly or indirectly through torque regulation. However, as can be seen from (1.11), there is high nonlinearity between the torque and the torque angle. Thus the relationship is investigated as follows.

Rearranging (1.11), one obtains the following expression for the electromagnetic torque.

\[
T_e = \frac{3p\Psi_{ratio}\Psi_m^2}{2L_d} \left( \sin \delta - \frac{(\rho - 1)\Psi_{ratio} \sin 2\delta}{2\rho} \right)
\]  

(4.1)

where \(\rho\) is the saliency ratio \((= L_q/L_d)\) and \(\Psi_{ratio}\) is the ratio of the stator flux magnitude to the permanent magnet flux linkage \((= \Psi_s/\Psi_m)\). It is clear that the electromagnetic torque is proportional to the expression in (4.2).

\[
T_e \propto \sin \delta - \frac{(\rho - 1)\Psi_{ratio} \sin 2\delta}{2\rho}
\]  

(4.2)
As can be seen, the torque expression in (4.2) is dependent on the saliency ratio and flux linkage ratio and hence the relationship between the torque and the stator flux vector can be generalized and analysed thoroughly for any type of BLAC machines.

It can be deduced from (4.2) that for a given torque angle $\delta$ the torque is dependent on the $\rho$ and $\Psi_{ratio}$. The saliency ratio $\rho$ is typically between one and five where one is for non-salient SPM-BLAC machines, and five is for highly salient IPM-BLAC machines. $\Psi_{ratio}$ varies during operating conditions and its minimum value is zero in which the machines operate at the theoretical deepest field weakening. As can be deduced from Fig. 4.1, when $\delta = 0$, $\Psi_{ratio} = 1$. Therefore, $T_e$ vs $\delta$ can be plotted for typical values of $\rho$ and $\Psi_{ratio}$ representing all BLAC machines.

Fig. 4.2 (a) illustrates $T_e$ - $\delta$ relationship in (4.2) for different BLAC machines when $\Psi_{ratio}$ is 1.5 and, similarly, Fig. 4.2 (b) illustrates the relationship for $\rho = 5$ machines when $\Psi_{ratio}$ varies between zero and 1.5, respectively. It is seen that $T_e$ - $\delta$ curves have negative slope around zero-crossing of $\delta$ when $\rho$ is 5 and above in Fig. 4.2 (a) and when $\Psi_{ratio}$ is 1.3 and above in Fig. 4.2 (b). Because the torque is very low and it decreases with $\delta$, the increase of $\delta$ results in torque reversal around the zero-crossing. In addition to low $\delta$, the negative slope might exist again when $\delta \geq 90^\circ$ depending on the values of $\rho$ and $\Psi_{ratio}$. In this condition torque reversal does not occur, but nevertheless the achievable torque reduces. Therefore, the negative slope between $T_e$ and $\delta$ needs to be avoided in either cases. This can be achieved by linearization of the torque with respect to torque angle.

4.2.1. LINEARIZATION OF TORQUE WITH RESPECT TO TORQUE ANGLE

In theory, the slope of the torque and the torque angle can be evaluated by the derivative of the torque with respect to torque angle. From (4.2), one obtains the partial derivative given by (4.3).

$$\frac{\partial T_e}{\partial \delta} \propto \cos \delta - \frac{(\rho - 1)\Psi_{ratio} \cos 2\delta}{\rho}$$ (4.3)

Fig. 4.3 illustrates the derivative in (4.3), for the same conditions as Fig. 4.2.
Fig. 4.2 $\propto T_e$ versus $\delta$ representing any type of BLAC machines

Fig. 4.3 $\propto \partial T_e / \partial \delta$ versus $\delta$ for the same conditions as Fig. 4.2
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It is evident in Fig. 4.3 that (4.3) might become negative at low \( \delta \) for IPM machines and always negative when \( \delta_{\text{max}} \geq 135^\circ \). In these conditions, the torque reduces with the increase in the torque angle. This can be avoided by limiting either \( \Psi_s \) or \( \delta \) since (4.3) is dependent on \( \Psi_s \) and \( \delta \) for a certain machine. The \( \Psi_s \) limit criterion is obtained by posing (4.3) to zero.

\[
\Psi_{ratio} \leq \frac{\rho \cos \delta}{(\rho - 1) \cos 2\delta} \tag{4.4}
\]

Substituting \( \cos 2\delta = 2\cos^2 \delta - 1 \) in (4.4) and solving for the quadratic equation, the torque angle limit criterion is obtained.

\[
\delta \leq \cos^{-1} \left[ \frac{\rho}{4(\rho - 1)\Psi_{ratio}} - \frac{1}{2} \sqrt{\left( \frac{\rho}{4(\rho - 1)\Psi_{ratio}} \right)^2 + \frac{1}{2}} \right] \tag{4.5}
\]

It is noteworthy that if one of the criteria is satisfied, the torque does not reduce with the increase in the torque angle. The two conditions and the potential nonlinearity between the torque and the torque angle needs to be analysed considering the operating trajectories. It will be shown that the nonlinearity at low \( \delta \) might occur in MTPA or FW operations and the prevention of the negative slope at high \( \delta \) is the condition for MTPV control. Thus, the negative slope of the torque - torque angle curve will be further analysed with particular attention to MTPA, FW and MTPV operations of IPM machines which are shown in Fig. 4.4-(a). Why the nonlinearity at low \( \delta \) does not occur in an MTPV operation and why the prevention of the negative slope at high \( \delta \) is the condition for MTPV control are extrapolated as follows.

Considering steady-states and neglecting the resistance, one can obtain the following expression from (1.1) and (1.2).

\[
\left( \frac{V}{\omega} \right)^2 = \Psi_s^2 = L_d^2 \left( \frac{\Psi_m}{L_d} + l_d \right)^2 + L_q^2 l_q^2 \tag{4.6}
\]

Rearranging (4.6) one obtains:
\[
1 = \left(\frac{\psi_m}{L_d} + I_d\right)^2 + \left(\frac{\psi_q}{L_q}\right)^2
\]

Clearly, (4.7) is the equation of an ellipse in \(I_d - I_q\) plane. It is evident from (4.6) that any point on an ellipse in Fig. 4.4 represents a constant stator flux magnitude and a constant voltage magnitude operation. This implies that there is a unique torque angle at any point on an ellipse as the stator flux magnitude at these points are the same.

\[
\delta = \tan^{-1}\left(\frac{\psi_q}{\psi_d}\right) = \tan^{-1}\left(\frac{L_q I_q}{L_d I_d + \psi_m}\right)
\]

The torque angle can also be expressed as a function of \(\delta_1\) shown in Fig. 4.4-(b) as follows.

\[
\delta_1 = \tan^{-1}\left(\frac{I_q}{\psi_m/L_d + I_d}\right) = \tan^{-1}\left(\frac{L_q I_q L_d}{L_q L_d I_d + \psi_m + L_d I_d}\right)
\]

Substituting (4.8) into (4.9) yields;
\[ \delta_1 = \tan^{-1}\left(\frac{\tan \delta}{\rho}\right) \]  

(4.10)

Hence, the torque angle can be obtained from inverse solution of (4.10);

\[ \delta = \tan^{-1}(\rho \tan \delta_1) \]  

(4.11)

It is evident from (4.11) that the torque angle is dependent on the \( \delta_1 \) and the saliency ratio. One can deduce from (4.11) that \( \delta = \delta_1 \) for SPM machines. Fig. 4.5, illustrates the torque angle as a function of \( \delta_1 \) for given saliency ratios.

![Graph](image)

Fig. 4.5 \( \delta \) vs \( \delta_1 \) for different types of BLAC machines

It is seen from Fig. 4.5 that the torque angle is higher than 90° when \( \delta_1 > 90° \). As can be verified from Fig. 4.4, \( \delta_1 \) is always higher than 90° when the machine operates on the MTPV trajectory. This implies that the torque reversal due to the nonlinearity at low \( \delta \) shown in Fig. 4.2 does not exist in an MTPV operation as the torque angle is already high in this region. In contrast, the nonlinearity at high torque angle in Fig. 4.2 is the condition to achieve the MTPV control. Accordingly, the linearization of the torque is discussed separately considering the operating trajectories as follows.

4.4.2.1. **Nonlinearity at Low \( \delta \) (MTPA/FW)**

Fig. 4.6 shows the criteria given by (4.4) and (4.5) when \( \delta \) is low. It is noteworthy that the plot of (4.4) and (4.5) are the same.
Based on Fig. 4.6, for machines with $\rho = 5$, the nonlinearity at low $\delta$ occurs if the $\Psi_{\text{ratio}} > 1.25$ when $\delta = 0^\circ$ or if $-20^\circ < \delta < 20^\circ$ when $\Psi_{\text{ratio}} = 1.5$. This implies that either $\Psi_s$ or $\delta$ needs to satisfy (4.4) or (4.5), respectively.

The nonlinearity at light loads (low $\delta$) may exist if the stator flux magnitude is higher than the boundary shown in Fig. 4.6. Since the stator flux magnitude in a FW operation is weaker than in an MTPA operation at the same torque, the worst case is in the MTPA operation. It is seen from Fig. 4.3 and Fig. 4.6 that the $\Psi_{\text{ratio}}$ limit criterion becomes more critical when $\delta$ approaches to zero. Hence, the worst case at $\delta = 0^\circ$ would be sufficient to represent any operating point. It can be deduced from Fig. 4.1 that when $\delta = 0^\circ$, $I_d = I_q = 0$, $\Psi_s = \Psi_m$, and hence $\Psi_{\text{ratio}} = 1$ for any BLAC drives. As can be seen from Fig. 4.6, at $\delta = 0^\circ$ the nonlinearity occurs when the $\Psi_{\text{ratio}}$ is much higher than 1. However, one can deduce from Fig. 4.1 that this is only possible when a large quantity of positive $d$-axis current flows ($\delta = 0^\circ$, $I_q = 0$). It is well know that the positive $d$-axis current is not theoretically accurate [11] in BLAC drives.

The torque reversal analysis is further investigated for the machine under study with particular attention to the corresponding $dq$-axis currents. In fact, the torque reversal is only dependent on the reluctance torque. In IPM machines, the reluctance torque component is negative if there is positive $d$-axis current flow in the drive. Fig. 4.7 illustrates the reluctance and the permanent magnet based torque components and the total torque of the IPM machine in Table 1.1 when the current magnitude is 120A. It is seen that the reluctance torque is negative when $d$-axis current is positive and the total torque reduces with the positive $d$-axis current. Fig. 4.8 (a), (b) and (c) show the $d$-axis
current versus $\Psi_{ratio}$, the torque versus $\Psi_{ratio}$ and the torque versus $d$-axis current, respectively, for the same machine when the $q$-axis current is constant at the specified values as shown in the figures. As can be seen from Fig. 4.8 (a), the $\Psi_{ratio}$ is around 1 when the $d$-axis current is very low and increases with the $d$-axis current for constant $q$-axis current. This is due to the increased $d$-axis flux linkage. It is seen in Fig. 4.8 (b) that torque reversal occurs when $\Psi_{ratio} \approx 1.57$. This matches with Fig. 4.6 as the saliency ratio of the machine under study is $\rho \approx 2.88$. Clearly, the torque reversal occurs around $I_d \approx 110A$ and the corresponding $d$-axis current variation where the torque becomes negative is relatively less for different $q$-axis currents as shown in Fig. 4.8 (c). This implies that the torque nonlinearity at low $\delta$ would occur when extremely large positive $d$-axis current ($I_d \approx 110A$) flows in the drive train. Even though the practical issues in a drive system are taken into account, it is very unlikely that this extreme condition occurs.

![Fig. 4.7 Influence of reluctance torque in IPM machines](image)

(a) $d$-axis current versus $\Psi_{ratio}$
All things considered, none of the BLAC drives suffer from the torque nonlinearity at low $\delta$ unless there is an extreme positive $d$-axis current flow in a drive system.

4.4.2.1. NONLINEARITY AT HIGH $\delta$: MTPV CONTROL

The maximum torque per voltage (MTPV) operation is a specific control in a deep FW region. It maximizes the torque production per voltage (= per stator flux magnitude) and facilitates more extended speed range, and hence it is quite attractive for EV applications. The MTPV control has been discussed in great details for FOC drives in [37]. Recently, simplicity of the MTPV adoption in direct SFVC drives has been pointed out superficially [20]. However, deep analysis of the MTPV control in SFVC drives and the theory behind $\delta$ limitation strategy have not been discussed to date.
The MTPV control is a continuation of the torque reversal analysis since both are associated with the slope of the torque and the torque angle evaluated by $(\partial T_e/\partial \delta)$.

MTPV control might be required for certain machines whose critical current point is inside the current limit circle (type II – Fig. 1.6). Hence, the need for the MTPV operation depends on the machine design.

It is evident in Fig. 4.2-(a) that the maximum torque for a given stator flux magnitude is obtained when $\delta$ is $90^\circ$ in SPM machines, whereas it is achieved between $90^\circ$ and $135^\circ$ in IPM machines. Thus, $\delta_{\text{max}} = 90^\circ$ and $90^\circ \leq \delta_{\text{max}} \leq 135^\circ$ for SPM and IPM machines, respectively. As can be seen, the low saliency ($\rho \approx 1$) tends to $\delta_{\text{max}} \approx 90^\circ$ and high saliency tends to $\delta_{\text{max}} \approx 135^\circ$ for IPM machines. Further, as can be verified from Fig. 4.3, the maximum torque is achieved when $(\partial T_e/\partial \delta) = 0$ except for the zero-crossing. Therefore, MTPV control which maximizes the achievable torque per stator flux magnitude is obtained by posing $(\partial T_e/\partial \delta)$ to zero for a given stator flux magnitude. This is achieved by (4.5).

It is seen from Fig. 4.2-(b) that the maximum torque is achieved at a lower $\delta$ once $\Psi_s$ reduces and, as will be seen, $\delta_{\text{max}}$ reduces down to $90^\circ$ at the theoretical deepest FW where $\Psi_s = 0$. This implies that there is an optimum $\delta_{\text{max}}$ per stator flux magnitude. Hence, $\delta$ should be confined online as a function of $\Psi_s$, via the constraint given by (4.5). Hereby, MTPV control can be adopted by online limitation of $\delta$.

Fig. 4.9 illustrates the torque angle constraint in (4.5) to maximize the achievable torque production per stator flux magnitude. As can be seen, $\delta_{\text{max}}$ is theoretically between $90^\circ$ and $135^\circ$ for salient machines. One can deduce from Fig. 4.9 that constant $\delta_{\text{max}}$ corresponds to a unique $\Psi_s$ and hence valid for a certain speed. Thus, it is important to vary the $\delta_{\text{max}}$ online via (4.5).

MTPV control is further investigated by simulation studies. The prototype motor in Table 1.1 does not operate in an MTPV region. Since the MTPV control in SFVC drives is in particular attention of [59], simulations are carried out with the analogous MTPV implementation employing the same motor ratings as in [59]. By doing so, the results can be compared and how inaccurate MTPV implementation (not only in [59] but also in [20, 54, 59, 65, 66]) deteriorates the drive performance can be distinguished.
The motor and the inverter specifications are listed in Table 4.1 and Table 1.2, respectively. The drive schematic of the conventional drive can be found in section 4.3 (Fig. 4.12-b) where the conventional drives are discussed in details.

Table 4.1 Specifications of type II IPM machine

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pole-pairs</td>
<td>2</td>
</tr>
<tr>
<td>Rated torque</td>
<td>1.4 Nm</td>
</tr>
<tr>
<td>Phase resistance</td>
<td>8 Ω</td>
</tr>
<tr>
<td>Maximum current</td>
<td>5A</td>
</tr>
<tr>
<td>DC link voltage</td>
<td>380V</td>
</tr>
<tr>
<td>Nominal d- axis inductance ($L_d$)</td>
<td>25 mH</td>
</tr>
<tr>
<td>Saliency ratio ($\rho = L_q/L_d$)</td>
<td>5</td>
</tr>
<tr>
<td>Permanent magnet flux linkage ($\Psi_m$)</td>
<td>0.05 Wb</td>
</tr>
</tbody>
</table>
The simulated results with and without adopting MTPV control are compared in Fig. 4.10. Unlike [20, 54, 59, 65, 66], where \( \delta_{\text{max}} \) is set to a constant value manually ranging from 110° – 170°, it is seen that the maximum theoretical \( \delta \) reduces online with the stator flux magnitude via (4.5). As can be seen, the achievable torque at 12000 r/min increases about 0.4 Nm once the MTPV operation is adopted. Thus, further extended speed range can be obtained. On the contrary, when the torque angle is limited to 160°, which is the case in [59], the achievable torque will reduce dramatically (\( \approx 29 \% \) of the rated torque). The consequences are deteriorated acceleration performance, reduced torque capability, inability to achieve higher extended speed range and lower efficiency in the MTPV region. Considering the consequences, it is highly important to adopt the MTPV control online on a theoretical basis rather than selecting a random \( \delta_{\text{max}} \) which is unique for a certain speed. It is noteworthy that if the \( \delta_{\text{max}} \) is limited higher than 135° it is not unique even for a certain speed and hence results in low efficiency.

Fig. 4.11 shows the electromagnetic torque of the same machine as a function of \( \delta \) for a given \( \Psi_s \). It is seen that \( \Psi_s = 0.09 \) Wb corresponds to \( \delta_{\text{max}} \approx 122^\circ \) that matches well with Fig. 4.10 (a). At this point, the maximum achievable torque both in Fig. 4.10 (a) and Fig. 4.11 is \( T_e \approx 0.8 \) Nm. As can be seen from Fig. 4.11, the electromagnetic torque reduces to \( \approx 0.4 \) Nm when \( \delta \) approaches 160° which is 38° higher than the theoretical optimum \( \delta_{\text{max}} \). This is indeed the case in Fig. 4.10 (b) where MTPV control is not adopted. Therefore, the torque angle needs to be confined online by the trajectory shown in Fig. 4.10 and Fig. 4.11 via (4.5).

It should be noted that the drives do not necessarily need to operate at \( \delta_{\text{max}} \) in an MTPV region. This implies that \( \delta \leq \delta_{\text{max}} \). In other words, the operating torque might be lower than the maximum achievable torque.

As has been discussed greatly, the MTPV control is adopted by limiting the \( \delta \) directly. However, in conventional drives \( \delta \) is not a regulated state variable and realized indirectly by either torque or \( \tau \)-axis current regulations. Accordingly, MTPV control cannot be adopted directly. Further discussions will be made in the following section.
Fig. 4.10 Simulation results with/without MTPV control

(a) by adopting MTPV control  (b) without adopting MTPV control

Fig. 4.11 \( T_e \) of the machine given in Table 4.1 as a function of \( \delta \) for given \( \Psi_s \)
4.3. **CONVENTIONAL INDIRECT, COUPLED AND NONLINEAR SFVC**

Fig. 4.12 illustrates the schematic of the conventional indirect SFVC based IPM-BLAC drives where superscript ‘*’ and ‘\(^*\)’ denote reference (red) and estimated (blue) variables, respectively.

Conventionally, the quadrature axis voltage \(V_q\) is generated from either torque or \(\tau\)-axis current regulations. The voltage commands from the PI controller outputs are confined by the over-modulation (OM) block and the confined voltage commands are denoted by ‘\(^*\)’. Once the voltage vectors saturate, the differences between saturated and non-saturated voltage commands are fed back to the PI controllers to avoid integrator wind-up.

As can be seen, the stator flux magnitude reference, \(\Psi_s^*\), for MTPA operation is generated by a predefined LUT with the torque reference as its input, and is further conditioned by (1.13) for field weakening operation. Since the current limit cannot be imposed directly in SFVC drives, the electromagnetic torque demand is confined by (2.5) to limit the current indirectly.

The reference voltages generated in the \(f\tau\) frame are transformed into the stationary frame (\(\alpha\beta\)) by the inverse Park transformation before being fed to the SVPWM block in which the switching commands are generated for power electronics to drive the motor.

It is noteworthy that the rotor position and the measured DC-link voltage are readily available in the controllers because of the reasons discussed in sections 1.2 and 2.2.

As can be seen from Fig. 4.12 (b), since the torque angle is not controlled directly, the MTPV control can only be achieved by indirect limitation of the torque angle by employing an additional PI controller [59].

The problems associated with the conventional drives are discussed as follows.
Fig. 4.12 Schematic of the conventional indirect, coupled and nonlinear SFVC drives
4.3.1. **Issues Pertinent to Indirect Control of Torque Angle**

Although the conventional drives are quite common in the literature, (1.10) clearly implies that the stator flux magnitude can be effectively controlled by the $f$-axis voltage and the torque angle can be controlled by the $\tau$-axis voltage. This implies that genuine direct torque control can only be obtained by controlling the stator flux vector ($\Psi_s, \delta$) rather than the torque.

The above observation can be further verified by analysing the conventional schemes in which the torque, or the $\tau$-axis current is controlled by the $\tau$-axis voltage. Dividing (1.11) by (1.12) gives $\tau$-axis current.

\[
I_\tau = \frac{\Psi_m \sin \delta}{L_d} - \frac{(L_q - L_d)\Psi_s \sin 2\delta}{2L_d L_q}
\]  
(4.12)

From (1.11) and (4.12), both $T_e$ and $I_\tau$ are functions of ($\Psi_s, \delta$). Hence their time-derivatives can be expressed as:

\[
\frac{dT_e}{dt} = \left(\frac{\partial T_e}{\partial \Psi_s}\right) \frac{d\Psi_s}{dt} + \frac{1}{\Psi_s} \left(\frac{\partial T_e}{\partial \delta}\right) \Psi_s \frac{d\delta}{dt}
\]  
(4.13)

\[
\frac{dI_\tau}{dt} = \left(\frac{\partial I_\tau}{\partial \Psi_s}\right) \frac{d\Psi_s}{dt} + \frac{1}{\Psi_s} \left(\frac{\partial I_\tau}{\partial \delta}\right) \Psi_s \frac{d\delta}{dt}
\]  
(4.14)

where $\frac{d\Psi_s}{dt}$ and $\Psi_s \frac{d\delta}{dt}$ are obtained from (1.10) as follows:

\[
\frac{d\Psi_s}{dt} = (V_f - R I_f)
\]  
(4.15)

\[
\Psi_s \frac{d\delta}{dt} = (V_\tau - \omega_e \Psi_s - R I_\tau)
\]  
(4.16)

The other partial derivatives can be obtained from (1.11) and (4.12), and they are expressed in (4.17) – (4.20).
\[ f_1 = \left( \frac{\partial T_e}{\partial \psi_s} \right) = \frac{3p}{2} \left[ \frac{\psi_m \sin \delta}{L_d} - \frac{\psi_s (L_q - L_d) \sin 2\delta}{L_d L_q} \right] \quad (4.17) \]

\[ f_2 = \frac{1}{\psi_s} \left( \frac{\partial T_e}{\partial \delta} \right) = \frac{3p}{2} \left[ \frac{\psi_m \cos \delta}{L_d} - \frac{\psi_s (L_q - L_d) \cos 2\delta}{L_d L_q} \right] \quad (4.18) \]

\[ f_3 = \left( \frac{\partial I_t}{\partial \psi_s} \right) = \frac{(L_d - L_q) \sin 2\delta}{2L_d L_q} \quad (4.19) \]

\[ f_4 = \frac{1}{\psi_s} \left( \frac{\partial I_t}{\partial \delta} \right) = \frac{\psi_m \cos \delta}{\psi_s L_d} - \frac{(L_q - L_d) \cos 2\delta}{L_d L_q} \quad (4.20) \]

Neglecting the resistance terms in (4.15) and (4.16) and substituting, (4.15) – (4.20), into (4.13) and (4.14), one obtains the time derivative of the torque and the \( \tau \)-axis current as given by (4.21) and (4.22), respectively. Similarly, time-derivatives of the torque angle and the stator flux magnitude is written as (4.23) and (4.24), respectively.

\[ \frac{dT_e}{dt} = f_1(\psi_s, \delta)V_f + f_2(\psi_s, \delta)(V_t - \omega \psi_s) \quad (4.21) \]

\[ \frac{dI_t}{dt} = f_3(\delta)V_f + f_4(\psi_s, \delta)(V_t - \omega \psi_s) \quad (4.22) \]

\[ \frac{d\delta}{dt} = f_5(\psi_s)(V_t - \omega \psi_s) \quad (4.23) \]

\[ \frac{d\psi_s}{dt} = V_f \quad (4.24) \]

where \( f_1 - f_4 \) are defined in (4.17) – (4.20), respectively. \( f_5 = \psi_s^{-1} \).

Eqn. (4.24) implies that the stator flux magnitude can be effectively controlled by the \( f \)-axis voltage vector. This is, indeed, the case in both conventional and the proposed drives. However, the phase of the stator flux vector can be controlled indirectly by (4.21), (4.22) or directly by (4.23).
The conventionally regulated state variables, $T_e$ or $I_r$, are dependent on $f_1 - f_4$ and hence on the operating conditions ($\Psi_s, \delta$). Therefore, linear controller design based on a fixed operating point will lead to variable control bandwidth when operating conditions change, and deterioration of performance.

The FW operation in $dq$-axis current controlled drives is realized in a coupled manner as the stator flux magnitude is weakened by regulating both the $d$- and the $q$-axis currents. Likewise, the MTPV operation is also coupled due to the same reason. In SFVC drives, however, the flux is weakened in a decoupled manner by limiting the stator flux magnitude reference directly. In addition, it is evident from (4.5) that MTPV control in direct SFVC drives is also realized in a decoupled manner by limiting the torque angle directly. Realization of the torque control in a decoupled manner in all MTPA, FW and MTPV operating regions render the SFVC drives quite attractive, whilst FOC drives achieves decoupled control only in MTPA region. However, it is evident in (4.21) and (4.22) that the conventionally regulated state variables are influenced by both $V_f$ and $V_t$ and hence the flux and the torque control loops or the flux and the $\tau$-axis current control loops are strongly coupled in any of the MTPA, FW and MTPV regions. Therefore, the attractive feature of SFVC drives (decoupled control) might be compromised in conventional indirect SFVC drives due to the strong coupling between the control loops.

The nonlinear and the coupling term in (4.23), on the other hand, can be compensated by reference flux in the feed-forward path. Hence, linearization and decoupled control of the stator flux vector can be achieved by controlling $\Psi_s$ and $\delta$ based on (4.23) and (4.24).

In addition to nonlinear and coupled control issues, accurate operating trajectory may not be guaranteed if the torque angle is realized indirectly. In theory, the constant stator flux magnitude ellipse and the constant torque loci intersect each other at two points. Each point represents a unique set of $dq$-axis currents. Whilst one pair is on the theoretically accurate operating trajectory, the other pair is off the trajectory where the drive efficiency would reduce much. This issue is further investigated on different IPM motors as follows.

Fig. 4.13 illustrates MTPA trajectories, voltage ellipses, constant torque loci and current limit circles of two IPM machine types in $I_d - I_q$ plane. The prototype machine under study (Table 1.1) is type I as the critical current point, the centre of the ellipses in
is outside the current limit circle. The example type II motor ratings have been taken from [59] and the specifications are listed in Table 4.1.

As can be seen, the constant torque loci and the constant stator flux magnitude ellipses intersect each other at points A, A’, B, B’, whereas, they intersect the MTPA trajectory only at points A and B. The details of the operations at these points are listed in Table 4.2 and Table 4.3 for the type I and type II machines, respectively.

(a) Type I motor – Table 1.1
(b) Type II motor – Table 4.1

Fig. 4.13 Current limit circle, constant stator flux magnitude ellipses, constant torque loci and MTPA trajectories of two types of IPM-BLAC machines in $I_d - I_q$ plane

<table>
<thead>
<tr>
<th>Point</th>
<th>$T_e$ (Nm)</th>
<th>$I_T$ (A)</th>
<th>$\Psi_s$ (Wb)</th>
<th>$\delta$ (deg)</th>
<th>$I_d$ (A)</th>
<th>$I_q$ (A)</th>
<th>$&lt; I_{max}$ ?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10</td>
<td>19.77</td>
<td>0.1124</td>
<td>015.9</td>
<td>-003.46</td>
<td>19.57</td>
<td>Yes</td>
</tr>
<tr>
<td>A’</td>
<td></td>
<td></td>
<td></td>
<td>176.6</td>
<td>-407.72</td>
<td>04.21</td>
<td>No</td>
</tr>
<tr>
<td>B</td>
<td>40</td>
<td>64.79</td>
<td>0.1372</td>
<td>046.7</td>
<td>-029.13</td>
<td>63.54</td>
<td>Yes</td>
</tr>
<tr>
<td>B’</td>
<td></td>
<td></td>
<td></td>
<td>169.7</td>
<td>-449.55</td>
<td>15.56</td>
<td>No</td>
</tr>
</tbody>
</table>
It is evident in the figures and the tables that for a certain torque and stator flux magnitude, there are two pairs of $dq$-axis currents in theory. One can obtain the $\tau$-axis currents from (1.12). As will be seen, the $\tau$-axis currents at points A and A’ are the same. Likewise, they are the same at points B and B’. Whilst the $dq$-axis currents at points A’ and B’ are at the outside the current limit circle for type I machines, they are still inside the current limit circle for type II machines. Therefore, in conventional drives with type II machines, for certain set-points of $(T_e, \Psi_s)$ or $(I_\tau, \Psi_s)$, there are two pairs of $dq$-axis currents inside the current constraint and the drive system is not commanded to operate on the accurate pair.

It is important to note that Fig. 4.13, Table 4.2 and Table 4.3 represent the MTPA operation. As seen in the figure, the voltage ellipse shrinks when the stator flux magnitude reduces. Accordingly, the voltage ellipse for a given torque will be shrunk in a FW region. Hence, the issue is still there in a FW region, too. Thus, the problem arises at a large operating speed and torque envelope for type II machines. On the other hand, as seen in Table 4.2 and Table 4.3, there is a unique torque angle at any operating point on a voltage ellipse. Therefore, operations at A or B are guaranteed with the proposed direct SFVC.

When the voltage ellipses in Fig. 4.13 are replaced by voltage circles in order to represent the SPM-BLAC machines, one can deduce that there will be still two pairs of $dq$-axis currents for certain torque and stator flux magnitude commands.

It follows that, theoretically, decoupled or direct torque in BLAC machine drives is difficult to realise and the conventional DTC schemes are indeed indirect SFVC. Accordingly, direct SFVC control of BLAC machines is proposed and discussed in the next section as follows.
4.4. PROPOSED DIRECT, DECOUPLED AND LINEARIZED SFVC

To circumvent the problems associated with the conventional indirect SFVC drives, the magnitude and the phase of the stator flux vector \((\Psi_s, \delta)\) are controlled directly. Fig. 4.14 illustrates the schematic of the proposed direct SFVC based IPM-BLAC drive.

The notations, reference flux generation, torque limitation, coordinate transformations, AW and OM phenomena have been discussed in section 4.3 and hence will not be repeated.

As has been discussed, the electromagnetic torque is a function of the stator flux vector, \(i.e., T_e(\Psi_s, \delta)\). Thus, the torque angle is a function of the torque and the stator flux magnitude, \(i.e., \delta(\Psi_s, T_e)\). However, online generation of the reference torque angle is a great challenge for IPM machine drives due to the implicit equation given by (1.11). Hence, the torque angle for a given torque and stator flux magnitude can be computed offline and stored in a table. In the proposed drive, thereby, the reference torque angle is obtained from a second LUT with the reference torque and stator flux magnitude as inputs. The reference flux magnitude and the reference torque angle, then, are tracked by two independent PI control loops which can be tuned based on desired bandwidth.

As can be seen from the schematic of the proposed drive, the torque observer is not needed as the stator flux vector is directly controlled. The stator flux vector can be observed by employing the observer structures proposed in Chapter 2 or the one in Chapter 3. Indeed, simulations and experiments have been carried out employing various observer structures discussed previously including the voltage based and the current model based estimators as well as the conventional Gopinath style closed-loop flux observers [60]. It has been validated that they are all applicable to the proposed drive. However, the drive will, of course, suffer from the limitations of the observer structure. These observer limitations have already been discussed extensively in previous chapters. Since the observer structure proposed in Chapter 3 is more accurate throughout wide operating range and it is superior to others, this state-of-art observer is employed in the proposed drive. The schematic of the observer is illustrated in Fig. 3.4 and its details will not be repeated in this chapter.
Fig. 4.14 Schematic of the proposed direct, decoupled and linearized SFVC drives
4.4.2. Reference Torque Angle Generation

One can obtain the torque angle from (1.11) for SPM machines as follows;

$$\delta = \sin^{-1}\left(\frac{2LT_e}{3p\Psi_s \psi_m}\right)$$  \hspace{1cm} (4.25)

This implies that the torque angle can be generated online for SPM machines. As for IPM machines, however, it is a challenge to generate it online due to the implicit equation (1.11). Thus, the torque angle is calculated beforehand as a function of torque and stator flux magnitude and stored in the controller as a two dimensional look-up table. It is noteworthy that if a drive system requires only MTPA operation, then the torque angle is modelled simply as a function of torque and hence it is stored in one dimensional table. However, the FW operation is required for traction applications and hence the torque angle is predefined in two dimensions.

Based on (1.11), the machine parameters; \(dq\)-axis inductances and the permanent magnet flux linkage need to be employed to compute the torque angle offline. To account for parameter variations with currents due to magnetic saturation, the \(dq\)-axis inductances and the magnetic flux linkage employed in the table generation are modelled as functions of \(dq\)-axis currents as shown in Fig. 2.8. Then, the Newton-Raphson method described in [36] may be utilized for ease of computing. The \(dq\)-axis flux linkages are approximated in this technique with a few iterations and the torque angle can be computed offline via (4.8). However, it has been discovered that the MTPA points based on approximation with this technique in [36, 49, 95] are not correct even though the parameters employed in the technique are accurate. This issue will be discussed in great details in the next chapter. Although the Newton-Raphson iteration method provides ease of computing for torque angle, an alternative technique is suggested for more accurate torque angle calculation.

The alternative approach can be described as follows. Simulations are carried out by employing a nonlinear machine model. By doing so, the parameter variations are taken into account. The nonlinear parameter based machine model (shown in the appendix – Fig. A.20) or nonlinear \(dq\)-axis flux linkage based high fidelity machine model (shown in the appendix – Fig. A.21) can be employed in the simulations. As has been discussed in the previous chapter, the high fidelity machine model is more accurate than the other.
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The machine is controlled by a DTC technique in which the torque and the stator flux magnitude errors are regulated. By way of example, Fig. 2.2 illustrates a DTC scheme which can be employed. The drive is simulated for given torque and stator flux magnitude commands and the corresponding torque angle at the steady-state are saved as shown in Table 4.4. This step is repeated for other torque and stator flux magnitude commands and the torque angle map is obtained. \( m \) and \( n \) in Table 4.4 are the number of simulation points for torque and stator flux magnitude, respectively. It is important to note that the observer and the inverter should be ideal in the simulations. This implies that the actual flux and the torque of the simulated motor are employed in the feedback and the command voltages are directly applied to the motor without power electronics. Otherwise, observer inaccuracy will result in inaccurate torque angle for given commands. The accuracy of the generated torque angle is directly dependent on how accurately the nonlinear machine model represents the real-world motor. The good accuracy of the high fidelity machine model has already been verified in the previous chapter and in [79]. It is noteworthy that the drive speed may be kept constant at the rated value during simulations. The resultant torque angle will be accurate for the particular torque and the stator flux magnitude.

Table 4.4 Torque angle map as a function of torque and stator flux magnitude

<table>
<thead>
<tr>
<th>( \psi_s^1 )</th>
<th>( T_e^1 )</th>
<th>( T_e^2 )</th>
<th>...</th>
<th>( T_e^m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi_s^2 )</td>
<td>( \delta^{11} )</td>
<td>( \delta^{21} )</td>
<td>...</td>
<td>( \delta^{m1} )</td>
</tr>
<tr>
<td>...</td>
<td>( \delta^{12} )</td>
<td>( \delta^{22} )</td>
<td>...</td>
<td>( \delta^{m2} )</td>
</tr>
<tr>
<td>( \psi_s^n )</td>
<td>( \delta^{1n} )</td>
<td>( \delta^{2n} )</td>
<td>...</td>
<td>( \delta^{mn} )</td>
</tr>
</tbody>
</table>

Fig. 4.15 illustrates the torque angle as a function of torque and stator flux magnitude for the prototype motor whose specifications have been listed in Table 1.1. It is seen from Fig. 4.2 that the torque angle is negative when torque is negative. Therefore, for negative torque references, the reference torque angle will also be negative as shown in Fig. 4.15. It should be noted that the inaccuracies in the torque angle will cause torque error at steady-states. This is indeed not a serious problem for EV traction applications as accurate torque control is not necessary. More importantly, motor efficiency can be optimized even though the reference torque angle is not accurate. It is evident that high efficiency is achieved by optimal stator flux magnitude for a given torque in SFVC drives [12, 55, 70]. Therefore, the high efficiency can be achieved by online optimization of the stator flux magnitude such as described in [12, 55].
Fig. 4.15 Torque angle as a function of stator flux magnitude and electromagnetic torque

4.4.3. CONTROLLER GAIN TUNING

The simplified transfer function block diagrams of the direct SFVC based on (4.23) and (4.24) are shown in Fig. 4.16 (a) and (b). Inverter and observer dynamics can be assumed ideal for control tuning as reported in [59]. $f_5$ in (4.23) is compensated in the feed-forward path, and as a result, the torque angle control loop is linearized. It is noteworthy that the reference flux, $\Psi_s^*$, and the actual flux, $\Psi_s$, in Fig. 4.16-(b) are not the same and the compensation will not be perfect. However, the imperfect compensation will be minimised by the feedback loop.
The tuning of the controllers for a desired bandwidth can be obtained from the closed loop transfer functions (CLTF) of Fig. 4.16 (a) and (b) as follows:

\[
CLTF = \frac{(sK_p + K_i)}{(s^2 + sK_p + K_i)} \tag{4.26}
\]

where \(K_p\) and \(K_i\) are the proportional and integral gains of the flux and delta control loops. The controllers then are tuned from the characteristic equation of the standard second order system as follows:

\[
s^2 + sK_p + K_i = s^2 + s2\zeta\omega_n + \omega_n^2 \tag{4.27}
\]

where \(\zeta\) is the damping ratio and \(\omega_n\) is the natural frequency selected by a designer. Hence, the proposed decoupled control is achieved with a simple control tuning.

4.5. VALIDATION OF PROPOSED DRIVE AND COMPARATIVE STUDIES

The theoretical analysis of the conventional and the proposed drives have been performed in details in the previous sections. In this section, comparative studies with simulation and experimental results of the conventional and the proposed drives will be presented to validate the superiority and efficacy of the proposed drive. Conventional torque regulated drive, \(\tau\)-axis current regulated drive and the proposed torque angle regulated drives are implemented as shown in Fig. 4.12-(a), Fig. 4.12-(b) and Fig. 4.14, respectively.
4.5.4. SIMULATION STUDIES

How coupled control problems associated with the conventional drives may deteriorate the drive performance is studied through simulations. The inverter and the motor based harmonics are deliberately not represented in the simulations in order to separate them from those due to coupled control. The reference voltages generated from the controller are directly fed to the motor model whose ratings are listed in Table 1.1. It is important to note that fundamental sampling time, flux observer, controller tuning, motor models and machine parameters are identical in each drive and the only difference between the simulated drives is the regulated state variable. Hence, the differences between the results are only caused by the indirect regulation of the torque angle. The proportional and integral gains of the controllers are tuned based on (4.27) in which the damping ratio and the natural frequency are 0.707 and 100 Hz, respectively.

A step torque demand from 20 to 30 Nm is applied to the simulated drives at t=0.25 second when the motor operates at 1000 r/min. The results with the conventional torque regulated, \( \tau \)-axis current regulated and the proposed torque angle regulated drives are presented in Fig. 4.17 – Fig. 4.19, respectively. Torque, stator flux magnitude, torque angle \( \delta \), phase currents and the \( f\tau \)-axis motor voltages are shown in the figures. Clearly, indirect control in the conventional drives may cause two significant problems which are explained as follows.

First, as can be seen, for the same nominal control bandwidth (gains), the conventional drives exhibit high frequency ripples on the current waveforms and on the resultant torque although the inverter is ideal and PWM operation is not represented in the simulations. It is likely that due to the strong coupling and the influence of the \( V_f \) voltage in (4.21) and (4.22), the conventional drives are much vulnerable to instability in the form of limited circle oscillation when the controller gain is high. However, it is evident in (4.23) that the proposed drive is decoupled and the results are exempt from such oscillation associated with the coupling between the control loops.

Secondly, the stator flux magnitude error is not driven to zero in steady states in the conventional drives. As will be seen from Fig. 4.17 and Fig. 4.18, the resultant flux magnitude to a step demand initially reduces and then increases. This is also caused by the strong coupling as \( V_f \) voltage not only regulates the stator flux magnitude but also influences the torque. Although the flux controller gain tuning of each drive are the same,
the problem does not exist in the proposed drive as $V_f$ voltage is only dedicated to regulate the stator flux magnitude.

It is evident that the accurate MTPA operation can be achieved by optimal stator flux magnitude for a given torque [12]. Thus, when there is a stator flux magnitude error in steady-states, the drive deviates from the accurate trajectory and hence efficiency reduces.

As a result, the conventional drives may suffer from increased harmonics and reduced efficiency due to strong coupling between the control loops.

It is noteworthy that low control gains, on the other hand, leads to slow response and poor performance in conventional drives. This will be verified experimentally in next section.

Fig. 4.17 Simulation results of conventional indirect SFVC; $(\Psi_s, T_e)$ regulation
Fig. 4.18 Simulation results of conventional indirect SFVC; ($\Psi_s$, $I_s$) regulation
Fig. 4.19 Simulation results of proposed direct SFVC; $(\psi_s, \delta)$ regulation
4.5.5. **EXPERIMENTAL RESULTS**

Experiments have been carried out on the test rig shown in Fig. 1.3 to verify the high performance of the proposed drive in constant torque and constant power operating regions. For the purpose of comparisons, conventional indirect SFVC drives are also implemented and tested.

Fig. 4.20 compares the torque responses to step changes in torque demand, which result with the conventional and the proposed control schemes when the speed is 1000 r/min. As will be seen, not only better dynamic torque response is achieved but steady state performance of the proposed drive also improves due to the realization of the torque in a decoupled manner.

![Graph](image1.png)

(a) Conventional indirect SFVC: \((\psi_s, T_e)\) regulation

![Graph](image2.png)

(b) Conventional indirect SFVC: \((\psi_s, I_t)\) regulation
Fig. 4.20 Torque response comparisons at 1000 r/min

Fig. 4.21 illustrates the torque and the torque angle responses of the proposed drive in response to step changes in torque demand when the drive operates in MTPA region at 1000 r/min. Similar responses are shown in Fig. 4.22 when the drive operates in the constant power operating region at 2700 r/min, twice the base speed. In both cases, the drive exhibits fast dynamic torque response with good steady-state torque control performance. It is seen in Fig. 4.21 that there are small steady-state torque errors at certain operating points since the torque is not the directly regulated state variable. This is indeed caused by the inaccuracies in the reference torque angle for a given torque as well as by the observer errors. It is also evident from Fig. 4.21 and Fig. 4.22 that the torque angle regulation is quite good in both MTPA and FW operations. It is noteworthy that whilst the reference torque angle is exempt from harmonics in MTPA region, high frequency ripple appears on the reference torque angle in the FW region. This is because the reference torque angle generator is influenced by the current harmonics in FW region where the harmonics are injected to the LUT shown in Fig. 4.15 via (1.13) which adopts the field weakening. The phase currents contain more significant high frequency ripple due to high order space and tooth ripple harmonics in the FW region. These harmonics can be effectively suppressed in the MTPA region when the voltage saturation is not reached but nevertheless the reference torque angle is not influenced by the current harmonics in the MTPA region since (1.13) is only effective in FW region.
Fig. 4.21 Torque and torque angle responses at 1000 r/min in MTPA operation
Precise control of the transition from MTPA to FW regions and vice versa is a challenge for IPM-BLAC drives. Performance of the transitions between the two regions are tested with the proposed direct SFVC drive. Fig. 4.23 validates the smooth transitions from MTPA to FW region and vice versa when the speed varies between 1000 and 2700 r/min. The flux is automatically weakened in a decoupled manner directly via (1.13). As has been discussed, the harmonics increases significantly in the FW operation.

4.6. SUMMARY

In this chapter, the relationship between the torque and the stator flux vector has been analysed in great details representing all BLAC machines and considering practical nonlinearities such as machine parameter variations.

Besides, theoretical analysis of the MTPV control in the SFVC drives has been made thoroughly. It has been introduced in this chapter that the MTPV control is realized by online limitation of the torque angle as a function of the stator flux magnitude.

Moreover, the significant problems associated with the indirect SFVC drives have been studied widely. It has been shown that the nonlinearity in the control loop caused by the indirect regulation of the torque angle not only results in bandwidth variation with operating points, but introduces strong coupling between the control loops. Consequently, indirect regulation deteriorates the drive performance both in transient states and in steady states. The coupling between the control loops does exist not only in MTPA region but also in FW and MTPV regions. It has been shown that the consequences of the strong coupling may be remarkably distorted current waveform and reduced drive efficiency. It has also been shown that the MTPV control implementation is a challenge if the torque angle is controlled indirectly.
Fig. 4.23 Validation of smooth transitions from MTPA to FW regions and vice-versa
It follows that the direct control of the stator flux vector becomes prominent and the theoretical analysis of the machine behaviour reveals that it is difficult to achieve direct torque control in BLAC machine drives with the conventional schemes. It has been shown that direct SFVC achieves decoupled control in any of the MTPA, FW and MTPV regions. Also, adoptions of the FW and MTPV control techniques are much simple and straightforward compared to the FOC drives where FW and MTPV is achieved in a coupled manner [37]. Therefore, the theoretical analysis suggests that, from the motor’s point of view, what needs to be controlled is the stator flux vector rather than the currents as in FOC drives or the torque as in DTC drives.

The proposed direct SFVC control technique has been implemented and its performance has been validated. It has been shown that the proposed drive improves the torque response in transient and steady states and facilitates simple control tuning with desired bandwidth. Simply adopted linearization techniques avoid bandwidth variation with the operating points. Employing nonlinear machine model to generate the reference torque angle alleviates the problems associated with the parameter variations. MTPV control can be achieved simply by direct and online limitation of the torque angle in the proposed drive.
CHAPTER 5 – ONLINE EFFICIENCY OPTIMIZATION FOR FOC-IPM DRIVES BASED ON VIRTUAL SIGNAL INJECTION
5.1. **INTRODUCTION AND LITERATURE REVIEW**

The field oriented control (FOC) has been researched extensively in the literature. The implementation of the FOC drives is more universal comparing to the direct torque controlled drives since their application has started much earlier than the DTC based drives.

Because one of the significant challenges associated with the IPM motors is to achieve high efficiency operation, there are a large number of studies have been reported in the literature to improve the efficiency in these drives.

It is well-known that the iron loss in the constant torque region has negligible influence on the optimum operating point [18]. Hence, MTPA operation ensures high efficiency by minimizing the copper losses for a given torque demand. The MTPA in the constant torque region is defined as the operation at the optimum current angle at any operating conditions. Thus, the challenge is to obtain the optimum current angle online, *i.e.* $\beta$ in Fig. 5.1

![Current and voltage vectors in dq-plane](image)

**Fig. 5.1** Current and voltage vectors in $dq$-plane

The optimum current angle has been obtained from nominal machine parameters in early applications of IPM drives [34, 37, 45, 107-111]. However, highly nonlinear characteristics of the real-world IPM machines in particular $q$- axis inductance results in reduced efficiency as the current angle deviates from the optimal. The machine parameters of a real-world IPM machine vary depending on a number of factors such as
the current and hence the load, temperature, material properties, manufacturing tolerances and so on. Accordingly, the operation based on nominal parameters is very poor.

To alleviate the problems raised by the nonlinear machine characteristics, the parameters can be modelled as functions of phase currents. Look-up tables (LUTs) are therefore employed in [36, 49, 50, 52, 53, 57, 58, 95, 112-114] to adopt the MTPA control. These drives are certainly improved comparing to the drives which employ nominal machine parameters. However, it will be shown that the accurate MTPA operation in these drives cannot be achieved even though the machine parameters are perfectly modelled and stored in the LUTs. The deviation from the optimal increases with the load. It will be shown that the deviation is significant and hence not negligible. This problem, indeed, is the main concern of this chapter and it will be clarified in great detail.

In [115-119], the MTPA points are detected by employing search algorithms without the need to know the machine parameters. Under the constant torque condition, the minimum current magnitude is searched by altering the current vector and hence the optimum current angle is obtained. However, the search algorithm based MTPA operations have several problems. Poor dynamic performance due to the slow convergence rate and the reduced accuracy under the disturbances as well as current harmonics are the problems that can only be tolerated to some extent [18, 118]. Moreover, the stability of the search algorithms cannot be guaranteed under rapid variations of load torque conditions [120]. Therefore, the search algorithm based drives and their performance are limited by speed and torque variations as well as other conditions [121].

In recent years, signal injection based MTPA operation has been researched widely. These can be classified as real signal injection based drives [120, 122-127] and virtual signal injection based drives [11, 12, 16-18]. Whilst the former injects the real signal into machine phase currents/voltages to seek the optimum current angle online, the latter does not. Instead, the signal is mathematically injected into the current angle $\beta$ and the $d$- axis reference current is obtained in the controller without injecting a real signal into the machine.

The common problems pertinent to the injection of a real signal into the machine are deteriorated control performance due to the additional speed and torque ripples and the increased copper and iron losses due to the injected current/voltage into the machine phases. The variable torque component associated with the injected signal is obtained from the measured torque in [122]. Since the torque measurement is not preferred in industrial applications, the drives in [124-126] obtain the variable component from the
measured speed. However, the performance of these drives are limited by the resolution of the speed sensor since the small variation with the small signal requires high resolution to be realized [124]. It is evident in [120] that the frequency and the amplitude of the injected signal needs to be carefully selected in real signal injection based drives due to the resonant problems and the presence of voltage/current harmonics.

Virtual signal injection, on the other hand, obtains the extremum point mathematically without injecting any real signal into the motor. Therefore, additional power losses, increased current/voltage harmonics and the resonant problems associated with the real signal injection are inherently avoided. The resolution of the speed sensor does not limit the performance and the torque measurement is not required. All these advantages render virtual signal injection based MTPA control more attractive than their real signal injection based counterparts. However, this technique has been adopted to only one motor to date [11, 12, 16-18]. It has been discovered that the conventional approach relies on machine characteristics and it may not be suitable for other IPM machines which will be validated in this chapter. In addition, virtual signal injection control adopted in FOC [17, 18] and DTC [12] drives suffer from considerably slow converging time i.e. several seconds to reach the extremum. Self-learning control schemes have been reported in [11, 16] in order to improve the response time. However, online training of the self-learning control not only increases the complexity but is a burden on the microprocessor.

In this chapter, a new virtual signal injection based extremum seeking control is proposed. The response time in the novel approach is significantly improved by optimization of the signal processing unit and hence the adoption of the self-learning control schemes are not necessarily needed. More importantly, the proposed scheme is universal and can be adopted to any machine whilst the virtual signal injection based control schemes reported to date may not be suitable for other IPM machines. The variation of the magnetic flux linkage is addressed online whereas the $dq$-axis inductances are modelled as functions of $dq$-axis currents and stored in look-up tables. It will be shown that the influence of $q$-axis inductance variation on MTPA operation is partially accounted. Since the $d$-axis inductance is modelled as a function of $dq$-axis currents and it has less influence on the drive performance comparing to the other parameter variations, the proposed drive is remarkably robust to the parameter variations. Although the implementation of the conventional virtual signal injection based drives do not employ machine parameters, it will be shown that they are still parameter dependent due to the omitted error terms and much sensitive to parameter variations. These errors
are analysed and compensated in the proposed drive and hence the sensitivity to parameter variations is lessened. It will be supported by realistic simulation studies that the accuracy of the resultant operating point is much improved with the proposed approach. It is noteworthy that the experimental validation of the proposed drive lacks in this chapter.

*The main content of this chapter is under preparation by the author for publication in [J8] detailed in List of Publications.*

5.2. **EFFICIENCY VERSUS CURRENT ANGLE**

It is well-known that the influence of the iron loss in the constant torque region is negligible and the maximum efficiency is obtained around the MTPA point by minimizing the copper losses [33]. The influence of the iron loss on the prototype machine in Table 1.1 is shown in Fig. 5.2 when the speed, current magnitude and the electromagnetic torque are 1350 r/min, 100 A and 60 Nm, respectively. The iron-loss model presented in [79, 128, 129] is employed in the simulations as it is simple and more accurate. The drive has been simulated twice employing and ignoring the iron loss model whose details are given in the appendix. Clearly, the iron loss reduces the active power. However, as can be seen from the figure, the influence of the iron loss on the motor efficiency is nearly 0.02 %. This is because in constant torque region where speed is relatively low, the copper loss is dominant. The optimum current angles when the iron loss is considered and ignored are also much close to each other and, hence, the deviation is negligible. Therefore, it is evident that the iron loss has negligible influence on both the efficiency and the optimum current angle. This implies that the efficiency can be optimized by minimising the copper losses in the constant torque region, i.e. MTPA.

![Fig. 5.2 Iron loss effect in constant torque region](image-url)
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Theoretically, the relationship between the input power, output power, electromagnetic torque and the optimum current angle can be expressed as follows. Ignoring the iron loss, the governing voltage equations of an IPM machine at steady-states, are obtained from substituting (1.2) into (1.1) and they are given as follows:

\[
V_d = RI_d - \omega L_q I_q \\
V_q = RI_q + \omega L_d I_d + \omega \Psi_m
\]  \hspace{1cm} (5.1)

The input power of an AC machine is given by [18, 120]:

\[
P_{in} = \frac{3}{2} (V_d I_d + V_q I_q)
\]  \hspace{1cm} (5.2)

Substituting (5.1) into (5.2),

\[
P_{in} = \frac{3}{2} (RI_d^2 - \omega L_q I_d I_q + RI_q^2 + \omega L_d I_d I_q + \omega \Psi_m I_q)
\]  \hspace{1cm} (5.3)

\[
= \frac{3R}{2} I_d^2 + \frac{3\omega}{2} T
\]

where the model dependent function \( T \) is expressed as follows,

\[
T = (-L_q I_d + L_d I_d + \Psi_m) I_q
\]  \hspace{1cm} (5.4)

The electromagnetic torque can also be expressed as a function of \( T \).

\[
T_e = \frac{3p}{2} T
\]  \hspace{1cm} (5.5)

The output power is given by:

\[
P_{out} = \omega_m T_e
\]  \hspace{1cm} (5.6)

where \( \omega_m \) is the mechanical speed in rad/s. Substituting (5.5) into (5.6) gives the alternate expression of the output power:

\[
P_{out} = \frac{3\omega}{2} T
\]  \hspace{1cm} (5.7)
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From (5.3), (5.5) and (5.7), one obtains the partial derivatives of the input power, output power and the electromagnetic torque with respect to current angle as follows.

\[
\frac{\partial P_{in}}{\partial \beta} = \frac{3\omega}{2}\left(\frac{\partial T}{\partial \beta}\right) \tag{5.8}
\]

\[
\frac{\partial P_{out}}{\partial \beta} = \frac{3\omega}{2}\left(\frac{\partial T}{\partial \beta}\right) \tag{5.9}
\]

\[
\frac{\partial T_e}{\partial \beta} = \frac{3p}{2}\left(\frac{\partial T}{\partial \beta}\right) \tag{5.10}
\]

By comparisons of (5.8), (5.9) and (5.10), one can deduce that the gradients of the input power, output power and the electromagnetic torque are proportional to each other at steady-states which can be expressed as:

\[
\frac{\partial P_{in}}{\partial \beta} \propto \frac{\partial P_{out}}{\partial \beta} \propto \frac{\partial T_e}{\partial \beta} \propto \frac{\partial T}{\partial \beta} \tag{5.11}
\]

Therefore, it is evident that the accurate current angle optimization with the \(T\) function will be theoretically accurate for the maximization of torque production for a given current magnitude.

5.3. THE PROBLEM OF CONVENTIONAL CURRENT ANGLE OPTIMIZATION

It has been shown in the previous section that the optimum current angle is obtained by posing \(\partial T/\partial \beta\) to zero. In this section, problems associated with a large number of drives in the literature will be discussed. Substituting (1.2) into (1.3) gives the model dependent expression for the electromagnetic torque.

\[
T_e = \frac{3p}{2}\left(\Psi_m l_q - l_a l_q (L_q - L_d)\right) \tag{5.12}
\]

The \(dq\)-axis currents are given by:

\[
l_d = -I_s \sin \beta \\
l_q = I_s \cos \beta \tag{5.13}
\]

where \(\beta\) is the current angle as shown in Fig. 5.1.
Substituting (5.13) into (5.12) and dividing by (5.5) yields \( T \) as a function of current angle.

\[
T = \Psi_m I_s \cos \beta + (L_q - L_d) I_s^2 \sin \beta \cos \beta
\]  

(5.14)

As has been discussed, the optimum current angle is obtained by posing \( \frac{\partial T}{\partial \beta} \) to zero. One can obtain the derivative from (5.14) as follows:

\[
\frac{\partial T}{\partial \beta} = f(I_s, \beta) + e(I_s, \beta)
\]  

(5.15)

where \( f \) and \( e \) are given by (5.16) and (5.17), respectively.

\[
f(I_s, \beta) = -\Psi_m I_s \sin \beta + (L_q - L_d) I_s^2 (\cos^2 \beta - \sin^2 \beta)
\]  

(5.16)

\[
e(I_s, \beta) = \frac{\partial \Psi_m}{\partial \beta} I_s \cos \beta + \frac{\partial L_q}{\partial \beta} I_s^2 \sin \beta \cos \beta - \frac{\partial L_d}{\partial \beta} I_s^2 \sin \beta \cos \beta
\]  

(5.17)

To date, a great number of publications in the literature have obtained the optimum current angle by posing \( f(I_s, \beta) \) to zero and the influence of the error function in (5.17) has been omitted [6, 36, 49, 50, 52, 53, 57, 58, 95, 112-114] by assuming that the inductances and PM flux linkage are constant or each of \( \frac{\partial \Psi_m}{\partial \beta} \), \( \frac{\partial L_q}{\partial \beta} \) and \( \frac{\partial L_d}{\partial \beta} \) is zero. Under this assumption, substituting \( \cos^2 \beta = 1 - \sin^2 \beta \) into (5.16) and posing to zero, one obtains the optimum current angle in which the \( f \) function becomes zero.

\[
\beta = \sin^{-1} \left( \frac{-\Psi_m + \sqrt{\Psi_m^2 + 8 (L_q - L_d)^2 I_s^2}}{4 (L_q - L_d) I_s} \right)
\]  

(5.18)

Substituting (5.18) into (5.13) and solving for the \( d \)-axis current, one obtains:

\[
I_d = \frac{\Psi_m}{2 (L_q - L_d)} - \sqrt{\frac{\Psi_m^2}{4 (L_q - L_d)^2} + I_q^2}
\]  

(5.19)

Conventionally, in IPM machine drives, the optimum current angle and the \( d \)-axis current commands are generated from (5.18) and (5.19), respectively. Although these
equations are employed in IPM drives extensively, the resultant operating point derived from these equations deviates from the actual MTPA point due to the omitted error function. It is highly important to note that even though the machine parameters employed in (5.18) and (5.19) are accurately modelled and employed in IPM drives, the accurate MTPA operation still cannot be achieved. This is because (5.18) and (5.19) yields (5.16) to zero but the error function in (5.17) is not. The deviation from the optimal is not negligible and increases with the load which will be verified in the following sections.

Fig. 5.3-(a) and (b) illustrate the torque characteristic of the IPM machine whose specifications are listed in Table 1.1. Fig. 5.3-(a) shows the magnetic and reluctance torque components together with total torque when the nominal machine parameters are employed in (5.12) at a 100 A current amplitude, whereas Fig. 5.3-(b) shows the variation in the reluctance and total torques when machine parameters are altered as specified in the figure, but are kept constant. It is seen that the MTPA point varies when the machine parameters change which demonstrates the importance of the online optimization of the current angle. It should be noted that although the machine parameters are changed in Fig. 5.3-(b), the magnetic and the reluctance torque components are maximum when $\beta = 0^\circ$ and $\beta = 45^\circ$, respectively. This can be verified from (5.12) in which the left and right-hand sides of the equation (magnetic and reluctance torque components, respectively) are maximized when $q$-axis current is maximum, $i.e. \beta = 0^\circ$ and when $d$- and $q$-axis currents are equal to each other, $i.e. \beta = 45^\circ$ respectively. This implies that the optimum current angle cannot be higher than $45^\circ$. However, this assumption is only valid when the error function in (5.17) is zero.

(a) Magnet alignment, reluctance and total torques of an IPM machine
In a real IPM machine, since the machine parameters are functions of \(dq\)-axis currents, the reluctance torque may be at the maximum when current angle \(\beta\) is other than 45°. Reluctance and magnetic torque components in (5.12) can be expressed as follows:

\[
T_{e}^{\text{magnet}} = \frac{3p}{2} \psi_m (I_d, I_q) I_q
\]

\[
T_{e}^{\text{reluctance}} = \frac{3p}{2} \left[ L_d (I_d, I_q) I_d I_q - L_q (I_d, I_q) I_d I_q \right]
\]

Fig. 5.4 illustrates the torque characteristic of the same motor when high fidelity machine models are employed. This implies that the torque components are illustrated based on (5.20) and (5.21). As can be seen from the figure, the influence of the error function given by (5.17) shifts the maximum reluctance torque being obtained at 57° when the current amplitude is 100A. Therefore, the MTPA might be obtained when the current angle is higher than 45° and it is very important to obtain it online considering the error function in (5.17). The error function can be taken into account and posed to zero online by adopting virtual signal injection control scheme.
5.4. **VIRTUAL SIGNAL INJECTION FOR ONLINE CURRENT ANGLE OPTIMIZATION**

To date, virtual signal injection based drives have been proposed for online optimization of the current angle without prior knowledge of the machine parameters. The current angle is optimized by signal process through $T$ function in (5.4). Although this expression is model dependent, it will be shown that they are obtained from command voltages.

Based on (5.11), it is noteworthy that the optimization can be obtained by employing input or output power expressions in (5.3) and (5.7), respectively. However, the response time of the signal process will vary with the speed since the power is a function of speed. The torque and the $T$ function in (5.4) is not a function of speed and hence the response time is speed invariant.

The theoretical analysis of the virtual signal injection based control is made in the following section.

### 5.4.1. MATHEMATICAL EXPRESSIONS FOR THE SIGNAL PROCESS

A high frequency small sinusoidal signal can be expressed as:

$$\Delta \beta = A \sin(\omega_R t)$$  \hspace{1cm} (5.22)
where $A$ is the amplitude of the signal whose frequency is $\omega_h$ rad/s. When the signal is injected into the current angle, the $dq$-axis currents become:

$$
I_d^h = -I_a \sin(\beta + \Delta\beta)
$$

$$
I_q^h = I_a \cos(\beta + \Delta\beta)
$$

(5.23)

Substituting (5.23) into (5.4) gives the high frequency signal injected $T$ function.

$$
T^h = (-L_q I_d^h + L_d I_d^h + \Psi_m) I_q^h
$$

(5.24)

As can be seen from (5.24), prior knowledge of machine parameters, viz. $dq$-axis inductances and the permanent magnet flux linkage are required to implement the signal process with $T^h$ function. To circumvent this problem, the machine parameters can be obtained from $dq$-axis inverter reference voltages. Hence, $\Psi_m$ and $L_q$ are obtained from (5.1), and they are given in (5.25) and (5.26), respectively.

$$
\Psi_m = \frac{V_q - RI_q}{\omega} - L_d I_d
$$

(5.25)

$$
L_q = -\frac{V_d - RI_d}{\omega I_q}
$$

(5.26)

Substituting (5.25) and (5.26) into (5.24), one obtains;

$$
T^h = \left[\left(\frac{V_d - RI_d}{\omega I_q}\right) I_d^h + L_d I_d^h + \left(\frac{V_q - RI_q}{\omega}\right) - L_d I_d\right] I_q^h
$$

(5.27)

It is seen that (5.27) is dependent on $L_d$ whose variation and influence is much less than the influence of $L_q$ and $\Psi_m$ variations in a real-world IPM machine. $L_d$ is modelled as a function of $dq$-axis currents, stored in a LUT as shown in Fig. 2.8-(a) and employed in the proposed scheme.

The $T^h$ function contains variable components which can be expressed from Taylor’s series expansion as follows:
\[ T(\beta + A\sin(\omega_n t)) \]

\[ = T(\beta) + \frac{\partial T(\beta)}{\partial \beta} A \sin(\omega_n t) + \frac{\partial}{\partial \beta} \left( \frac{\partial T(\beta)}{\partial \beta} \right) A^2 \sin^2(\omega_n t) \quad (5.28) \]

\[ + \cdots \]

Since the amplitude of the injected signal is very small, the influence of the second and higher order terms are relatively small on the variation of \( T \) function. However, this is not of concern in the virtual signal injection based drives since only the first order term in (5.28) associated with \( \partial T/\partial \beta \) is of interest. \( \partial T/\partial \beta \) can be extracted from the first order term in (5.28) as shown in Fig. 5.5. For this purpose, a band-pass filter (BPF) with a centre frequency being equal to the injected signal frequency is utilized to extract the first-order component in (5.28). The output of the BPF can be expressed as \( KA \frac{\partial T}{\partial \beta} \sin(\omega_n t) \) where K is the gain of the BPF. BPF output is, then, multiplied by \( \sin(\omega_n t) \) which can be expressed as follows:

\[ KA \frac{\partial T}{\partial \beta} \sin^2(\omega_n t) = KA \frac{\partial T}{\partial \beta} \left( \frac{1 - \cos(2\omega_n t)}{2} \right) \]

\[ = \frac{1}{2} KA \frac{\partial T}{\partial \beta} - \frac{1}{2} KA \frac{\partial T}{\partial \beta} \cos(2\omega_n t) \quad (5.29) \]

As can be seen from (5.29), the \( \partial T/\partial \beta \) can be extracted by eliminating the high frequency component. Therefore, a LPF with a cut-off frequency being much lower than twice the injected signal frequency is employed to filter out the right-hand side of (5.29). Finally, the output of the LPF proportional to \( \partial T/\partial \beta \) is regulated by an integral regulator to generate the d-axis current command. The integral action will stop if and only if \( \partial T/\partial \beta = 0 \), i.e., the MTPA operating conditions. The details of the drive system configuration will be discussed in the following sections.

Fig. 5.5 Schematic illustration for extraction of \( \partial T/\partial \beta \)
5.4.2. EXISTING VIRTUAL SIGNAL INJECTION BASED CONTROL

It has been shown in recent publications [11, 12, 16-18] that the MTPA operation can be achieved online without prior knowledge of the machine parameters; \( L_d \), \( L_q \) and \( \Psi_m \). In these schemes, the virtual signal process is realized by the equation given in (5.30).

\[
T_{\text{h, conv}} = \left[ \left( \frac{V_d - R I_d}{\omega I_q} \right) I_d^h + \left( \frac{V_q - R I_q}{\omega} \right) I_q^h \right]
\]  
\( (5.30) \)

As can be seen, the signal process with \( T_{\text{h, conv}} \) can be implemented without the \( dq \)-axis inductances and the permanent magnet flux linkage. Indeed, \( d \)-axis inductance terms in (5.27) are omitted in the existing schemes. However, although the resultant operating points in the existing schemes are very close to the MTPA operation, it will be shown that these drives suffer from error terms causing deviation from the optimal point. The error terms are dependent on machine characteristics and hence the existing technique may not be suitable for other IPM machines. The error analysis is made in the following section.

5.5. ERROR ANALYSIS OF VIRTUAL SIGNAL INJECTION BASED DRIVES

The \( dq \)-axis currents and their derivatives with respect to current angle are given by (5.31) and (5.32), respectively.

\[
I_d = -I_s \sin(\beta), \quad I_q = I_s \cos(\beta)
\]  
\( (5.31) \)

\[
\frac{\partial I_d}{\partial \beta} = -I_s \cos(\beta) \quad \frac{\partial I_q}{\partial \beta} = -I_s \sin(\beta)
\]  
\( (5.32) \)

The derivative of \( T \) function with respect to current angle \( \beta \) is obtained from (5.4) and (5.32);

\[
\frac{\partial T}{\partial \beta} = f(I_d, I_q) + e(I_d, I_q)
\]  
\( (5.33) \)
where \( f \) and \( e \) are given by (5.34) and (5.35), respectively.

\[
f(I_d, I_q) = L_q I_q^2 - L_d I_d^2 - L_d I_q^2 + L_d I_d^2 + \Psi_m I_d
\]  
(5.34)

\[
e(I_d, I_q) = \left[ -\frac{\partial L_q}{\partial \beta} I_d + \frac{\partial L_d}{\partial \beta} I_d + \frac{\partial \Psi_m}{\partial \beta} \right] I_q
\]  
(5.35)

Indeed, (5.15) and (5.33) are the same. Whilst the former is in polar coordinates, the latter is in Cartesian \((dq)\) frame. The maximum torque is obtained when (5.33) is equal to zero. However, although the parameter variations in virtual signal injection based drives are addressed online, these drives also suffer from neglecting the error function.

As can be seen from (5.24) the machine parameters; \( L_d, L_q \) and \( \Psi_m \) are considered as constant during the signal process. This implies that the influence of \([\partial L_d/\partial \beta], [\partial L_q/\partial \beta]\) and \([\partial \Psi_m/\partial \beta]\) are not accounted in the virtual signal process regardless of the parameters being obtained from phase voltages or perfectly modelled. This can be explained simply as follows. The \(dq\)-axis inductances and the magnetic flux linkage are functions of \(dq\)-axis currents; \( L_d(I_d, I_q), L_q(I_d, I_q) \) and \( \Psi_m(I_d, I_q) \), respectively. In order to extract the \([\partial L_d/\partial \beta], [\partial L_q/\partial \beta]\) and \([\partial \Psi_m/\partial \beta]\) from the signal processing unit, the resultant \( L_d(I_d^h, I_q^h), L_q(I_d^h, I_q^h) \) and \( \Psi_m(I_d^h, I_q^h) \) must be employed in the signal processing unit. Otherwise, the output of the signal processing unit based on (5.24) or (5.27) assuming constant machine parameters may expressed in relation to true \((\partial T/\partial \beta)\) as follows;

\[
\frac{\partial T_i^h}{\partial \beta} = \frac{\partial T}{\partial \beta} - e(I_d, I_q) = f(I_d, I_q)
\]  
(5.36)

One can deduce from (5.36) that even though the machine parameters are obtained from (5.25) and (5.26) or perfectly modelled in the virtual signal injection based drives, their variations can only be accounted in \( f \) function since the error still remains at the output of the signal processing unit.

Above analysis has been made for drives which employ (5.24) and (5.27). As for the method based on (5.30), the error analysis can be made as follows. The \(d\)-axis flux linkage can be obtained from (5.1) and it is given in (5.37).
\[ \Psi_d = \left( \frac{V_q - RI_q}{\omega} \right) \]  

(5.37)

Substituting (5.26) and (5.37) into (5.30) gives;

\[ T_{h, conv} = (-L_q l_d^h + \Psi_d) l_q^h \]  

(5.38)

As can be seen from (5.38), in conventional drives, \([\partial L_q/\partial \beta]\) and \([\partial \Psi_d/\partial \beta]\) cannot be extracted from the signal process even though \(L_q\) and \(\Psi_d\) are obtained from the command voltages. Therefore, the error function of the signal process is obtained as follows.

\[ e_{conv}(l_d, l_q) = \left[ -\frac{\partial L_q}{\partial \beta} l_d + \frac{\partial \Psi_d}{\partial \beta} \right] l_q \]  

(5.39)

\[ = \left[ -\frac{\partial L_q}{\partial \beta} l_d + \frac{\partial L_d}{\partial \beta} l_d - l_d l_q + \frac{\partial \Psi_m}{\partial \beta} \right] l_q \]

Subtracting (5.39) from (5.33), one obtains

\[ f_{conv}(l_d, l_q) = L_q l_q^2 - L_q l_d^2 + L_d l_d^2 + \Psi_m l_d \]  

(5.40)

Thus, the conventional signal process can be expressed as follows.

\[ \frac{\partial T_{h, conv}}{\partial \beta} = \frac{\partial T}{\partial \beta} - e_{conv}(l_d, l_q) = f_{conv}(l_d, l_q) \]  

(5.41)

Therefore, virtual signal injection based MTPA tracking adopting (5.27) or (5.30) poses \(f\) and \(f_{conv}\) functions in (5.36) and (5.41), respectively, to zero and the optimal operating point cannot be achieved in either cases due to the error functions given in (5.35) and (5.39), respectively.

The influence of each error term in (5.35) and (5.39) will be analysed on two different IPM motors and the error functions are modified as follows:

\[ e(l_d, l_q) = e1 + e2 + e3 \]  

(5.42)


\[ e_{\text{conv}}(I_d, I_q) = e_1 + e_2 + e_3 + e_4 \]  

where:

\[ e_1 = -\frac{\partial L_q}{\partial \beta} I_d I_q \]  

\[ e_2 = \frac{\partial L_d}{\partial \beta} I_d I_q \]  

\[ e_3 = \frac{\partial \psi_m}{\partial \beta} I_q \]  

\[ e_4 = -L_d I_q^2 \]

It is evident that whilst the error function in (5.42) suffers from three error terms, the existing method has one more error term given by (5.47) due to the omitted \( L_d \) terms in (5.27). It is noteworthy that the influence of these errors increases with the current amplitude and hence the load. This is due to multiplication with the current in (5.44)-(5.47).

5.5.1. ERROR ANALYSIS WITH P-MOB MOTOR

The theoretical analysis of the errors associated with the virtual signal injection based MTPA control has been made in the previous section. In this section, the influence of these errors including the exiting schemes will be illustrated by simulation studies employing the high fidelity machine model which accounts for the magnetic saturations and the cross-coupling effects of \( dq \)-axis flux linkages. Therefore, the nonlinearity of the machine parameters are represented in the simulations. However, the maps of the nonlinear machine models need to be represented by polynomials in order to obtain the partial derivatives of the variables with respect to current angle. Hence, the machine flux-linkage maps shown in Fig. 3.2 are converted to polynomials utilizing Matlab curve-fitting tool. The polynomial representation of the high fidelity machine models for the IPM motor in Table 1.1 is given in the appendix.

Fig. 5.6 illustrates \([\partial T/\partial \beta]\) as well as the influence of the each error term in (5.44)-(5.47) when the current magnitude is 100 A. It is seen that \([\partial T/\partial \beta]\) is zero when the current angle is 40°. This implies that the maximum torque is obtained at \( \beta = 40^\circ \) when the current magnitude is 100 A. It is also seen that the current angle significantly deviates from the optimal when the error terms are neglected.
Fig. 5.6 $[\frac{\partial T}{\partial \beta}]$ at 100 A current magnitude considering error terms

Fig. 5.6 represents the machine behaviour only at 100 A. Simulations are carried out to represent the whole current range of the motor under study and the operating trajectories are obtained in which the partial derivatives become zero. Fig. 5.7 shows the optimum trajectory of the highly nonlinear machine as well as the operating trajectories when there is the specified error terms in the figure. It is evident that none of the error terms given by (5.44)-(5.47) has negligible influence on tracking the MTPA trajectory. It is also seen that the deviation from the optimal increases with the current magnitude. Therefore, it is highly important to consider the error terms which have been omitted in a great number of drive control schemes reported in the literature to date.

Fig. 5.7 MTPA trajectory and the trajectories considering error terms

To better illustrate the deviations from the optimal trajectory associated with these errors, $\Delta \beta$ versus operating current magnitude associated with each error term are plotted in Fig. 5.8. It is seen that $e_1 - e_3$ shows similar behaviour such that they have very low errors at light loads (low current) and the deviation increases proportionally to the current magnitude. On the other hand, $e_4$ causes large deviation even at low current magnitude and settles above certain load.
Whilst the virtual signal injection based drives based on (5.27) suffer from each of $e_1 - e_3$, the existing approach based on (5.30) suffers from each of $e_1 - e_4$. The deviation from the optimal is, therefore, illustrated in Fig. 5.9 for these drives. It is evident in the figure that $e_2$ and $e_3$ reasonably cancel each other and their overall contribution on the deviation is negligible throughout wide operating range. Accordingly, $e_1$ dominates the total error. This implies that compensation for the error term $e_1$ associated with $[\partial L_q / \partial \beta]$ improves the resultant trajectory as illustrated by $(e_2 + e_3)$ in the figure. In the existing schemes, on the other hand, $e_1$ and $e_4$ cancels each other to some extend and the resultant deviation is illustrated in the figure. As can be seen, there is positive deviation at light loads (low current) and the deviation becomes negative above certain load. Although the deviation when $60A < I_s < 100A$ is within $\mp 2^\circ$, it is within $\mp 5^\circ$ during whole operating range whereas it is $-2^\circ < \Delta \beta \leq 0^\circ$ if $e_1$ is compensated.

In Fig. 5.10, the optimum MTPA trajectory considering machine nonlinearities and the trajectories associated with the virtual signal injection drives based on (5.27) and
(5.30) are illustrated. Clearly, the drives based on (5.27) is closer to the optimum when $0A < I_s < 40A$ and the existing approach provides better accuracy above $40A$.

It is noteworthy that MTPA operation and the trajectories shown in the figure are independent of machine speed. Thus, the trajectories represent any speed in the constant torque region.

![Fig. 5.10 MTPA trajectory and the trajectories obtained from virtual signal injection based drives](image)

5.5.2. ERROR ANALYSIS WITH NISSAN-LEAF MOTOR

Although the theoretical background of the error analysis is the same, the resultant influence of these errors is dependent on machine characteristics. Therefore, their influence on the operating trajectories might differ in other IPM motors. To consolidate how it might differ in other motors, the same error analysis through simulation studies are carried out by employing another IPM motor (Nissan-Leaf) designed for electric vehicle traction applications. The machine specifications are listed in Table 5.1, the high fidelity machine models and the polynomial representation of the machine is given in the Appendix.

<table>
<thead>
<tr>
<th>Table 5.1 Specifications of the IPM machine (Nissan - Leaf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pole-pairs</td>
</tr>
<tr>
<td>Nominal phase resistance</td>
</tr>
<tr>
<td>Continuous torque</td>
</tr>
<tr>
<td>Peak torque / current</td>
</tr>
<tr>
<td>Base speed</td>
</tr>
<tr>
<td>Rated speed</td>
</tr>
<tr>
<td>Peak power below base speed</td>
</tr>
<tr>
<td>Peak power at rated speed</td>
</tr>
</tbody>
</table>
Fig. 5.11 illustrates the trajectories for the Nissan-Leaf machine from no load to peak torque at which the current magnitude is 450 A. The errors deviate the trajectory from the MTPA in a similar way as shown in Fig. 5.7 for the previous motor.

Fig. 5.11 MTPA trajectory and the trajectories considering error terms

In Fig. 5.12, $\Delta \beta$ versus $I_s$ are illustrated for each error term. As can be compared from Fig. 5.8, the errors result in similar deviations from the optimal. The errors associated with $[\partial L_d/\partial \beta]$, $[\partial L_q/\partial \beta]$ and $[\partial \Psi_m/\partial \beta]$ have low influence at light loads ($I_s < 100A$) and increases proportionally to the current magnitude. On the other hand, the $e4$ term associated with the existing virtual signal injection based drives, has large error even at light loads. By way of example, the deviation at 50 A is above $5^\circ$.

Fig. 5.12 Deviations from the optimal associated with each error term

In Fig. 5.13, the optimum MTPA trajectory and the trajectories associated with the virtual signal injection drives based on (5.27) and (5.30) are illustrated. Although the errors result in similar deviations from the optimal in both motors, one can deduce that the accuracy of the existing schemes is much lower for the Nissan-Leaf motor. It is seen
that the existing approach is highly inaccurate at light loads. Evidently, the drives based on (5.27) is much close to the optimum below 150A and the existing approach provides better accuracy above 200A. It is clear that both of the trajectory are not suitable to achieve efficient operation.

![MTPA trajectory and the trajectories obtained from virtual signal injection based drives](image)

Fig. 5.13 MTPA trajectory and the trajectories obtained from virtual signal injection based drives

It should be noted that the trajectories for $\frac{\partial T^h}{\partial \beta}$ in Fig. 5.10 and Fig. 5.13 not only represent the virtual signal injection based drives but also represent the drives in which the optimum current angle is obtained from (5.18) and (5.19) with perfect machine models assuming constant parameters. As has been discussed, this is because of the omitted error functions in (5.17) and (5.42).

5.6. PROPOSED VIRTUAL SIGNAL INJECTION BASED CONTROL

It is evident in Fig. 5.8 and Fig. 5.12 that the errors associated with $[\partial L_d/\partial \beta]$ and $[\partial \Psi_m/\partial \beta]$ cancels each other reasonably on both motors throughout wide operating range and the deviation is dominated by the error term associated with $[\partial L_q/\partial \beta]$. This is indeed because of the highly saturated characteristic of the $q$-axis inductance in IPM machines. In conventional virtual signal injection based drives which employ (5.30), the influence of the error associated with $[\partial L_q/\partial \beta]$ is alleviated by another error term in (5.47) as they have opposite signs. Although the resultant trajectory is improved in P-MOB motor in conventional approach, it has been validated that the accuracy depends on the machine characteristics. It is clear from (5.47) that the influence of $e4$ depends on the value of the $d$-axis inductance which differs in other IPM machines. Thus, the cancellation of $e1$ and
e cannot be guaranteed. Consequently, it is proposed that the error term \( e_1 \) associated with the \( q \)-axis inductance saturation is compensated. When this error is compensated, the resultant operating trajectory for both motors are much improved as shown in Fig. 5.14 and Fig. 5.15.

![Fig. 5.14 The trajectory of the P-Mob machine with the proposed compensation](image1)

![Fig. 5.15 The trajectory of the Nissan-Leaf machine with the proposed compensation](image2)

To compensate the error term associated with \( \left[ \frac{\partial L_q}{\partial \beta} \right] \), the \( q \)-axis inductance is modelled as \( dq \)-axis currents. \( T^h \) is implemented as usual based on (5.27). In order to extract the \( \left[ \frac{\partial L_q}{\partial \beta} \right] \) from the signal process, a high frequency signal injected \( q \)-axis inductance function (or map) is needed which can be expressed as follows:

\[
L^h_q = L_q \left( I^h_d, I^h_q \right)
\]  

(5.48)
The high frequency signal injected $q$-axis inductance in (5.48) contains variable components which can be expressed from Taylor’s series expansion as follows:

$$L_q(\beta + A\sin(\omega_h t))$$

$$= L_q + \frac{\partial L_q}{\partial \beta} A\sin(\omega_h t) + \frac{\partial}{\partial \beta} \left(\frac{\partial L_q}{\partial \beta}\right) A^2\sin^2(\omega_h t) + \cdots \quad (5.49)$$

It is evident in (5.49) that the error term associated with $[\partial L_q/\partial \beta]$ can be extracted if the $q$-axis inductance variation as a result of the signal injection is processed in the same manner as shown in Fig. 5.5. The schematic of the proposed compensation is illustrated in Fig. 5.16. Since the extraction steps are the same, the methodology will not be repeated. However, it should be noted that the $e1$ error in (5.44) has $dq$-axis current factors. Hence, the resultant $q$-axis inductance must be multiplied by $dq$-axis currents in order to extract $e1$ error from the signal process. As has been shown in Fig. 5.16, the output of the signal process does not include the $e1$ error term so that the proposed trajectory shown in Fig. 5.14 and Fig. 5.15 can be achieved.

Fig. 5.16 Schematic of the proposed signal processing unit

It is important to note that the error terms associated with $[\partial L_d/\partial \beta]$ and $[\partial \Psi_m/\partial \beta]$ can also be compensated similar to the $[\partial L_q/\partial \beta]$ compensation. However, it is evident in Fig. 5.14 and Fig. 5.15 that these errors has negligible influence over wide operating range as they cancel each other to a great extent. If these errors are to be compensated, $L_d(I_d, I_q)$ and $\Psi_m(I_d, I_q)$ need to be modelled and stored in look-up tables. It has been validated through simulations that the perfect MTPA trajectory can be achieved by full compensation in the virtual signal injection scheme when the machine parameters employed in the controller matches perfectly to those in the motor model. In a practical implementation, however, perfect modelling is almost impossible as the parameters are also dependent on the temperature, and hence the modelling errors associated with these compensations will most likely cause deviation of the MTPA.
trajectory. This implies that the compensation of these errors may not lead to better MTPA trajectory due to the inevitable modelling errors. Accordingly, the most dominant error term associated with \( \frac{\partial L_q}{\partial \beta} \), is compensated in the proposed drive.

5.6.1. CONTROL SYSTEM CONFIGURATION

The schematic of the proposed FOC drive is shown in Fig. 5.17. As will be seen from the figure, the \( d \)-axis reference current is generated by the proposed signal processing unit in order to obtain optimum \( d \)-axis reference current for a given command torque. Since the input is generally command torque in traction applications, the corresponding \( q \)-axis current is obtained from the following equation. Solving (5.12) for the \( q \)-axis current, one obtains (5.50):

\[
I_q = \left( \frac{3p}{2} \right)^{-1} \frac{T_e}{\Psi_m - I_d(L_q - L_d)}
\]  

(5.50)

It is evident in (5.50) that the machine parameters \( L_d, L_q \) and \( \Psi_m \) are necessary to generate the \( q \)-axis current command. Therefore, the deviation of the machine parameters from those employed in (5.50) will result in generating inaccurate \( q \)-axis current command for a given torque demand. Accordingly, there will be torque error at steady state. However, the proposed virtual signal injection method seeks the extremum point based on the resultant torque. This implies that any inaccuracy in the \( q \)-axis current command does not lead the machine to deviate from the MTPA trajectory. Therefore, the machine parameters in (5.50) can be obtained from predefined look-up tables or they can be employed even with their nominal values. In either cases the motor operates at the MTPA trajectory.

It should be noted that the steady-state torque error associated with (5.50) can be eliminated by a speed control loop. If the motor speed is controlled, then the accurate \( q \)-axis current command can be generated for a given speed command. However, if the torque control is necessary, such as for traction applications, then predefined look-up tables for these parameters are often adequate since the perfect torque control accuracy is not essential, rather the efficiency is much of concern which is ensured by the proposed signal injection method in either cases.
The generated $dq$-axis current commands are then tracked by two independent PI controllers in order to generate $dq$-axis reference voltages which need to be applied to the machine. Since the machine has coupling terms associated with $dq$-axis flux linkages, these terms are decoupled at the output of the PI current controllers as shown in Fig. 5.17. The coupling terms and $dq$-axis flux linkages associated with these coupling are given by (1.1) and (1.2), respectively.

The decoupled reference voltages are then fed into the over-modulation block in order to prevent voltage saturation. It is noteworthy that the DC-link voltage is not fully utilized in a constant torque region and hence the voltage does not saturate at steady-state. This implies that the over-modulation block does not alter the command voltages at steady-state, however, in a transient operation, the command voltage might saturate due to large current tracking errors. In such conditions, the over-modulation block confines the command voltage to prevent demanding a voltage higher than the available DC-link.

If the voltage saturates, the integrating action in the PI controllers needs to be avoided in order to prevent winding-up phenomenon as has been discussed in previous chapters. Therefore, once the input and output of the over-modulation block differs, the integrators are stopped by the anti-windup (AW) so that they do not integrate further.

The inverter command voltages that are generated in $dq$-rotating reference frame are transformed to the $\alpha\beta$ stationary reference frame for being fed to the SVPWM block. The modulation technique has been discussed in details in previous chapters.

The schematic of the proposed virtual signal processing unit is shown in Fig. 5.18. As will be seen from the figure, a high-frequency small sinusoidal signal ($A \sin(\omega_h t)$) is mathematically injected into the current angle. The signal injected $T$ function which is proportional to electromagnetic torque and the compensation term are then processed by the filters whose details have been discussed greatly. The output of the LPF is proportional to the derivative of $T$ function with respect to current angle $\beta$. The integral regulator is utilized to generate the $d$-axis current command. Hence, the extremum point, MTPA, can be achieved.
Fig. 5.17 Schematic of the proposed drive
Fig. 5.18 Schematic of the proposed signal processing unit
5.6.2. MEASURES TO IMPROVE RESPONSE TIME

In real signal injection based methods, the frequency and the amplitude of the signal are constrained by resolution of sensors and the resonant problems. By way of example, the variable component when the amplitude is low may not be realized due to the resolution limitation in a real signal injection method whereas high magnitude increases the power losses. Similarly, it is evident that the frequency of the signal needs to be adjusted online to avoid resonant problems [120].

Since the signal is not injected into the real machine phase currents or voltages, rather it is injected mathematically, the amplitude and the frequency selection is more flexible than the real signal injection based methods. The frequency should be as high as possible for fast response. The frequency selection strategy is given by (5.51).

\[
\omega_h = \frac{f_{inv}}{n_{min}} \times 2\pi
\]  

where \( f_{inv} \) is the inverter switching frequency and \( n_{min} \) is the number of sample per period to represent a sinusoidal signal.

The frequency of the injected sinusoidal signal is 4 kHz (=8/2) when 2 samples are taken per period in a system in which the inverter switching frequency is 8 kHz. As has been discussed, the centre frequency of the BPF must be equal to the frequency of the sinusoidal signal. This implies that, if two samples are taken per period, the frequency of the injected sinusoidal signal and the centre frequency of the BPF will be 4 kHz. However, the centre frequency of the BPF must be lower than half of the inverter switching frequency in theory. Consequently, the sinusoidal signal cannot be represented by 2 samples. The minimum number of sample for a sinusoidal signal is three. If three samples are taken, then the frequency of the sinusoidal signal and the centre frequency of the BPF will be 2.667 kHz as shown in Fig. 5.19. The BPF in this study has been designed as a second order filter utilizing Matlab filter design and analysis tool (fdatool). As can be seen from the figure, only the components with 2.667 kHz (second terms of (5.28) and (5.49)) passes from the filter and the rest is filtered out with a strong attenuation. This implies that the additional low-pass filters to eliminate the noise are not necessary. In the existing virtual signal injection based control schemes each of \( dq \)-axis currents and voltages have been filtered by employing 4 low-pass filters to attenuate the noise.
However, this inevitably causes response delay as well as oscillatory response [18] and they are removed in the proposed approach.

Typically, 4 samples (2 for positive half – 2 for negative half) is preferred to represent a sinusoidal signal. Experiments have been carried out by injecting 2.667 kHz (=3 samples) and 2 kHz (=4 samples) signals and it has been validated that both works well.

The LPF in Fig. 5.18 must have a cut-off frequency which is much lower than twice the injected signal frequency. This is to eliminate the right-hand side of (5.29) so that the term which is proportional to \(\partial T / \partial \beta\) can be extracted. Experiments have been carried out employing LPFs with cut-off frequency ranging between a few Hz and a few
kHz and it has been validated that it is much flexible to design the LPF. The LPF output, then, is checked if it is positive or negative. Afterwards, the integral regulator is employed to generate the $d$-axis current command. It should be noted that the input of the integral regulator is either +1 or -1. This is due to facilitate the integral gain tuning based on desired response time of reference $d$-axis current generation for MTPA operation as per the following criteria. Since the signal processing unit is already fast enough to obtain $(\partial T/\partial \beta)$ for any operating condition, the integral gain defined in (5.52) may be used to tune the control response.

$$K_{i,SPU} = \frac{\Delta I_d}{\Delta t}$$  \hspace{1cm} (5.52)

where $K_{i,SPU}$ is the gain of the integral regulator in the signal processing unit. $\Delta I_d$ is the desired $d$-axis reference current variation within $\Delta t$ time interval. For example, to obtain 100 A current variation in 1 second, the $K_{i,SPU}$ should be 100.

Fig. 5.20 experimentally validates that the fast response can be achieved with the virtual signal injection based drives. Whilst the response time is significantly slow ~10 seconds to a torque command from 40 to 45 Nm in conventional virtual signal injection based drive in Fig. 5.20-(a), it is evident that the response time is significantly improved in Fig. 5.20-(b) with the design measures discussed above. Due to the LPFs to eliminate measurement noise in the existing scheme, the response is also oscillatory.
(a) Conventional drive [18]

(b) Improved response time with design measures

Fig. 5.20 Experimental validation of the improved response time
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5.7. COMPARATIVE STUDIES

The drive system whose schematic is shown in Fig. 5.17 and Fig. 5.18 has been implemented employing (5.27), (5.30) and the proposed compensation discussed in section 5.6. The polynomial representation of the high fidelity machine model for the IPM motor in Table 1.1 has been employed in the simulated drives.

The peak current of the machine is 120 A. Thus, constant current loci are obtained for every 10 A from 20 A to 120 A as shown in Fig. 5.21. By way of example, the current magnitude is kept at 120 A and the current angle of the simulated drive is increased from 0° to 90° in order to obtain the 120 A current locus. As can be seen, the maximum torque is obtained at a certain current angle (MTPA point) and the torque reduces down to 0 Nm when the current angle is 90°. It is seen that the torque that can be produced at $I_s = 120$ A and $\beta = 10^\circ$ is almost same as the torque that can be produced at $I_s = 100$ A and $\beta = 40^\circ$. This implies that 20 A current magnitude can be reduced with 30° current angle variation. Therefore, obtaining optimum current angle is highly important as it minimizes the current magnitude per torque.

It is noteworthy that the MTPA trajectory does not vary with the speed since the torque is not a function of speed. Hence, the simulations in this section are obtained when the machines operate at 1000 r/min. The drives have been simulated at other speeds and the results are the same, as long as the voltage saturation is not reached.

In Fig. 5.21, the drive is simulated employing (5.27) and the trajectory is illustrated by yellow squares. It is evident that the $[\partial T^h/\partial \beta]$ trajectory that is obtained from the simulated virtual signal injection based drive exactly matches the trajectory shown in Fig. 5.10. The simulated drive includes the errors $e1 - e3$ associated with $[\partial L_d/\partial \beta]$, $[\partial L_q/\partial \beta]$ and $[\partial \Psi_m/\partial \beta]$. As will be seen, the deviation from the optimal increases with the current amplitude.

The drive has also been simulated without signal injection. Instead, the reference current angle and the $d$-axis currents for given current magnitude have been obtained by (5.18) and (5.19), respectively. Although the perfect machine parameters have been employed to obtain the current angle, the same trajectory as $[\partial T^h/\partial \beta]$ in Fig. 5.21 have been obtained. This is because both of the virtual signal injection based drive and the drive which employ most common (5.18) and (5.19) suffer from the same error terms.
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associated with \([\partial L_d/\partial \beta], [\partial L_q/\partial \beta]\) and \([\partial \Psi_m/\partial \beta]\) even though the accurate parameters are employed. As a result, these drives cannot achieve high efficiency operation. In addition, the peak torque production at 120 A is \(T_e \approx 66\) Nm whereas the achievable torque is \(T_e \approx 68.5\) Nm. Consequently the acceleration performance also reduces.

![Fig. 5.21 Torque versus current angle for constant current magnitude employing (5.27)](image1)

In Fig. 5.22, the drive is simulated employing the existing virtual signal injection based drive. As can be seen, the trajectory is much improved comparing to the techniques in Fig. 5.21. One can compare that the trajectory in Fig. 5.22, matches well with the \([\partial T^h_{conv}/\partial \beta]\) in Fig. 5.10. Although the trajectory is much improved for this particular IPM machine, the resultant operating point depends on the machine characteristics. In other words, good accuracy of the trajectory is not guaranteed and might be highly inaccurate for other IPM machines as has been evident in Fig. 5.13.

![Fig. 5.22 Torque versus current angle for constant current magnitude employing (5.30)](image2)

The proposed virtual signal injection based drive with the error compensation associated with \([\partial L_q/\partial \beta]\) is simulated and the resultant operating points are shown in
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Fig. 5.23. It is evident that the simulated drive and the theoretical trajectory are matching quite well as shown in Fig. 5.14. Comparing to the Fig. 5.22, the proposed compensation further improves the accuracy. Unlike the existing virtual signal injection based drives, theoretically addressed error compensation renders the proposed technique universal and the operating points very close to the actual MTPA can be achieved.

Fig. 5.23 Torque versus current angle for constant current magnitude employing proposed scheme

Fig. 5.24 illustrates the torque versus $d$-axis current for constant current magnitude employing (5.27) in the signal processing unit. The deviation from the optimal $d$-axis current increases with the current magnitude and reaches up to ~24 A at the peak current operation.

Fig. 5.24 Torque versus $d$-axis current for constant current magnitude employing (5.27)

Fig. 5.25 illustrates the torque versus $d$-axis current for constant current magnitude when the existing virtual signal injection based drive is employed. It is seen in Fig. 5.25-(a) that the operating $d$-axis current magnitude is higher than the optimum...
when the torque is below 40 Nm and it is lower than the optimum when the torque is above 40 Nm. Indeed, this is also the case in experimental results in Fig. 5.25-(b) [18]. One can see that the deviation from the optimal $d$-axis current is ~5 A at the peak current operation in Fig. 5.25-(a).

![Simulation results](image1)

![Experimental results](image2)

Fig. 5.25 Torque versus $d$-axis current for constant current magnitude employing (5.30)

Fig. 5.26 illustrates the torque versus $d$-axis current for constant current magnitude when the proposed virtual signal injection based drive is employed in the drive. As can be seen, the $d$-axis current deviation from the optimal at 120 A operation is less than 2 A whilst it is around 5 A in the existing virtual signal injection based drives.
The input power versus current angle is shown in Fig. 5.27 when the simulated drive is run with the proposed signal injection method. Since the power is a function of speed, the figure represents the input powers at 1000 r/min. Likewise, Fig. 5.28 shows the output power versus current angle when the simulated drive is run with the proposed scheme. As has been discussed, the virtual signal injection method can be adopted employing input or output power equations and 
\[
\frac{\partial P_{in}}{\partial \beta} \quad \text{or} \quad \frac{\partial P_{out}}{\partial \beta}
\]
can be posed to zero online so that the extremum point can be sought. However, since the power proportionally varies with the speed, the response time also varies at different operating speeds.
Fig. 5.28 Output power versus $d$-axis current for constant current magnitude with proposed scheme

Fig. 5.29 illustrates the motor efficiency versus current angle for constant current magnitude operation when the proposed scheme is adopted in the drive system. It is evident that the efficiency of the machine reduces when the current amplitude increases. This is because of the copper losses. It is noteworthy that the iron loss is not represented due to its negligible influence in the constant torque region. When the current magnitude increases, the copper losses increases proportional to the square of the current magnitude ($= I^2 R$).

Fig. 5.29 Efficiency versus $d$-axis current for constant current magnitude with proposed scheme

It is evident in Fig. 5.21 that the torque production at $I_s = 120$ A, $\beta = 10^\circ$ and $I_s = 100$ A, $\beta = 40^\circ$ are $\sim 58$ Nm. Accordingly, the output powers at these operating points are similar and $\sim 6$ kW. However, the input powers at these particular operating points are different and they are $\sim 7.05$ kW and $\sim 6.8$ kW, respectively. This implies that the same torque production can be generated by 250 W lower input power by the current
angle optimization at this particular condition. One can see from Fig. 5.29 that the motor efficiency at these two particular operating points are 84.5% and 88.8%.

5.7.1. Influence of Parameter Variations

It has been validated in section 5.5 that the virtual signal injection based drives are model dependent even though they are implemented without employing machine parameters; \((L_d, L_q, \Psi_m)\) such as in the existing virtual signal injection based drives which employ (5.30). Indeed, the existing technique is more vulnerable to parameter variations as they inevitably suffer from each of the errors \(e_1 - e_4\). None of the error terms is compensated whereas the proposed technique accounts the parameter variations by employing \(dq\)-axis inductances as functions of \(dq\)-axis currents. In addition, the proposed technique does not include the error term \(e_4\) and it has been validated that the errors \(e_2\) and \(e_3\) reasonably cancels each other. Thus, the proposed technique provides a very good accuracy throughout a wide operating range.

The sensitivity to parameter variations in both the existing and the proposed schemes can be investigated deeply through realistic simulations. In the simulated drives, the parameters \(L_d, L_q\) and \(\Psi_m\) in the motor model are deliberately altered \(\pm 10\%\) whilst the parameters employed in the controller remains same. By doing so, the influence of a real-world motor parameter variations can be studied by the simulated drives. In the following sections, the variations of the permanent magnet flux linkage and the \(dq\)-axis inductances are studied separately in order to see how the proposed and the existing drives robust/sensitive to their variations.

It is noteworthy that the parameter variations can be studied through simulated drive in two ways. First, the parameters employed in the controller might be altered whereas they remain same in the motor model and the second is vice-versa. Whilst the former does not represent the real-world drive system, the latter does. This is because in a real drive system, the machine parameters deviate from those employed in the controller. Thus, the other way around is not realistic. The difference between the former and the latter is that the optimum trajectory does not vary in the former whereas the optimum trajectory varies in the latter. For these reasons, the motor model has been altered in the simulated drives to represent the real-world machine nonlinearity.
5.7.1.1. VARIATION OF PERMANENT MAGNET FLUX LINKAGE

Fig. 5.30 illustrates the influence of the permanent magnet flux variation for the proposed drive. There are three torque loci which are obtained when $\Psi_m$ in the motor model is altered $\pm 10\%$ as specified in the figure. The current magnitude is constant at 100 A in each locus. The drive is simulated when the current angle varies and the current magnitude is constant and the resultant torque is plotted for varying current angle. As can be seen, the reluctance torque becomes dominant once magnet alignment torque reduces and hence the optimal current angle is increased and vice versa. The resultant operating points with the proposed drive for each condition are also shown in the figure. Since $\Psi_m$ is not employed in the signal injection based control system, the drive system is expected to be robust to its variations. Indeed, this is the case in Fig. 5.30 where the resultant operating point with the proposed technique varies when magnetic flux linkage varies. However, the deviation from the optimal point might be expected to be the same on each locus to represent its adoption. However, this is not the case which can be understood as follows. Although its variation is accounted online, the $e3$ error term associated with $[\partial \Psi_m / \partial \beta]$ differs at each operation and hence the deviation from the optimal point is not the same on each locus.

Fig. 5.30 Torque versus current angle when $\Psi_m$ varies ($I_s$=100 A, proposed drive)

Fig. 5.30 represents a certain operating point at a unique current magnitude and hence it is not comprehensive. Therefore, Fig. 5.31 illustrates the MTPA trajectories of the machine under study throughout whole current range when the permanent magnet flux linkage varies $\pm 10\%$. One can see that Fig. 5.30 and Fig. 5.31 exactly matches at $I_s$=100 A. The proposed drive is simulated at $I_s$=60, $I_s$=80, $I_s$=100 and $I_s$=120 A and the resultant operating points are shown in the figures. It is seen that the proposed drive is
robust to permanent magnet flux linkage variation at a wide operating range and the deviation from the MTPA is very low.

The same simulation as in Fig. 5.31 has been done employing the existing virtual signal injection based drive and the results are illustrated in Fig. 5.32. At 120 A operation, the deviation from the optimum is $\Delta \beta \approx 3^\circ$ when the $\Psi_m$ increases 10%. On the other hand, the deviation is $\Delta \beta > 4^\circ$ when $\Psi_m$ reduces 10%. Thus, it is evident that the existing scheme is also model dependent in spite of the fact that the implementation is model-free. By comparisons of Fig. 5.31 and Fig. 5.32, it could be concluded that the proposed drive is more robust to permanent magnet flux variation as it provides better accuracy at a wide operating range.

Fig. 5.31 Influence of $\Delta \Psi_m$ on MTPA and the operating points of proposed drive

Fig. 5.32 Influence of $\Delta \Psi_m$ on MTPA and the operating points of existing drive
5.7.1.2. VARIATION OF D-AXIS INDUCTANCE

Fig. 5.33 and Fig. 5.34 illustrate the influence of the ±10% d-axis inductance variation on the resultant operating points when the proposed and the existing virtual signal injection based drives are employed, respectively. Similar to the permanent magnet flux linkage variation, when the d-axis inductance reduces, the MTPA angle increases as shown in the figures and vice-versa. This is due to the fact that the increased reluctance torque and vice-versa. By comparisons of Fig. 5.31 and Fig. 5.33, one can realize that the 10% d-axis inductance variation has less influence on the MTPA trajectory than 10% permanent magnet flux linkage variation. It is evident from Fig. 5.33 and Fig. 5.34 that the proposed drive achieves more efficient operation over a wide operating range despite the 10% d-axis inductance inaccuracy.

Fig. 5.33 Influence of ΔLd on MTPA and the operating points of proposed drive

Fig. 5.34 Influence of ΔLd on MTPA and the operating points of existing drive
5.7.1.3. VARIATION OF Q-AXIS INDUCTANCE

Fig. 5.35 and Fig. 5.36 illustrate the influence of the $\pm 10\%$ $q$-axis inductance variation on the resultant operating points when the proposed and the existing drives are employed, respectively. Unlike the $d$-axis inductance and the permanent magnet flux linkage variations, the reduction in the $q$-axis inductance decreases the MTPA angle and vice-versa as the reluctance torque reduces and the magnet alignment torque becomes more dominant and vice-versa. As can be seen, the proposed drive provides better accuracy over a wide operating range.

It is important to note that the parameter variations in IPM machines pose a significant challenge to achieve high efficiency operation. In particular, the $q$-axis inductance varies more comparing to the other parameters. The $q$-axis inductance of a real-world IPM machine might vary up to several hundred percent [130] as a result of magnetic saturation. However, since the $dq$-axis inductances are modelled as $dq$-axis currents in the proposed drive, 10% error would be the worst scenario. In the existing virtual signal injection based drives, however, the machine parameters are not employed in the controller. This implies for the existing drives that 10% parameter variation would not represent the worst scenario. In other words, 100% $q$-axis inductance variation, which might be the case, will certainly reduce the efficiency further in the existing drives.

5.8. SUMMARY

A great number of field oriented controlled IPM drives suffer from the error terms associated with $[\partial L_d/\partial \beta], [\partial L_q/\partial \beta]$ and $[\partial \Psi_m/\partial \beta]$ for MTPA operation, including the existing virtual signal injection based drives. Indeed, the existing virtual signal injection based drives suffer from an additional error term. It has been validated through detailed theoretical analysis and realistic simulations with high-fidelity machine models that neglecting these errors significantly deviates the operating trajectory from the MTPA. Accordingly, the conventional drives cannot achieve optimal efficiency operation. Moreover, conventional drives may not produce the maximum achievable torque. This would reduce the acceleration performance of the drive train. Furthermore, it has been shown that although the existing virtual signal injection based drive is implemented without employing the machine parameters $(L_d, L_q, \Psi_m)$ they are still model dependent.
as the deviation from the MTPA is sensitive to the parameter variations. Evidentially, each of the omitted error terms are sensitive to parameter variations.

In this chapter, a new virtual signal injection based extremum seeking control has been proposed. The response time is much improved by design measures for the signal processing unit. In addition, it has been validated that the proposed drive is much robust to parameter variations. The $dq$-axis inductances are modelled and employed as functions of $dq$-axis currents in the proposed drive and hence the drive operations are very close to the accurate MTPA trajectory.

The superiority of the proposed drive system has been validated by realistic simulation studies and the feasibility of the virtual signal injected drives with improved response time has been confirmed experimentally.

Fig. 5.35 Influence of $\Delta L_q$ on MTPA and the operating points of proposed drive

Fig. 5.36 Influence of $\Delta L_q$ on MTPA and the operating points of existing drive
CHAPTER 6 – CONCLUSIONS AND FUTURE WORK
6.1. CONCLUSIONS

This thesis investigates the state-of-art control strategies for both FOC and DTC based IPM-BLAC drives for EV and HEV traction applications. As has been discussed widely in the thesis, the ultimate objectives in these drives are to achieve high efficiency operation over wide operating range, smooth output torque production with reasonably fast response and reduced burden on the microprocessor owing to simplified control schemes. To achieve these objectives, it has been shown that a number of challenges as a result of highly nonlinear real-world machine characteristics, distorted inverter output voltage and variation on the DC-link voltage need to be addressed online by employing advanced control strategies and parameter adaptation laws. This thesis, therefore, has proposed and employed novel control schemes for IPM drives to improve the torque control quality with high efficiency operation.

To date, a great number of DTC drives employ Gopinath style closed loop flux observers. However, it has been shown that the torque production with these drives may significantly deteriorate at low speeds. This problem has been addressed by a novel approach in which the current and the voltage based flux estimators are combined with a linear transition trajectory. The distorted torque production has been addressed by a much simpler technique. Thus, low speed performance of these drives has been much improved.

The aforementioned drives, including the one which improves the low speed performance, employ flux observers which combine two different techniques for low and high speed operations. It has been shown that the combined observer structure in these drives results in torque variation when speed varies, although the command torque remains the same. Indeed, in EV applications this may cause a gap in the accelerator pedal if the variation is much. A unified observer structure has been proposed and validated to address the problem. Since the proposed structure consists of high fidelity machine models, the accuracy of the observed variables for feedback control are much improved. This, of course improves the efficiency of the drive train.

It has been discovered that the direct regulation of the electromagnetic torque, such as in DTC drives, results in significant nonlinearity and coupling problems in the control loop. In addition, linear controller design based on a fixed operating point leads to variable control bandwidth for different operating points. MTPV control in DTC drives
is also a challenge since it cannot be adopted directly. These problems have been addressed by the proposed direct stator flux vector control. The proposed approach facilitates simple control tuning and achieves decoupled control in any operating region. Consequently, the proposed drive improves the torque control quality and simplifies the control system.

A large number of FOC based IPM drives, on the other hand, suffer from inaccurate implementation of MTPA control. It has been discovered that even though the machines are accurately modelled and employed in the drives, the operating trajectory still much deviates from the accurate MTPA points because of the implementation inaccuracy. Accordingly, the drive efficiency reduces greatly. A mathematically injected high-frequency small sinusoidal signal has been utilized to realize the accurate MTPA control. The realistic simulation studies with high-fidelity machine models for traction applications show much improvement on the system efficiency owing to online extremum seeking control, i.e. MTPA. In addition, the response time of the existing techniques has been much improved by the design measures in the proposed approach.

6.2. Future Work

As the thesis deals with both the FOC and the SFVC BLAC drives, the future work can also be discussed in two groups. However, it is noteworthy that the power conversion techniques are common in both schemes and hence its development is applicable to both drive systems.

Space vector PWM has been adopted as a power conversion technique in this thesis as it is the most common technique in modern drives. The inverter output voltage, however, can be enhanced by \( \sim 10\% \) by adopting six-step operation. Further utilization of the DC-link voltage is attractive for EV traction applications as it facilitates more extended speed range. There are several techniques to implement six-step operation. The current waveforms, harmonic distortion and the efficiencies in FW region should be compared thoroughly with different six-step strategies and the classical circle-limit (SVPWM) operations in order to assess how the voltage distortion in the nonlinear region of the hexagon degrades the current quality. In other words, the comparative study between the extended speed range and the distorted torque production with six-step operation may be further investigated to close a knowledge gap in the literature.
6.2.1. Future Work for FOC Drives

High efficiency operation has been achieved in the constant torque region with the proposed virtual signal injection based control scheme. The efficiency optimization may also be extended for constant power operation by utilization of the voltage saturation.

In addition, the concept of the virtual signal injection control may be utilized for other machine types such as induction machines. Hence, the online optimal efficiency control may be studied for various drives.

Moreover, various applications which employ real signal injection techniques such as sensorless control may also be enhanced by virtual signal injection concept.

The coupling terms of the machine model in rotor reference frame is decoupled in the feed-forward path employing either machine parameters or estimated \(dq\)-axis flux linkages. The decoupling compensation is important when speed changes rapidly in a drive system. Thus, the decoupling may be improved by high fidelity machine models such as discussed in Chapter 3.

6.2.2. Future Work for SFVC Drives

The MTPA operation in stator flux oriented drives is realized by optimum stator flux magnitude for a given torque. The reference stator flux magnitude is commonly generated from a LUT with the command torque being input. However, the modelling errors in the LUT will deviate the trajectory from MTPA points. Therefore, online compensation for the modelling errors or a different approach to generate reference stator flux magnitude may significantly improve the drive efficiency in the constant torque region. By way of example, the proposed virtual signal injection concept in Chapter 5 may be utilized for the optimal efficiency operation (reference stator flux magnitude compensation) in SFVC drives.

In addition, the SFVC drives are more sensitive to inverter nonlinearities when voltage based flux estimation is employed in the feedback. Clearly, it is due to the voltage distortion at the output of the inverter. To date, a large number of publications reported in the literature have studied the inverter nonlinearity compensation in the feed-forward path. In other words, the inverter reference voltages or the on-time commands for the switches have been altered/compensated in a large number of studies. However, since the
drive system is closed-loop, the compensation study in the feedback has significant potential to further improve observer accuracy and hence the drive efficiency. Therefore, online estimation of the voltage drop at the output of the inverter considering the deadtime and the threshold voltages of the power electronic devices may be utilized for compensations to improve the observer quality in the feedback path.

In conventional SFVC drives where the torque or the $\tau$-axis current is regulated, the phase angle of the stator flux vector is realized indirectly in a coupled way. Therefore, the conventional schemes are more vulnerable to instability if the control gain (bandwidth) is high. The study on instability conditions of conventional drives may be quite useful since these schemes are extensively adopted in the literature.

A computationally efficient approaches to generate the reference torque angle for given torque command may be studied in future since creating 2D LUTs through time domain simulation is time consuming and not scalable.

The proposed observer in Chapter 3 is vulnerable to machine temperature variations. Although the resultant influence is relatively small compared to the other observer schemes, the proposed observer can be further improved by taking temperature variation into account. Thus, the compensation for temperature variation can be addressed if the winding temperature is measured in a drive system. The winding and magnet temperatures may be different in a practical drive, however, small difference between the two will have negligible influence as has been shown in Chapter 3.
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APPENDICES

Appendix A. INVERTER CONFIGURATION AND PROGRAMMING PROCEDURES

The prototype inverter has been specifically designed for P-Mob motor in Table 1.1 by Siemens manufacturer. Its block diagram is shown in Fig. A.1. It has been designed to operate at 120 V nominal DC link voltage. Rotor position angle and winding temperatures are obtained by a magnetic encoder and temperature sensors, respectively, and are transmitted to the inverter and hence they are readily available in the drive system. The communication between PC and the inverter is facilitated by Ethernet.

Fig. A.1 Block diagram of 3-phase voltage source inverter

Fig. A.2 illustrates the block diagram of controller board. The inverter is controlled by Tigersharc ADSP-TS201S (Analog Devices). The code for the controller is built by Visual DSP++ and transmitted to the flash memory via NIOS embedded CPU in FPGA. NIOS embedded CPU facilitates the use of Matlab Graphical User Interface (GUI). The control and the monitoring of the drive system operation is achieved via GUI on a supervisory PC which is connected to the inverter with an Ethernet cable. The command values during the tests are inputted to the system from PC via Matlab GUI where the real-time state variables can also be saved to the PC.
The controller code generation and flashing the code via Ethernet is done as per the following procedures:

1. The simulation file that is ready for code generation is saved into the Simulation folder provided by the Siemens and the folder is added with subfolders as path of the Matlab with the first and second steps shown in Fig. A.3

Fig. A.2 Block diagram of controller board

Fig. A.3 Setting for Matlab path
2. The proposed control scheme which is under the ‘ControlUnit’ subsystem as shown in Fig. A.4 is simulated to make sure that the drive system runs properly in the simulation.

![Fig. A.4 Simulink model of Siemens Code Generator](image)

3. Right click ‘InverterCtrl_IPM’ and select ‘Build This Subsystem’ under the ‘C/C++ Code’ to generate the code as shown in Fig. A.5.

![Fig. A.5 Code generation procedure in the Simulink](image)

4. The generated code is transferred to the Tigersharc folder (Tigersharc \ RealtimeCode \ UpdateCode)

5. ‘PMOB_Inverter’ file is run which is in the Tigersharc folder

6. After the code is recompiled (F7) it is ready for transmitting.

7. The interface ports of the inverter shown in Fig. A.6 are connected properly and 12 V power supply is switched on.
8. The inverter and the PC is connected via LAN port.

9. The IP address of the computer is set as follows: Control Panel\Network and Internet\Network and Sharing Center, and then click on Local Area Connection and Properties, respectively. Afterwards, double click on Internet Protocol Version 4 (TCP/IPv4). Use the following IP address: 192.168.32.1 and use the following DNS server address: 225.255.255.0.

10. The code is transmitted as per the following steps: Open the following folder: Tigersharc\RealtimeCode\Release and then double click on the following file: FlashTigersharcCodeViaEthernet.

11. The 12 V power supply is switched off and then on again for the new code to be active.
Appendix B. EXPERIMENTAL PROCEDURES FOR THE PROPOSED OBSERVER WITH LINEAR TRAJECTORY

The Simulink model for the code generation of the drive system with the proposed observer in Chapter 2 is shown in Fig. A.7. The blocks and elements shown in the figure are under the InverterCtrl_IPM subsystem in Fig. A.5.

![Simulink model for code generation of the proposed drive system](image)

The numbered subsystems/blocks are explained as follows:

1- Inputs of the system such as measured currents, torque command, measured DC-link voltage, speed etc.
2- The demanded torque with its constraint.
3- Torque limitation via (2.5).
4- Stator flux limitation for FW operation via (1.13).
5- Stator flux magnitude reference for MTPA operation.
6- PI controllers to regulate flux and torque.
7- Coordinate transformation of the reference voltages.
8- Proposed observer with linear trajectory
9- Coordinate transformation and the torque estimation via (1.8) and (1.12).
10- The outputs that can be monitored and saved to the PC.
The script of a PI controller in 6th subsystem of Fig. A.7 is given as follows:

```matlab
function [result, Integral_out, Pval] = PiController(err, Integral, Kp, Kpold, Ti, Tt, Ts, maxOutput, minOutput, maxI, minI, AW)
% This block supports the Embedded MATLAB subset.

% Bumpless transfer
Integral_out = (Kpold-Kp) * err + Integral;

% Update output
Pval = Kp*err;
resultNoSat = Pval + Integral_out;
result = resultNoSat;

% Limit output
if result > maxOutput
    result = maxOutput;
elseif result < minOutput
    result = minOutput;
end;

% compute antiwindup
localAntiWindup = result - resultNoSat;

%compute the integral part
Integral_out = Integral_out + Kp*Ts/Ti*err+Ts/Tt*(AW+localAntiWindup);

% limit the integral part
if Integral_out > maxI
    Integral_out = maxI;
elseif Integral_out < minI
    Integral_out = minI;
end;

%---------------------------------------------------------------
```

The Simulink model of the proposed observer is shown in Fig. A.8.
1- The voltage based flux estimator via (2.12) and Fig. 2.9.

2- The current based flux estimator by substituting (1.2) into (1.8) and (1.9).

3- The proposed linear combination of the two estimators via (2.11).

The script of 3 is given below and the subsystem of 1 is shown in Fig. A.9.

```matlab
function [Flux_s,delta] = fcn(Flux_s_CM,Flux_s_VM,delta_CM,delta_VM,wm_rpm)

wm_CM=single(450);
wm_VM=single(550);
L=wm_VM-wm_CM;

Flux_s=Flux_s_CM*(wm_VM-wm_rpm)/L+Flux_s_VM*(wm_rpm-wm_CM)/L;
delta=delta_CM*(wm_VM-wm_rpm)/L+delta_VM*(wm_rpm-wm_CM)/L;

if wm_rpm<=wm_CM;
    Flux_s=Flux_s_CM;
    delta=delta_CM;
end

if wm_rpm>=wm_VM;
    Flux_s=Flux_s_VM;
    delta=delta_VM;
end
```

Fig. A.9 The subsystem of the voltage based estimation in the proposed approach (1 in Fig. A.8)
Appendix C. **Experimental Procedures for the Proposed Observer with High Fidelity Modelling**

The Simulink model for the code generation of the drive system with the proposed observer in Chapter 3 is shown in Fig. A.10. The blocks and elements shown in the figure are under the InverterCtrl_IPM subsystem in Fig. A.5.

Fig. A.10 Simulink model for code generation of the proposed drive system in Chapter 3

The numbered subsystems/blocks are explained as follows:

1- Inputs of the system such as measured currents, torque command, measured DC-link voltage, speed etc.
2- The demanded torque with its constraint via (2.5).
3- Stator flux magnitude reference for MTPA operation.
4- Stator flux limitation for FW operation via (1.13).
5- PI controllers to regulate flux and torque.
6- Coordinate transformation of the reference voltages.
7- Proposed observer with high fidelity machine models.
8- Proposed FW compensation as has been discussed in section 3.3.2.
9- Coordinate transformation and the torque estimation via (1.8) and (1.12).

10- The outputs that can be monitored and saved to the PC.

The script of a PI controller in 5th subsystem of Fig. A.10 is same as the one given in the previous appendix. The Simulink model of the proposed observer is shown in Fig. A.11. The high-fidelity models for the P-MOB motor (Table 1.1) are shown in Fig. 3.3.

Fig. A.11 Simulink model of the proposed observer with high fidelity machine models
Appendix D. **EXPERIMENTAL PROCEDURES FOR THE PROPOSED DIRECT, DECOUPLED AND LINEARIZED SFVC DRIVE**

The Simulink model for the code generation of the proposed direct, decoupled and linearized SFVC based drive system with the proposed observer in Chapter 3 is shown in Fig. A.12. The blocks and elements shown in the figure are under the InverterCtrl_IPM subsystem in Fig. A.5.

![Simulink model](image)

Fig. A.12 Simulink model for code generation of the direct, decoupled and linearized SFVC drive

The numbered subsystems/blocks are explained as follows:

1- Inputs of the system such as measured currents, torque command, measured DC-link voltage, speed etc.
2- The demanded torque with its constraint via (2.5).
3- Stator flux magnitude reference for MTPA operation.
4- Stator flux limitation for FW operation via (1.13).
5- PI controller to regulate stator flux magnitude.
6- The controllable state variables in SFVC drives.
7- Coordinate transformation of the reference voltages.
8- Flux observer for feedback control.
9- Coordinate transformation and the torque estimation via (1.8) and (1.12).
10- The outputs that can be monitored and saved to the PC.

The Simulink model of the proposed and the conventional SFVC based drives are combined in 6\textsuperscript{th} subsystem in Fig. A.12 and the state variable to regulate the phase angle of the stator flux vector is selected based on Fig. A.13.

![Simulink model of the controllable state variables in SFVC drives](image)

Fig. A.13 Simulink model of the controllable state variables in SFVC drives
Appendix E. EXPERIMENTAL PROCEDURES FOR THE PROPOSED ONLINE EFFICIENCY OPTIMIZED FOC DRIVE

The Simulink model for the code generation of the proposed virtual signal injection based online efficiency optimized drive system in Chapter 5 is shown in Fig. A.14. The blocks and elements shown in the figure are under the InverterCtrl_IPM subsystem in Fig. A.5.

Fig. A.14 Simulink model for code generation of the virtual signal injection based FOC drive

The numbered subsystems/blocks are explained as follows:

1- Inputs of the system such as measured currents, torque command, measured DC-link voltage, speed etc.
2- The virtual signal injection based online $d$- axis reference current generator.
3- $dq$- axis current controllers and the decoupling terms in (1.1).
4- Coordinate transformation of the reference voltages.
5- Online calculations for torque, input/output powers and the efficiency.
6- The outputs that can be monitored and saved to the PC.

The virtual signal injection subsystem with number 2 is shown in Fig. A.15.
Fig. A.15 Virtual signal injection strategy (2nd subsystem in Fig. A.14)

The script under the S-1 subsystem in Fig. A.15 is given as follows:

```matlab
%--------------------------------------------------------S-1-------------------------------------
function [Th1,Th_conv] = fcn(Vd,Vq,id,iq,idh,iqh,w,R,Ld)
    Th1 = (((Vd-R*id)/(w*iq))*idh+Ld*idh+((Vq-R*iq)/w)-Ld*id)*iqh;
    % Th1 is for the proposed approach
    Th_conv = (((Vd-R*id)/(w*iq))*idh+((Vq-R*iq)/w))*iqh;
    % Th_conv is for the existing approach.
    % It is noteworthy that the compensation term in the proposed approach
    % is disconnected once the existing approach is connected.
%--------------------------------------------------------
```
Appendix F. **SVPWM - SIMULINK IMPLEMENTATION**

Fig. A.16 SVPWM modulation technique MATLAB implementation

Fig. A.17 Sector finder where demand voltage lies in
Fig. A.18 Calculating time interval that demand voltage lies in a sector

Fig. A.19 On-time calculation for upper switches
Appendix G. **NONLINEAR MACHINE MODELS**

The schematic of nonlinear parameter based machine model is illustrated in Fig. A.20. The look-up tables for nonlinear machine parameters of P-MOB motor are shown in Fig. 2.8.

![Schematic of nonlinear parameter based machine model](image1)

Fig. A.20 Schematic of nonlinear parameter based machine model

The schematic of high fidelity machine model is illustrated in Fig. A.21. The high-fidelity maps for P-MOB motor when the mean value of the rotor position angle is taken are shown in Fig. 3.3.

![Schematic of high-fidelity machine model](image2)

Fig. A.21 Schematic of high-fidelity machine model
Appendix H.  IRON LOSS MODEL (P-MOB MOTOR)

Fig. A.22 Simulink model for the iron loss

```matlab
function [id_prime,iq_prime,pFe] = IronLoss(wm_rad,psid,psiq,psim,Vd,Vq,id,iq,R)

% Considering build factor 1.5
ah=0.460253418;
ae=0.001931859;
ax=0.010292989;
bh=0.314854657;
be=0.004514867;
bx=0.020854884;
m=3; %number of phases
Vm=wm_rad*sqrt(psid^2+psiq^2);
Vda=-wm_rad*(psid-

if psim~=0
    pFe_hy_oc=ah*(abs(Vm/(2*pi*psim)));
    pFe_ed_oc=ae*(abs(Vm/(2*pi*psim)))^2;
    pFe_ex_oc=ax*(abs(Vm/(2*pi*psim)))^1.5;
    pFe_hy_sc=bh*(abs(Vda/(2*pi*psim)))
    pFe_ed_sc=be*(abs(Vda/(2*pi*psim)))^2;
    pFe_ex_sc=bx*(abs(Vda/(2*pi*psim)))^1.5;
    pFe_hy=pFe_hy_oc+pFe_hy_sc;
    pFe_ed=pFe_ed_oc+pFe_ed_sc;
    pFe_ex=pFe_ex_oc+pFe_ex_sc;
    pFe_sc=pFe_hy_sc+pFe_ed_sc+pFe_ex_sc;
    pFe=pFe_hy+pFe_ed+pFe_ex;
else
    if sqrt(psid^2+psiq^2)==0
        pFe_md=abs(psiq/sqrt(psid^2+psiq^2))*pFe_oc+pFe_sc;
    else
        pFe_md=0.5*pFe_oc+pFe_sc;
    end
    pFe_md=0.5*pFe_oc;
end
```
APPENDICES

\[ V_{d1} = V_d - i_d R; \]
if \( \text{abs}(V_{d1}) \geq 0.1 \)
  if \((\text{psid} \cdot i_q - \text{psiq} \cdot i_d) \cdot \text{wm}_\text{rad} \geq 0\) %motor
    if \( i_d \leq 0 \)
      \( i_d' = i_d + \frac{2}{m} \cdot \text{abs}(p_{Fe_{md}} / V_{d1}) \);
    else
      \( i_d' = i_d - \frac{2}{m} \cdot \text{abs}(p_{Fe_{md}} / V_{d1}) \);
    end
  else %generator
    if \( i_d \leq 0 \)
      \( i_d' = i_d - \frac{2}{m} \cdot \text{abs}(p_{Fe_{md}} / V_{d1}) \);
    else
      \( i_d' = i_d + \frac{2}{m} \cdot \text{abs}(p_{Fe_{md}} / V_{d1}) \);
    end
  end
else
  \( i_d' = i_d \);
end

\[ V_{q1} = V_q - i_q R; \]
if \( \text{abs}(V_{q1}) \geq 0.1 \)
  if \((\text{psid} \cdot i_q - \text{psiq} \cdot i_d) \cdot \text{wm}_\text{rad} \geq 0\) %motor
    if \( i_q \geq 0 \)
      \( i_q' = i_q - \frac{2}{m} \cdot \text{abs}(p_{Fe_{mq}} / V_{q1}) \);
    else
      \( i_q' = i_q + \frac{2}{m} \cdot \text{abs}(p_{Fe_{mq}} / V_{q1}) \);
    end
  else %generator
    if \( i_q \geq 0 \)
      \( i_q' = i_q + \frac{2}{m} \cdot \text{abs}(p_{Fe_{mq}} / V_{q1}) \);
    else
      \( i_q' = i_q - \frac{2}{m} \cdot \text{abs}(p_{Fe_{mq}} / V_{q1}) \);
    end
  end
else
  \( i_q' = i_q \);
end

else
  \( i_d' = i_d \);
  \( i_q' = i_q \);
  \( p_{Fe_{hy}} = 0 \);
  \( p_{Fe_{ed}} = 0 \);
  \( p_{Fe_{ex}} = 0 \);
  \( p_{Fe} = 0 \);
end
Appendix I. P-MOB POLYNOMIAL BASED MACHINE MODEL

Matlab curve-fitting tool (cftool) has been utilized to generate the polynomial based nonlinear machine model from the high fidelity models.

![Schematic of the polynomial based high fidelity machine model for P-Mob motor](image)

```matlab
function [Ld, Lq, Psim, Te] = PMob(id,iq)

% Ld is the d-axis inductance,
% Lq is the q-axis inductance,
% Psim is the permanent magnet flux linkage,
% Te is the electromagnetic torque,
% id is the d-axis current,
% iq is the q-axis current,

x_mean=-60;
x_std=40.41; % where x is normalized by -60 and std 40.41,
x1=(id-x_mean)/x_std;
x2=(0-x_mean)/x_std;

y_mean=60;
y_std=40.41; % where y is normalized by 60 and std 40.41,
y=(iq-y_mean)/y_std;

% d-axis flux linkage:
Psid = (0.0694) + (0.03026)*x1 + (-0.006249)*y + (-0.001085)*x1^2 + (-0.005634)*x1*y + (-0.01437)*y^2 + (-0.0038)*x1^3 + (0.001184)*x1^2*y + (0.001055)*x1*y^2 + (0.001349)*y^3 + (-0.0003149)*x1^4 + (0.0007129)*x1^2*y^2 + (0.0004452)*x1*y^3 + (4.322e-7)*y^4 + (-1.863e-5)*x1^5 + (0.001649)*x1^4*y + (-2.715e-5)*x1^3*y^2 + (-0.0002926)*x1^2*y^3 + (-0.00347)*x1*y^4 + (-0.001622)*y^5;

% q-axis flux linkage:
Psiq = (0.109) + (-0.006133)*x1 + (0.03699)*y + (-0.002902)*x1^2 + (-0.003217)*x1*y + (-0.01521)*y^2 + (-0.001093)*x1^3 + (0.00111)*x1^2*y + (0.004276)*x1*y^2 + (0.05523)*y^3 + (6.132e-5)*x1^4 + (0.001653)*x1^3*y + (0.0008807)*x1^2*y^2 + (0.004635)*x1*y^3 + (-0.006843)*y^4 + (4.138e-5)*x1^5 + (-4.548e-6)*x1^4*y + (-5.815e-5)*x1^3*y^2 + (-0.000717)*x1^2*y^3 + (-0.001185)*x1*y^4 + (-0.001304)*y^5;

% permanent magnet flux linkage:
Psim = (0.0694) + (0.03026)*x2 + (-0.006249)*y + (-0.001085)*x2^2 + (-0.005634)*x2*y + (-0.01437)*y^2 + (-0.0038)*x2^3 + (0.001184)*x2^2*y + (0.001055)*x2*y^2 + (0.00134)*y^3 + (-0.0003149)*x2^4 + (0.0003124)*x2^3*y
```

197
APPENDICES

\[ + (0.0003729) \cdot x^2 \cdot y^2 + (0.0004452) \cdot x^2 \cdot y^3 + (4.322 \cdot 10^{-7}) \cdot y^4 + (-1.863 \cdot 10^{-5}) \cdot x^2 \cdot y^5 + (0.001649) \cdot x^2 \cdot y^4 + (-2.715 \cdot 10^{-5}) \cdot x^2 \cdot y^2 + (-0.0002926) \cdot x^2 \cdot y^3 + (-0.000347) \cdot x^2 \cdot y^4 + (-0.0001622) \cdot y^5; \]

\[ L_d = \frac{(P_{sid} - P_{sim})}{i_d}; \]

\[ L_q = \frac{P_{s}q}{i_q}; \]

\[ T_e = 3 \cdot \frac{3}{2} \cdot (P_{sim} \cdot i_q + i_d \cdot i_q \cdot (L_d - L_q)); \% \text{ 3 is the number of pole-pair.} \]
Appendix J. **NISSAN-LEAF POLYNOMIAL BASED MACHINE MODEL**

Matlab curve-fitting tool (cftool) has been utilized to generate the polynomial based nonlinear machine model from the high fidelity models.

![Fig. A.24 The d- axis flux linkage as a function of dq- axis currents](image)

![Fig. A.25 The q- axis flux linkage as a function of dq- axis currents](image)

![Fig. A.26 Schematic of the polynomial based high fidelity machine model for Nissan-Leaf motor](image)
function [Ld, Lq, Psim, Te] = NissanLeaf(id, iq)

% Ld is the d-axis inductance,
% Lq is the q-axis inductance,
% Psim is the permanent magnet flux linkage,
% Te is the electromagnetic torque,
% id is the d-axis current,
% iq is the q-axis current,

x_mean=-200;
x_std=143.8; % where x is normalized by -200 and std 143.8,
x1=(id-x_mean)/x_std;
x2=(0-x_mean)/x_std;

y_mean=250;
y_std=173.7; % where y is normalized by 250 and std 173.7,
y=(iq-y_mean)/y_std;

% d-axis flux linkage:
Psim = (0.04131) + (0.02698)*x2 + (-0.001326)*y + (-0.0006792)*x2^2 + (-0.004689)*x1*y + (-0.001749)*y^2 + (0.0002877)*x1*y + (-0.005168)*x1^2*y + (0.0005322)*x1*y^2 + (0.0007557)*y^3 + (-2.406e-5)*x1^4 + (2.27e-6)*x1^3*y + (0.0003487)*x1^2*y^2 + (0.0006611)*x1*y^3 + (0.0002342)*y^4 + (4.638e-5)*x1^4*y + (0.0001079)*x1^3*y^2 + (-1.153e-6)*x1^2*y^3 + (-0.0003724)*x1*y^4 + (-0.0002289)*y^5;

% q-axis flux linkage:
Psid = (0.04131) + (0.02698)*x1 + (-0.001326)*y + (-0.0006792)*x1^2 + (-0.004689)*x1*y + (-0.001749)*y^2 + (0.0002877)*x1*y + (-0.005168)*x1^2*y + (0.0005322)*x1*y^2 + (0.0007557)*y^3 + (-2.406e-5)*x1^4 + (2.27e-6)*x1^3*y + (0.0003487)*x1^2*y^2 + (0.0006611)*x1*y^3 + (0.0002342)*y^4 + (4.638e-5)*x1^4*y + (0.0001079)*x1^3*y^2 + (-1.153e-6)*x1^2*y^3 + (-0.0003724)*x1*y^4 + (-0.0002289)*y^5;

% permanent magnet flux linkage:
Psim = (0.04131) + (0.02698)*x2 + (-0.001326)*y + (-0.0006792)*x2^2 + (-0.004689)*x2*y + (-0.001749)*y^2 + (0.0002877)*x2*y + (-0.0005168)*x2^2*y + (0.0005322)*x2*y^2 + (0.0007557)*y^3 + (-2.406e-5)*x2^4 + (2.27e-6)*x2^3*y + (0.0003487)*x2^2*y^2 + (0.0006611)*x2*y^3 + (0.0002342)*y^4 + (4.638e-5)*x2^4*y + (0.0001079)*x2^3*y^2 + (-1.153e-6)*x2^2*y^3 + (-0.0003724)*x2*y^4 + (-0.0002289)*y^5;

Ld = (Psid-Psim)/id;
Lq = Psiq/iq;
Te = 3*4/2*(Psim*iq+id*iq*(Ld-Lq)); % 4 is the number of pole-pair.
Appendix K. **PROCEDURE TO OBTAIN OPERATING TRAJECTORIES**

![Schematic diagram](image.png)

**Fig. A.27 Schematic of the procedure to obtain operating trajectories**

%Δt=Δβ

function \([dT,dTh,dTh\_conv,dT\_e1,dT\_e2,dT\_e3,dT\_e4,dTh\_comp]\) = 
derivatives(id,iq,Ld,Lq,Psim,dLd,dLq,dPsim)

%dT is the derivative of torque with respect to current angle
\[
dT = Lq*iq^2 - Lq*id^2 - Ld*iq^2 + Ld*id^2 + Psim*id + (-dLq*id + dLd*id + dPsim)*iq;
\]

%dTh is (36)
\[
dTh = Lq*iq^2 - Lq*id^2 + Ld*id^2 + Psim*id;
\]

%dTh\_conv is (41)
\[
dTh\_conv = Lq*iq^2 - Lq*id^2 + Ld*id^2 + Psim*id;
\]

%dT\_e1 is utilized to obtain the trajectory with e1 error
\[
dT\_e1 = dT + dLq*id*iq;
\]

%dT\_e2 is utilized to obtain the trajectory with e2 error
\[
dT\_e2 = dT - dLd*id*iq;
\]

%dT\_e3 is utilized to obtain the trajectory with e3 error
\[
dT\_e3 = dT - dPsim*iq;
\]

%dT\_e4 is utilized to obtain the trajectory with e4 error
\[
dT\_e4 = dT + Ld*iq^2;
\]

%dTh\_comp represents the trajectory with the proposed approach
\[
dTh\_comp = dT - (dLd*id + dPsim)*iq;
\]

The simulation is performed as per the following procedure:
1) Make sure that the initial value of $\beta$ is $\pi/2$ with a slope of 1.

2) Run the simulation at a constant current magnitude for $\pi/2$ seconds so that 
   $\pi/2 \leq \beta \leq \pi$. (Note that the unit of the angle is in radian!).

3) Save the results in the workspace.

4) Specify the current angles in which the equations are zero.

5) Repeat the steps from 1 to 4 for other current magnitudes.

6) Plot the current magnitudes versus current angles obtained for each equations.
Appendix L. MODELLING ERROR ANALYSIS OF THE OBSERVER WITH HIGH FIDELITY MACHINE MODELS

The elements of the $M^{-1}(s)$ matrix, and the transfer functions associated with $\Delta \Psi_I(s)$, $\Delta \Psi_R(s)$ and $\Delta \Psi_M(s)$ are given by:

$$M^{-1} = \begin{bmatrix}
\frac{s^3 + s^2(K_p J_{22}) + s(K_i J_{21})}{\sigma_1} & \frac{s^2(\omega - K_p J_{12}) - s(K_i J_{12})}{\sigma_1} \\
\frac{-s^2(\omega + K_p J_{21}) + s(K_i J_{21})}{\sigma_1} & \frac{s^3 + s^2(K_p J_{11}) + s(K_i J_{11})}{\sigma_1}
\end{bmatrix}$$

where;

$$\sigma_1 = s^4 + s^3(K_p (J_{11} + J_{22})) + s^2(\omega^2 + K_i (J_{11} + J_{22}) - \omega K_p (J_{12} - J_{21}) + K_p^2 (J_{11} J_{22} - J_{12} J_{21})$$

$$\Delta \Psi_I(s) = \begin{bmatrix}
\frac{s^3(\Delta V_d(s)) + s^2(\Delta V_d(s) K_p J_{22} + \Delta V_q(s)(\omega - K_i J_{12})}{\sigma_1} \\
\frac{+s(\Delta V_d(s) K_i J_{22} - \Delta V_q(s) K_i J_{12})}{\sigma_1}
\end{bmatrix}$$

$$\Delta \Psi_R(s) = \begin{bmatrix}
\frac{s^3(\Delta R_I q(s)) + s^2(\Delta R_I q(s) K_p J_{22} + \Delta R_I q(s)(\omega - K_i J_{12})}{\sigma_1} \\
\frac{+s(\Delta R_I q(s) K_i J_{22} - \Delta R_I q(s) K_i J_{12})}{\sigma_1}
\end{bmatrix}$$

$$\Delta \Psi_M(s) = \begin{bmatrix}
\frac{s^3(K_p \Delta f_1) + s^2(\Delta f_1 (K_i + K_p^2 J_{22}) + \Delta g_1 K_p (\omega - K_i J_{12})}{\sigma_1} \\
\frac{+s(2 \Delta f_1 K_p J_{22} + \Delta g_1 K_i (\omega - 2 K_p J_{12})) + K_i^2 (\Delta f_1 J_{22} - \Delta g_1 J_{12})}{\sigma_1}
\end{bmatrix}$$

$$\Delta \Psi_M(s) = \begin{bmatrix}
\frac{s^3(K_p \Delta g_1) + s^2(\Delta g_1 (K_i + K_p^2 J_{11}) - \Delta f_1 K_p (\omega + K_p J_{21}))}{\sigma_1} \\
\frac{+s(2 \Delta g_1 K_p J_{11} - \Delta f_1 K_i (\omega + 2 K_p J_{21})) + K_i^2 (\Delta g_1 J_{11} - \Delta f_1 J_{21})}{\sigma_1}
\end{bmatrix}$$

It can be shown based on the final value theorem that:
\[
\begin{align*}
\lim_{s \to 0} \Delta \Psi_I(s) &= \lim_{s \to 0} \Delta \Psi_R(s) = \begin{bmatrix}
0 \\
\frac{K_i^2(\Delta f_{11} - \Delta f_{12})}{K_i^2(\Delta g_{11} - \Delta g_{12})} \\
\frac{K_i^2(\Delta g_{11} - \Delta f_{12})}{K_i^2(\Delta g_{11} - \Delta g_{12})}
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix} \\
\lim_{s \to 0} \Delta \Psi_M(s) &= \begin{bmatrix}
\frac{K_i^2(\Delta f_{11} - \Delta g_{11})}{K_i^2(\Delta f_{11} - \Delta g_{11})} \\
\frac{K_i^2(\Delta g_{11} - \Delta f_{11})}{K_i^2(\Delta g_{11} - \Delta g_{12})} \\
\frac{K_i^2(\Delta g_{11} - \Delta g_{12})}{K_i^2(\Delta g_{11} - \Delta g_{12})}
\end{bmatrix} = \begin{bmatrix}
\Delta f_{11} - \Delta f_{12} \\
\Delta g_{11} - \Delta g_{12} \\
\Delta g_{11} - \Delta g_{12}
\end{bmatrix} = \begin{bmatrix} c_1 \\
c_2
\end{bmatrix}
\end{align*}
\]