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Abstract

A magnetically coated tip is a fundamental part of the MFM instrument. These tips’ are bought commercially and/or individually manufactured in various shapes and sizes and with various material coatings and thicknesses. The sheer extent of possible combinations and the lack of a truly standard and reproducible tip is perhaps, one of the major contributing factors that prevent a complete understanding of the instrument and its characteristics and a full comprehension of how the tip interacts with a sample. While the MFM instrument is capable of generating qualitative images, a full metrological characterisation of its magnetic probe is one of the major concerns.

In this research project, the practical implications of a diagnostic sample in the form of a simple geometrical wire structure have been demonstrated. With the aid of mathematical modelling, the understanding of the interaction between the tip and the sample is improved. In addition, this research explored the effects of systematic reduction of a tip’s magnetic volume and its resulting images. It highlighted the significance of magnetic volume in image capture and provided a comprehensive quantitative insight in image type, reproducibility and quality. This project thus represents a further step towards the characterisation of MFM probes, which has the potential for ultimately benefitting the nano-magneto-electronic and data storage industry.
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Introduction to Magnetic Force Microscopy

1.1 General

The research in nanotechnology has seen exponential growth in recent years, due to an insatiable demand of gadget miniaturisation and throughput maximisation [1] and magnetic phenomena lies at the heart of much of it [2-10]. The initial impetus for producing structures and/or devices in micrometre/sub-micrometre scale came from a desire for handy, light and portable devices that retain the performance and power of their processors. Alternatively, greater densities in components push the performance beyond that was previously possible. The electronics industry worldwide realised that the miniaturisation would open the gateway to entirely new fields of limitless potential.

For example, fields like nanomagnetism, which encompass concepts like micro-magnetoelectronics and spintronics. These new concepts in turn created a strong impact on the field of fabricating nanoscale magnetic structures and devices.

In parallel to the efforts in the commercial sector, branches such as magnetic materials and devices have been established for purely academic purposes, which are concerned with the understanding of the underlying physics of fabrication, analysing techniques, and nanoscaled structures. The progress in one field is inadvertently coupled with improvement and understanding of another. Imaging techniques – synonymous to spatial resolution – plays a key role in interlinking of various fields.

Thus, the simultaneous demand for appropriate tools for visualising and analysing micro/nano magnetic structures/devices having the additional capabilities to produce good spatial resolution arose. Since then, the development of new and improvement of existing imaging techniques that have the potential of analysing magnetic properties with high resolution have undergone a renaissance.
Magnetic Force Microscopy (MFM) is a widely used instrument in science, for example, it is an important tool in the field of magnetic surface imaging. MFM is an effective and powerful analytical tool for investigating ultra-fine magnetic structures on a micrometre and submicrometre scale \(11\). It is a nondestructive technique, which can easily provide sub-50 nm resolution and is capable of determining magnetic configurations in isolated, as well as in dense nanostructures. MFM is an offspring of atomic force microscopy (AFM) \(12\), except that it responds to the magnetic stray field gradient from a sample. This is especially true for the near-surface stray-field variations from magnetic samples. Hence, MFM can be defined as an instrument that is sensitive to stray magnetic field gradients and allows the visualization of magnetic nanostructures \(13\), thin film materials \(14\) and patterned media \(15, 16\). Its applicability ranges from data tracks on data storage devices \(17\), to the basic domain observations of magnetic devices \(18\). Such basic research on magnetic materials as well as their industrial applications creates an increasing demand for high-resolution magnetic imaging methods. The most intriguing possibility for MFM is as a data recovery tool \(19\) whereby magnetically-stored data can be read. Generally, MFM yields qualitative information \(20\) about magnetic samples. However, in order to make MFM a quantitative technique \(21, 22\) further investigation is needed for better calibration of the magnetic probe/tip.

In order to attain ultra-high resolution images research is being conducted in various areas of MFM. For instance, one of the most active areas of research focuses on the calibration of the magnetic tips \(23-25\) with respect to the observed magnetic structures \(26\). This research is crucial to accurately characterise and analyse magnetic structures and/or to better interpret the results. This is because the true nature of interactions that take place between the tip and sample are not yet well understood. Moreover, because of a frequent lack of definition of the magnetic state of the tip, its behaviour in a
sample's stray field and its influence on the sample magnetisation may lead to artefacts, image perturbations and misinterpretations [27]. To explain these unknown variables of magnetic tips theoretical investigations have led to various proposed models [16, 28]. The simplest and most popular model amongst researchers is the point dipole approximation [29]. However, it is still not an exact solution and further research continues.

1.2 Objective of the study

In short, this project mainly concentrated on -

1. Improvement of the mathematical model [23] to conform better to the experimental results, while considering the involvement of both ‘z’ as well as ‘y’ components of the field gradients rather than only the ‘z’ component* and how they affect the final image data.

2. Further enhancement of the model to help focus on the MFM instruments’ linear and lift fly height modes, during image capture, at various fly heights and locations.

3. Studies of improved modelled and experimental investigations with the view to predicting the magnetisation direction of the tip, at a specific point during the sample scan. In addition, to find out if the angle the tip magnetisation makes with the sample during imaging scans could be estimated.

4. Studies into the MFM tip volume and estimation of how much of it is actively involved in the image formation. Prediction of the tip volume and magnetisation contribution at any point during the scan by using various tips was another aspect investigated.

* as considered in previous studies
5. The research included the observations of diverse range of magnetic samples by using various tips, in order to certify whether each tip-sample interaction is unique.

1.3 Project outline

In the first chapter, MFM is introduced to the reader. It then states the objective of the study conducted, as well as a brief outline of the project.

Chapter 2 deals with the general concepts of magnetism, its various types, why ferromagnets are different from other types of magnetism, this chapter then outlines the various types of magnetic energies and anisotropies involved under specific conditions. It then talks about the formation of domains, the types and nature of domain walls, when and how they move generating what is known as hysteresis. The chapter ends with a brief discussion about the stray fields over the surface of magnets.

Chapter 3 discusses what is an MFM and its’ probe, how image contrast is formed and if the desired signals could be separated from artifacts. It also covers topics such as importance of the probe in image formation, the desired (idealistic) characteristics of a probe and the assumptions associated with them. Furthermore, the chapter briefly cover topics such as what is a non-ideal real probe and tip-sample considerations that must be taken into account when using the instrument.

The fourth chapter gives a comprehensive review of various MFM probes, their shapes, styles and materials used. From the first probe prototype through to the latest available in the market were reviewed. This chapter also reviews various fabrication techniques, which are used for the production of the MFM probes and what are the potential benefits or disadvantages of using a particular technique. It covers the importance of the material coating and its thickness on the probes. At the end of chapter four MFM quantification as well as probe characterisations is reviewed.
The fifth chapter comprehensively covers MFM as a technique. With the help of preliminary experimentation, the chapter highlights the core issues of the technique. It also describes the focused ion beam (FIB) technique in detail along with issues relating to FIB. In this chapter the basis for tip modification is also theorised, which was later implemented during the course of the project. Lastly, it covers the current carrying wires, fabrication, set up and some possible issues associated with it.

The beginning of chapter 6 deals with the improvement of a mathematical model taken from Kebe et al. (23), to cater for both linear and lift fly height modes of the MFM instrument. With the help of the upgraded model, variations in the experimental results regarding different fly height modes were estimated at various fly heights. Furthermore, the variations in the final image data, of different tips having different coating materials with respect to the different fly heights in the linear as well as the lift fly height modes, were investigated. Moreover, the effects of tip(s) magnetisation direction, with the help of the model, were studied. The mathematical model was then further improved to better conform with and understand the experimental results. In addition, it was investigated if the model was able to predict factors such as the angle of magnetisation of the tip or whether it could be used to obtain information about the contribution of either or both the ‘y’ as well as the ‘z’ component in the MFM image data.

Chapter 7 ponders at the question regarding the active involvement of magnetic volume of the tip during a typical MFM image formation. To find out the effect of tip volume on the final image formation, the process of tip trimming was realised along with the estimation of the volume of magnetic material on the tip itself. The tip was subjected to scanning standard magnetic tape sample after every reduction step in order to check its resilience and integrity. Once all the parameters were acquired, the modified tip along with the standard and soft tips was used, in conjunction with the upgraded model, to estimate the moment of those tips. Furthermore, the investigations into, if and to what
degree the reduced volume affects the image data were also carried out. Lastly, estimation in the possible variations in the tip magnetisation and the volume involved at various fly heights at various locations during the image capture was examined.

In chapter 8, the impact of tip-sample variations on the magnetic images is discussed by using various types of tips with different samples. It shows the behaviour of a variety of tips (standard, modified and low-moment) with samples such as thin Au/Co multilayer film, REFeB thin films (properties ranged from amorphous to strong perpendicular anisotropy) as well as bulk REFeB single crystal. At the end of the chapter, the question of how the magnetic volume of the tip(s) affects the image formation is scrutinised.

Finally, this dissertation closes with a general conclusion and a discussion of future work. This is to provide the reader an overall picture of the research concluded therein and to illustrate that although the work here is a step forward, a more needs to be done to full comprehend the complex MFM tip-sample interaction and its interpretation.
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Introduction


Fundamentals

2.1 Introduction

Scientists long wondered if the forces of electricity and magnetism were related. The relationship between electricity and magnetism is now commonly known as electromagnetism and was first experimentally established by Oersted in 1820. He demonstrated for the first time that a magnetic needle is significantly deflected by a current-carrying conductor. That observation led him to realise that a wire with an electric current flowing through it is capable of producing a magnetic field.

In the same year, Jean Claud Biot in collaboration with his colleague Felix Savart came up what is now known as the Biot-Savart law. Although Oersted had published his findings in 1820, Biot and Savart became the first ones to publish an accurate, quantitative, mathematical analysis of the phenomenon. They proved that a magnetic field, at some point in space, is produced by a distribution of electric current flowing through a conductor. At that time however, they were unaware of the origins of the atomic moments basis of which lies in quantum mechanics. That is, the law relates the magnitude, direction, and position in space of the electric current to the magnetic field.

Finally in 1865 Maxwell completed Oersted’s work by introducing a set of mathematical equations bridging the gap between electricity and magnetism.

According to electromagnetic theory, if a current $I$ is passing through a closed circuit of vector area $A$, the magnetic moment $m$ (vector quantity) of that circuit can be defined as $IA^\dagger$ and its intensity is measured in $Am^2$. The moment of the current loop is perpendicular to the plane of the loop (right hand rule). Here it is worth pointing out that

---

* By the beginning of the seventeenth century, suspicions were circulating amongst the scientific community, that there might indeed be a link between the electric and magnetic phenomena

† $IA^\dagger$ defines the widely accepted notation of magnetic moment recommended by Sommerfield. However, in some texts notation $\mu IA$ has also been used (Kennelly notation) "4".
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both electric currents as well as the electrons of a system*, contribute towards the magnetic moment of a material.

2.2 Magnetism: Types

Although historically† the science of magnetism is an extensive one, only the basic concepts relevant to the MFM technique would be discussed here. Principally ferromagnetic materials‡ are the subject of interest in this dissertation. As most materials used during the course of this project fall in the category of ferromagnets, therefore a significant portion of the discussions here would deal with them, although, every so often, the term ‘magnet’ or ‘magnetism’ is used to imply materials that fall into the category known as ferromagnets. However, in order to understand ferromagnets, it is usually beneficial to know a little about other type of magnetic materials.

In reality, not every magnetic material exhibits ferromagnetism. Only the materials, which possess the capability of exhibiting spontaneous magnetisation (i.e. the presence of a net magnetic moment even in the absence of an applied field), are called ferromagnetic materials ß or ferri-magnetic materials. A magnetic moment (or magnetic dipole moment) can be defined as the quantity or measure of a body that determines the torque§ in an applied field.

In general, all matter exhibit some kind of magnetism, i.e. everything in the universe exhibits some kind of magnetic behaviour. In fact, the term magnetism is an umbrella

---

* That is, in magnetic materials the dipoles (both atomic and molecular) have magnetic moments because of their quantised orbital angular momentum as well as the constituent elementary particles spin (such as electrons and quarks); Unknown at the time of Biot-Savart
† The first observations of magnetic behaviour were made in China (probably during the Han dynasty) and by the ancient Greeks who, independently, found that loadstone, a naturally occurring oxide of iron (now known as magnetite), sometimes manifested ferromagnetic characteristics. The Chinese were the first to exploit this material for crop alignment and for marine navigations. The first detailed investigations into the magnetic phenomena were undertaken in the 15th and early 16th century by William Gilbert †† physician to Queen Elizabeth 1st of England
‡ elements such as Fe, Ni and Co
§ the object's tendency to align with a magnetic field
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term, which covers a host of materials having different properties. Most materials only exhibit weak magnetic behaviour in the presence of external fields. Some materials exhibit a slight attractive behaviour whereas some others show a slight repulsion to external fields.

Scientifically, these materials are categorised due to their ability to respond to external fields. There are three main categories namely diamagnetism - show a slight repulsion to external fields, paramagnetism - a slight attractive behaviour is exhibited in external fields and ferromagnetism - show strong magnetic behaviour even in the absence of external fields. Ferromagnetic materials possess an internal ordering. Above a certain temperature, all materials exhibiting ferromagnetic behaviour begin to show paramagnetic behaviour. Furthermore, there are materials known as ferrimagnetism - these materials exhibit slight magnetic behaviour in the absence of an external field. However, they are weaker than a ferromagnetic material and then there are materials that fall in the category known as anti-ferromagnetism. The anti-ferromagnetic materials behave like paramagnetic materials; however, unlike paramagnetic materials these possess internal ordering. In addition, there are further categories such as superparamagnetism - in which when the physical size of ferromagnetic/ferrimagnetic materials is reduced below a threshold level a change in the behaviour occurs subject to subtle thermal fluctuations and superconductors - a separate dedicated branch of materials, which behave like perfect diamagnets near absolute kelvin temperatures.

2.2.1 Electrons and moments

The origins of these magnetic phenomena can be best explained with the help of quantum mechanics. The fundamental distinction lies in the orientation of electrons’ spin and their orbital angular momentum. The spin - a purely quantum mechanical
concept - of the electrons has only two allowed states +1/2 or -1/2, i.e. the electrons in a shell can only have opposing spin directions, generally referred to as positive (or spin up) and negative (or spin down). In a free atom, the magnetic moment of an electron has contribution from its spin and its orbital angular momentum. In a solid however, the total magnetic moment is dominated by the electronic spin and the electron orbits become locked in the structure (thus, there is negligible or no contribution from the orbital motion) and are not influenced by external fields. Consequently, in most (crystalline) solids of interest (like ferromagnets), orbital moments of the electrons are quenched i.e. in various atoms they cancel out \(1, 2, 7\). It could be said that the cause of magnetic moments is the local alignment of atoms along with the electrons spin.

At the crux is the spin, associated with the electrons of the material and the arrangement of those electrons with their neighbouring electrons and atoms that dictate what type of magnetic behaviour the material would display. It is the filling up of the electrons in their outer most shells and their interaction with their neighbouring atoms that dictate the behaviour of a particular material. In cases where the spins of electrons remain uncompensated (or parallel) then there would be a resultant net spin momentum, and therefore a magnetic moment. Thus, some atoms show an inherent magnetic moment* while others do not. In some materials such as Fe, Ni and Co, there is a strong interaction between the atomic magnetic moments whereas in others the moments do not interact collectively. The net alignment and amplitude of the magnetic moments relative to the applied field, defines these materials.

2.2.2 Magnetic ordering and exchange

The interaction between the spins of two neighbouring electrons is known as exchange. Exchange is a quantum mechanical effect and is responsible for the phenomenon of

* The atoms of a ferromagnet possess a permanent magnetic moment \(7\). However, in ferromagnetic systems such as Fe-Si not every atom possesses a magnetic moment – the Si creates an appropriate separation of Fe atoms
ferromagnetism, ferrimagnetism and antiferromagnetism. The Pauli Exclusion Principle \[8\] lies at the core of the concept of exchange. As exchange is the cause for the alignment or anti alignment (i.e. magnetic ordering) of spins of neighbouring electrons, in some cases, making conditions conducive for the moments to line up in a particular direction spontaneously.

**Fig. 2.1:** Schematic illustrations of different type of magnetic order inside the materials (a) a material showing no magnetic order, (b) shows a material exhibiting a ferromagnetic sample, (c) represents an antiferromagnetic system and (d) is a ferrimagnetic material. The arrows represent magnetic moments having specific directions. (Schematic made by N.E.Mateen)

Figure 2.1 represents some of the materials mentioned earlier like ferromagnetic, antiferromagnetic and ferrimagnetic materials. If each arrow given in the figure 2.1 represents a magnetic moment having a particular direction, then figure 2.1(a) would represent the magnetic ordering of a paramagnetic material. Figure 2.1(b) would represent a ferromagnet, (c) illustrate an antiferromagnetic material and (d) would be representative of a ferrimagnetic material.

Figure 2.2 illustrates the magnetisation response of some of the well-known categories of materials in the presence of an external applied field. As can be seen from figure 2.2 the magnetisation \( M \) is plotted against the magnetic field \( H \) for ferro-, para-, and diamagnetic materials.

In the case of ferromagnetic materials, since there is already spontaneous magnetisation due to strong exchange forces, all the collective atomic moments in the form of a domain tend to rotate in the direction of the applied field.
In magnetism the word ‘domain’ is generally used for an area in a magnetic material where all the collective atomic moments are aligned i.e. the magnetisation direction is aligned. For ferromagnetic materials, the point at which all the collective moments become aligned to the applied field is generally referred to as the saturation magnetisation. In paramagnets however, as there is no collective behaviour of the atomic moments, an extremely large field must be applied to orient the direction of each moment parallel to the field. Conversely, when a diamagnetic substance is exposed to a field, a negative magnetisation effect is produced.

\[ \mathcal{J}_{\text{ex}} = \text{exchange integral} \]
\[ r_a = \text{radius of atom} \]
\[ r_{3d} = \text{radius of 3d shell} \]

**Fig. 2.3:** A typical Slater-Bethe curve. The relationship between the exchange integral \( \mathcal{J}_{\text{ex}} \) and the ratio of the interatomic distance \( r_a \) to the radius of the 3d shell \( r_{3d} \) known as the Bethe-Slater curve is illustrated here [9]
In figure 2.3, the Slater-Bethe curve shows the exchange integral $\mathcal{J}_{ex}$ as a function of $r_a/r_{3d}$, where $r_a$ is the radius of the atom and $r_{3d}$ is the radius of the $3d$ shell, for some $3d$ transition metals [6]. The distinction between ferromagnetic elements $\mathcal{J}_{ex} > 0$ and antiferromagnetic elements $\mathcal{J}_{ex} < 0$ is illustrated by the Bethe-Slater curve in figure 2.3.

The elements Fe, Co and Ni have positive values of the exchange integral and are ferromagnetic. Mn has a negative value of $\mathcal{J}_{ex}$ and is antiferromagnetic. Ferromagnetism can also occur in $4f$ lanthanide elements i.e. the rare earth elements such as Nd, Pr and Sm due to spin-orbit coupling, with high values of $\mathcal{J}_{ex}$ between spin and orbital moments. Alloys based on mixtures of the ferromagnetic $3d$ and $4f$ elements, such as Sm-Co and Nd-Fe are also ferromagnetic and thus are the basis for technologically important hard magnetic materials such as SmCo$_5$ [10] and Nd$_2$Fe$_{14}$B [11, 12]. The high magnetisation is associated with the $3d$ elements while the large anisotropy results from the $4f$ elements.

2.2.3 Magnetisation and hysteresis

In magnetic materials (as shown in figure 2.1) there are many magnetic moments distributed throughout the sample. When observed collectively in some ferro/ferri-magnetic materials this can lead to a non-zero net magnetic moment. In such a case when this non-zero net magnetic moment is divided by the volume $V$ of that material gives the net magnetisation (magnetic moment per unit volume) of that material.

$$M = \frac{m_{net}}{V}$$  \hspace{1cm} (2.1)

In the absence of an applied field, the net moment is zero in case of paramagnetic (the moments not aligned in any particular direction) or antiferromagnetic materials (with an internal alignment of moments). Hence, net magnetisation of paramagnetic or antiferromagnetic materials is zero only for zero applied fields. However, for Chap2 – Fundamentals
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paramagnets if the external field is applied the magnetisation is proportional to the applied magnetic field $H$.

$$ M = \chi H $$ \quad (2.2)

where $\chi$ is the proportionality constant known as the magnetic susceptibility. For a ferromagnet, the relationship between magnetisation with respect to the field is nonlinear, therefore

$$ \partial M = \chi \partial H $$ \quad (2.3)

A hysteresis loop best describes the behaviour of a ferromagnetic material when the magnetisation is plotted with respect to an applied field. Figure 2.4 illustrates the magnetisation response of a ferromagnetic material with increasing or decreasing external field. As to why the magnetisation of a ferromagnet behaves in such a way and what is happening inside the material is described in section 2.4.5.

The relationship between the magnetisation $M$, the applied field $H$ and magnetic induction $B^*$ (also known as the magnetic flux density) is given as,

$$ \mu_0 (H + M) = \mu_0 H + J = B $$ \quad (2.4)

$$ J = \mu_0 M $$ \quad (2.5)

Where $\mu_0$ is the permeability in free space, and $J$ is the magnetic polarisation of the system.

---

* the quantity used to measure the strength of a magnetic field

Chap2 – Fundamentals
By N. E. Mateen (Tara Rigby)
2.2.4 Temperature dependence

Most magnetic phenomena are temperature dependent to some degree\(^*\). However, some magnetic materials are more dependent on temperature than others are. For example, ferro/ferrimagnetic materials change their magnetic properties above a certain temperature known as the Curie temperature \(T_C\) whereas antiferromagnetic materials change their properties above the Néel temperature. Above this temperature, magnetic materials transform their ordering and randomise their moments. A ferromagnetic material will become paramagnetic because of such a shift in temperature. Nevertheless, diamagnet materials are the only ones, which could be said to be independent of temperature.

2.3 Magnetic Phenomenon: Microscopic Scale

Micromagnetism is the theory of magnetic moments and describes the underlying magnetic structure on both the micro and nano scale. The specific properties of magnetic micro- and nanostructures result from a complicated interplay between several energy terms \(\{13\}\). The understanding of the magnetisation process in magnetic materials requires a detailed description of the magnetic structure as a prerequisite. The theory of micromagnetism provides the mathematical framework to describe magnetostatics of the magnetised structures.

It is convenient to describe the magnetic behaviour using several competing energy terms. These terms can be summarised as a combined energy density \(E\) of a magnetic system. The behaviour of a ferromagnet when exposed to several competing energy terms is known as the “combined energy density” or “Landau free energy” which can be expressed as,

\[
E_{\text{tot}} = E_{\text{exchange}} + E_{\text{anisotropy}} + E_{\text{dipolar}} + E_{\text{Zeeman}}
\]  

\(^*\) Except for diamagnetism which is mostly temperature independent
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where $E_{\text{exchange}}$ is the energy associated with exchange interactions, $E_{\text{anisotropy}}$ is the energy associated with various anisotropies of the material, $E_{\text{dipolar}}$ is dipolar (or magnetostatic) also known as the shape energy of the system and $E_{\text{Zeeman}}$ is the energy involved when the magnetisation interacts with an external magnetic field. In cases where there is no external applied field ($E_{\text{Zeeman}} = 0$) the total energy equation becomes,

$$E_{\text{tot}} = E_{\text{exchange}} + E_{\text{anisotropy}} + E_{\text{dipolar}} \quad (2.7)$$

The interactions these energies are generally associated with, are described below

### 2.3.1 Exchange

Exchange is a quantum mechanical effect between indistinguishable particles, resulting from Pauli’s exclusion principle$^*$ and is therefore electrostatic in origin. There is no concept of indistinguishable particles in classical physics. Therefore, there is no concept of exchange either. The effect is due to the wave function of indistinguishable particles subject to exchange symmetry (i.e. remaining either symmetric or anti-symmetric when two particles are exchanged). Exchange help explain both ferromagnetism as well as antiferromagnetism. In ferromagnetic materials, exchange tries to keep adjacent spins aligned parallel, thus producing spontaneous magnetisation while keeping the energy at a minimum. In such cases, due to the overlapping of the orbitals of adjacent atoms having unpaired electrons, the distribution of those electrons in space becomes such that they move away from each other, having their spins lining up parallel (i.e. electronic moments lining up parallel) as opposed to the spins being aligned antiparallel. In other words, electrons carrying parallel spins do not stay in close proximity to each other and thus there is a reduction in the energy associated with their electrostatic interactions in

---

$^*$ ‘No two electrons can have the same set of four quantum numbers and occupy the same space’ or ‘two electrons cannot have the same wave function unless their spin is antiparallel’. Thus, apart from the electric repulsion, parallel spin electrons (i.e. aligned magnetic moments) tend to repel as well. Only when the spin of the electrons is antiparallel can there be attraction
such a material. This reduction in turn further favours the parallel spin configuration by creating a stable state. However, in anti-ferromagnetic materials, the spins of the electrons are antiparallel (i.e. opposing signs/directions) and is energetically favourable. Ferromagnetic materials in their saturation state exhibit minimum exchange energy but this might not necessarily hold true for other competing energies that might play a role in the system. Thus, the exchange energy in ferromagnets always favours the parallel alignment of the electronic magnetic moments. Conversely, exchange energy will be stored in the system if two adjacent electronic magnetic moments are not aligned with each other.

For ferromagnetic materials like Fe, Co and Ni, outer most electrons lie in the outermost metallic band i.e. containing the Fermi energy level. Electrons with parallel spin prefer to avoid each other due to the Pauli’s exclusion principle and this allows the coulomb interaction (i.e. electrostatics) to be reduced, which is favourable. All such materials should be ferromagnetic because of low energy and because there is lower coulomb interaction if the spins lie parallel.

2.3.2 Anisotropy

Magnetic anisotropy is the phenomenon by which the energy of a group of spins depends upon the direction in which they are pointing. If energy minimization occurs when the magnetisation spontaneously aligns along a particular direction in the sample then that direction is commonly referred to as an easy axis. Rotating the magnetisation away from these easy axes increases the energy of the system. When this energy reaches a maximum, the associated direction is called a hard axis. The maximum magnetic anisotropy energy is the difference between the sample being magnetised along the hard and easy axes. Each anisotropy contribution has an associated anisotropy constant.
When defining anisotropy generally the symmetry of the system is taken into account. The most common symmetries are uniaxial and cubic. The uniaxial symmetry is twofold, repeats every 180° whereas cubic symmetry is four fold, and thus repeats every 90°. A material may have several easy and hard axes depending on the type of dominant anisotropy energy. There are different types of anisotropies - namely magnetocrystalline, shape, surface and strain/stress/magnetoelastic. A brief discussion on main magnetic anisotropies is given below,

i) **Magnetocrystalline anisotropy**

Of all these anisotropies, only the magnetocrystalline anisotropy is intrinsic to the material. This is mainly due to spin orbit coupling. The magnetocrystalline anisotropy describes the coupling of the electrons spin to the crystal lattice by a spin orbit coupling energy. When an external field drives the reorientation of the spin of an electron, the orbit of that electron also tends to be re-oriented. Concurrently, the orbit of the electron is strongly coupled to the lattice and therefore it would resist the attempt to rotate the spin axis. Due to magnetocrystalline anisotropy, different energies are involved in magnetising a specimen in different crystallographic directions. The magnetocrystalline anisotropy acts in such a way that the magnetisation tends to be directed along certain crystallographic axes which correspond accordingly to easy directions of magnetisation.

The magnetocrystalline anisotropy results in preferred crystallographic directions along which all the aligned spins or net magnetisation lie. For an effective hard magnetic material, there should be only one preferred axis. Thus, the best permanent magnets are based on non-cubic structures, such as hexagonal or tetragonal with the easy axis in the

---

*For the uniaxial case, the energy density can be written as, $E_{\text{uniaxial}} = K_u \sin^2 \theta$ where $K_u$ is the uniaxial anisotropy constant having units of $J/m^3$, and $\theta$ is the spin orientation with respect to symmetry direction. [12]. The energy density variables of cubic anisotropy would be given by the expression $E_{\text{cubic}} = K_1 (\alpha_1^2 \alpha_2^2 + \alpha_2^2 \alpha_3^2 + \alpha_3^2 \alpha_1^2)$ where $K_i$ is the cubic anisotropy constant and $\alpha_i$ is the direction cosine of the spin along axis $i$. 

---
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c direction. For example, hexagonal ferrites and rare earth – transition metal alloys such as Nd$_2$Fe$_{14}$B \cite{14}.

In amorphous samples, no crystalline anisotropy is present because they lack long-range structural order. These normally do not have preferred direction(s) of magnetisation and hence can be easily magnetised in any direction. However, it is possible by field annealing to align atomic pairings in alloys parallel to the field such that a small degree of anisotropy is introduced \cite{15}.

\textbf{ii) Shape anisotropy}

Shape anisotropy has its origins in the magnetostatic energy. The shape anisotropy is also called self-demagnetisation/dipolar energy (see section 2.3.2(ii)(1) below). It should be made clear here that the shape anisotropy is usually included as part of the dipolar or magnetostatic energy term, rather than anisotropy energy. For materials where there is no crystalline anisotropy present*, the anisotropy is predominantly dependent upon the shape of the material rather than its crystalline structure. More importantly reducing/changing the dimensions of a magnetic material leads to strong shape anisotropy e.g. 3D (bulk~$\mu m \times \mu m \times \mu m$) > 2D (thin films~$\mu m \times \mu m \times nm$) > 1D (wires~$\mu m \times nm \times nm$) > 0D (dots~$nm \times nm \times nm$).

Aligning all the spins in a bulk sample along the easy magnetocrystalline anisotropy direction may produce a large magnetic stray field outside the sample. Shape anisotropy becomes especially important for thin films when they are magnetised perpendicular to the plane of the film. In such cases, the demagnetisation factor (see section 2.3.2(ii)(1) below) becomes large and very significant. For example, AlNiCo where there are elongated ferromagnetic particles in a non-magnetic or weakly magnetic matrix aligned preferably in a common direction.

---

* or the sample is a crystallographically isotropic - polycrystalline
(1) Demagnetisation field and magnetostatic energy

The demagnetisation field is a direct consequence of shape anisotropy as well as magnetisation of the sample and thus it depends on both these factors. A demagnetising field is generated by the surface charges (i.e. surface poles), passing internally through the sample. It is dependent on pole strength and pole separation in the sample. In the presence of an applied field, a finite sized ferromagnetic sample would be magnetised in a particular direction. However, the field experienced by such a sample would not be equal to the applied field. This is because of the presence of magnetic poles present at the surface of magnetised ferromagnetic samples, as they generate a magnetic field, which opposes the applied field. Hence, the difference between the applied field and the field experienced by the magnetised sample is called the demagnetising field [2].

$$H_j = H_a - H_d$$  \hspace{1cm} (2.8)

where $H_j$ is the field experienced by the sample, $H_a$ is the applied field and $H_d$ is the demagnetising field. The strength and direction of the demagnetising field vary inside a sample (from one position to another). As the lateral dimensions of the sample change, the factor responsible for producing demagnetising field also changes. This factor is known as the ‘demagnetising’ or ‘shape’ factor [2, 3, 16] denoted by the symbol $N$ and is a tensor quantity dependent upon the sample’s shape. The demagnetising field $H_d$ (in terms of the tensor quantity $N$ and sample magnetisation) can be written as,

$$H_{di} = -\Sigma_k N_{ik} M_k$$  \hspace{1cm} (2.9)

where $H_{di}$ is the $i$th component of the demagnetising field, $M_k$ is the $k$th component of magnetisation vector and the tensor $N_{ik}$ is the demagnetising factor. Equation 2.9 represents the ideal demagnetising field for an ellipsoidal shape. An ellipsoid shape is

* The demagnetising factor and depends on geometry of the magnetic sample. For a thin, out of plane-magnetised film, the demagnetising factor is 1 and for in plane magnetisation it is 0 [2]. Thus, a large field is required to magnetise a sample with large demagnetising factor.
the only shape in which, when a uniform external field is applied, the magnetisation produces a uniform demagnetising field. It is difficult to calculate the demagnetising field of an arbitrarily shaped body \(^2\) \(\). However, the shape effects only become significant at small aspect ratios and larger demagnetising factors \(\mathcal{N}\).

**High energy state**

[Image: A schematic diagram of surface charge distribution and origins of shape anisotropy in case of thin film [22]]

**Low energy state**

Fig. 2.5: A schematic diagram of surface charge distribution and origins of shape anisotropy in case of thin film [22]

For an ultrathin film, for instance, the magnetisation will be strongly preferred along its longer axis, i.e., in the plane of the film. This is because the magnetostatic energy is minimised when the spins lie parallel to the plane, thus favouring in-plane magnetisation for small surface charges across the thin edges of the film. A component of out-of-plane magnetisation leads to surface charges on the larger areas (top and bottom) of the thin film (see figure 2.5) thus having a higher energy. Hence, for a thin film sample the easy axis will lie in the plane of the thin film, providing that there is not an overriding effect arising from strong magnetocrystalline anisotropy. However, many ultra-thin films are designed to have perpendicular magnetic anisotropy, so the magnetization prefers to lie out of plane. In such cases of ultra-thin films, although the magnetostatic energy is minimized when magnetization is in plane but the interface-related anisotropy terms can overcome this.

\(^*\) However, there have been studies performed regarding the demagnetisation of non-ellipsoidal shapes \([16-21]\). For non-ellipsoidal samples, Burg and Wolf suggested that the demagnetising factor not only varies as a function of position inside the sample but also as a function of the magnetic properties of the sample \([19]\).
The demagnetising or magnetostatic energy in a material favours the nullification of free poles, thus reducing the field exhibited by the magnetised material. Consequently, the system favours paths of closed magnetisation inside the material. The magnetostatic energy \( E_{ms} \) can be expressed as,

\[
E_{ms} = E_{dipolar} = -\frac{1}{2} \mu_0 \int_{\text{body}} M_s H_{ms} d^3 r = \frac{1}{2} \mu_0 \int_{\text{all space}} H_{ms}^2 d^3 r
\]  

(2.10)

where \( E_{ms} \) and \( H_{ms} \) are magnetostatic energy and the magnetostatic field of the sample respectively. The factor \( \frac{1}{2} \) in equation 2.10 ensures that each dipole moment interaction with the field is counted once (‘to take into account that each moment contribution twice, once as a field and once as a moment’ (11)). In terms of saturation magnetisation and the demagnetising factor, the same equation may be represented as,

\[
E_{ms} = \frac{1}{2} \mu_0 N_k \int_{\text{all space}} M_{ms}^2 d^3 r
\]  

(2.11)

where \( M_{ms} \) is saturation magnetisation and \( N_k \) is the demagnetisation factor of the sample. Sakurai et al. (17) demonstrated that some geometrical shapes (such as rectangular based pyramidal structures) exhibit their demagnetising energies independent of the direction of magnetisation. This is also true of a spherical shape sample for which \( N = 1/3 \).

### iii) Magnetic surface anisotropy

The broken crystal symmetry at a surface can give rise to a uniaxial anisotropy, which favours the perpendicular alignment of magnetisation with respect to the sample surface. This can be important for thin films or when considering magnetisation adjacent to the surface.

Although magnetisation changes and changes in spin polarisation may also be important at interfaces. However, the surface anisotropy can be a strong and dominating effect of the surface of a material in some circumstances and the concept was first propounded by
Néel in 1954 [2]. Surfaces or thin films have different properties to those of bulk materials. In a crystalline material, the surface atoms have a lower symmetry environment due to the absence of adjacent atoms on the free space side of the crystal surface. However, the bulk atoms have a symmetrical environment. Surface anisotropy can be represented in the form of a surface energy density \( E_{\text{surface}} = K^S \cos^2 \theta \) where \( K^S \) is the surface anisotropy constant and \( \theta \) is angle of spontaneous magnetisation normal to the surface [23]. The value of \( E_{\text{surface}} \) depends on the nature of the lattice structure and surface orientation. The surface symmetry may not be higher than uniaxial. Thus, near the surface, the symmetry breakdown from cubic to uniaxial still occurs.

iv) Strain anisotropy

Lattice deformations influence the spin-orbit interactions and can thereby change the anisotropy strength and direction. If a magnetic material experiences any stress/strain then the material may experience magnetoelastic anisotropy. Magnetoelastic anisotropy is frequently a significant factor in materials such as Fe, FeCo and FeGa. For example, steel magnets having a highly dislocated, strained structures induced by martensitic transformations†.

For a crystalline structure, when dealing with lattice strains (in realistic situations), the system will deform spontaneously to keep the total free energy to a minimum. The energy associated with such deformations is known as the magnetoelastic energy. This is exemplified in particular by the non-uniform elastic strains associated with high densities of lattice dislocations such as in quenching steels, which were the basis of the

---

* in many works the definition \( E_{\text{surface}} = K^S \cos^2 \theta \) is often used and therefore has an opposite sign in comparison with Néel’ [23]

† A transformation that is usually driven by either mechanical deformation or change in temperature, they are diffusionless shear transformations [24]
early forms of permanent magnets. Similarly, strains associated with impurity particles result in strain anisotropy \cite{25}.

### 2.4 Magnetic domains, domain walls and magnetic switching processes

Magnetic ‘domains’ \cite{13} are the regions within which the direction of magnetisation is largely uniform in ferromagnetic materials. Although each individual region is magnetised to saturation, adjacent regions have their own independent magnetisation direction. The local anisotropy and/or external fields determine the direction of magnetisation. In case of local anisotropy, the magnetisation tends to lie in an easy direction (i.e. easy axis), within the domain. However, local anisotropy and/or external fields also limit the possible orientation of the domains. Furthermore, the exchange energy tends to oppose the formation of multiple domains. The domain patterns in a material may be complicated due to the contributions of various energy terms of similar magnitudes.

Figure 2.6 shows a schematic representation of ferromagnetic domains, in the absence of an external field (a) - having some orientation of magnetisation within them. In the presence of an external field (b), the domains having magnetisation roughly in the direction of the applied field would tend to grow until only one large domain is left (c). When the external field is further increased (d), then the magnetisation in the remaining domain rotates, aligning its direction with that of the field direction.

When a material is in its demagnetised state, various domains have magnetisation direction which are different to each other and which may cancel each other’s effects (figure 2.6(a)). In such cases, given a sufficiently large number of random orientations, the material may show a zero (or nearly zero) net magnetisation. Hence, magnetic fields outside the material may not be easily detected. However, when the magnetisation directions of various domains are aligned with each other, such materials produce large
magnetic fields. Rare Earth Iron Boron (REFeB) alloys are commonly used to make ‘permanent’ magnets \cite{26, 27} and in ideal cases, keep their domains aligned. In transverse sections through sample of such alloys, domains may follow fractal patterns whereas sections parallel to the easy direction manifest linear domain patterns.

![Diagram of Ferromagnetic Domains](image)

**Fig. 2.6:** A schematic representation of ferromagnetic domains, (a) is shown in the absence of an applied field. When an external field is applied (b) the magnetisation of the domains that has a major component in the direction of the field direction tend to grow. The thick arrows represent the magnitude and direction of the applied field and the thin arrows inside the rectangular domains show the direction of magnetisation. At higher applied fields the domain tend to push out the walls with only one single domain with the direction of magnetisation roughly in the direction of the applied field (c). Upon further increment of the applied field, the magnetisation of the domain will fully align itself in the direction of the applied field (d). The boundaries dividing the domains are called domain walls. (Schematic made by N.E.Mateen)

Domain ‘walls’ \cite{13} are boundaries separating one domain from the other. These walls are transitions from a domain state to its neighbouring domain state. The transition takes place over several atomic spacing and is not abrupt. The width of this transition is called
the domain wall thickness. The individual moments rotate to change the direction of magnetisation from one domain to the next, as shown schematically in figure 2.7.

![Diagram of Bloch domain wall](image)

**Fig. 2.7:** A schematic representation of a Bloch domain wall in which the magnetisation rotates from one domain (a) state to another (c). The arrows represent the direction of magnetisation. The width of the transition is called the domain wall thickness as shown in (b). (Schematic made by N.E.Mateen)

The domain wall thickness depends mainly on the balance between the magnetic anisotropy and the exchange energy. This energy balance regulates the width of the domain wall. The exchange energy of the material favours a wider domain wall with slow moment rotation from one site to another which means no specific spin configurations and no set domains. Thus, the moments tend to lie away from easy directions despite the presence of anisotropy. However, in ferromagnets the magnetic anisotropy increases due to the lack of specific spin orientation in the easy direction. Therefore, the presence of anisotropy energy in the region of the domain walls favours narrow domain walls in order to minimise the moments that are not parallel to the easy magnetisation directions. Mathematically the domain wall thickness for a 180° or Bloch wall could be written as,

\[
\delta_{dw} = \pi \sqrt{A/K_u}
\]  

(2.12)
here $A$ is exchange stiffness constant (not the area) and $K_u$ is uniaxial anisotropy constant \( \{13\} \). The exchange stiffness constant $A = 2S_{ex}S^2/a$, where $S_{ex}$ is the exchange integral, $S$ is spin and $a$ is the lattice constant \( \{28\} \).

### 2.4.1 Domain formation, walls and energy associated with walls

The domain pattern for a magnetic material is dependent on the size and geometry of the specimen. The direction of magnetisation of the domains is determined by the exchange, anisotropy and dipolar (magnetostatic) energy. The domain wall energy \( \{13\} \) $E_{dw}$ is the product of energy density $\gamma_{dw}$ per unit area and total wall area $A_{dw}$ and is given as $E_{dw} = \gamma_{dw} A_{dw}$. The energy density (for a sample of known thickness and length) is required to stabilise a domain wall of any type. It can be written as (for a uniaxial case) \( \{29\} \),

$$\gamma_{dw} = 4\sqrt{AK_u} \tag{2.13}$$

The total energy density is the addition of the exchange and anisotropy energies stored per unit wall volume and for a given material.

The process of domain formation occurs in order to balance the total energy of the system and tends to modify with increasing magnetising field as long as the end state has a lower energy than the initial state. When the energy expenditure of increased domain wall area becomes greater than the energy usage of reducing the magnetostatic energy of the system, the process of further domain formation ceases.

Figure 2.8(a) represents a ferromagnetic sample having a single domain state. Generally, a single domain state is observed either when a sample is magnetised to saturation or when the dimensions of the sample favour the existence of a single domain (section 2.4.3). In either case, the sample would have large magnetostatic energy* due to

\* i.e. stray field or dipolar or demagnetising energy
surface charges. The sample can remain in a single domain state or it may subdivide into multiple domains as shown in figure 2.8(b-d), to minimise the total energy of the system. The presence of uniaxial anisotropy favours the alignment of domains parallel to the anisotropy axis. Dividing the configuration into two domains reduces the magnetostatic energy.

---

Fig. 2.8: Schematic of a single domain in its saturated state having large magnetostatic energy (a). Introduction of more domain walls reduces the magnetostatic energy further (b), but increases the wall energy (c). Formation of closure domains ensures that there are no magnetic flux lines outside the sample are schematically illustrated in (d), thus reducing magnetostatic energy contribution down to zero. (Schematic made by N.E.Mateen)

The presence of multiple domains (figure 2.8(c)) significantly reduces the magnetostatic energy still further. The lowest energy is achieved when closure domains occur at the ends to give closed magnetic loops. This is because the domain splitting enables the

---

*The division shown in figure 2.8 is equally possible with cubic symmetry for the anisotropy; the only difference would be if the end closure domains form*
magnetic field lines outside the sample to close into adjacent domain(s), thus favouring the lower magnetostatic energy configuration of the system.

If the total energy of the saturated state of a large single domain is $E_{ms}$, then after the domain splitting into $n$th approximately equal volumes with the help of $(n-1)^{th}$ domain walls, the expression for the reduced energy of the system could be written as,

$$E \approx \frac{1}{n} E_{ms} + (n - 1) E_{dw} \quad (2.14)$$

As $n$ becomes very large, the stray field approaches zero.

The formation of closure domains ensures that the magnetostatic energy reduces almost to zero as shown in figure 2.8(d). The formation of closure domains removes the presence of free poles, thus resulting in pole avoidance. This happens in cases where the sample has little or no applied field and it has the correct anisotropy symmetry. In a crystalline sample, elastic anisotropies are induced by the formation of closure domains because of the introduction of strain into the system by production of walls at 90° next to the 180° walls. Thus, due to magnetoelastic energy, the closure domain would be favoured.

2.4.2 Types of domain walls

Two major types of domains (mentioned earlier in section 2.4.1) are the stripe domains separated by 180° domain walls and closure domains having 90° domain walls along with 180° walls. However, some other types of domain walls are also found in magnetic materials. The 180° walls are generally referred to as Bloch walls; however, they are also dependent on the saturation magnetisation as well as the film thickness. That is in thicker films and bulk, the 180° walls are usually Bloch walls. In materials with sufficient thickness (or bulk materials), the divergence of the magnetisation is zero for a Bloch wall and therefore they are preferred.
Fig. 2.9: The three main types of domain walls are shown here, (a) represents the 180° Bloch wall, (b) shows the Néel wall and (c) is the combination of the Bloch and Néel wall called the Cross-tie wall. (Schematic made by N.E.Mateen)

Typically, if the thickness of the material is lower than the width of the Bloch wall, a Néel wall will exist. The film thickness at which the domain walls change in type depends on the domain wall width. Below a certain thickness, walls known as Néel walls become energetically favourable, as the spin rotates within the plane of magnetisation. For such thicknesses, the Bloch walls become less energetically favourable - as the cost of the spins, rotating away from the plane of the film would be large. Thus, the Bloch wall may be converted into a Néel wall near the surface in order to compensate for the magnetostatic energy. Therefore, for very thin films Néel walls
are preferred. With further decrease in sample thickness, the Néel wall width increases, which minimises the magnetostatic energy.

Another type of wall is called the Cross-Tie wall formed by intermixing of Bloch and Néel walls. When Bloch and Néel walls become unstable, their large magnetostatic energy is reduced if the polarisation of the walls is altered. This brings about the formation of Cross-Tie walls. The schematics of the three types of walls is given in figure 2.9, where (a) shows a typical 180° Bloch wall, (b) shows a thinner material having a relatively broader Néel wall and (c) represents a cross-tie wall.

2.4.3 Single domain particles

A small particle may exhibit a single domain state when its size is smaller than or comparable to the domain wall width (13). Therefore, no domain wall can be formed if the diameter $d_{\text{particle}} < \delta_{\text{dw}}$ where $\delta_{\text{dw}}$ is the domain wall thickness. Thus, a stable particle with no domain wall(s) present in it can only be created, if the energy required to form a domain wall, is greater than the system’s magnetostatic energy. If the crystalline particle is spherical in shape, having a radius $r$, then the excess energy required to overcome magnetostatic energy is given by $Y_{\text{dw}}A_{\text{dw}} = 4\sqrt{AKu}\pi r^2$. The magnetostatic energy required to make a single domain into a multidomain particle (2, 13) is given by $4/3 \pi r^3 \mu_0 M_S^2$. For large $K_u$ where the magnetisation direction is along the easy axis, the size of the particle under which a single domain state will occur is given in terms of its critical radius,

$$r_{\text{critical}} \approx 9\sqrt{AK_u/\mu_0 M_S^2} \quad (2.15)$$

However, for a particle whose magnetisation may follow the surface contours and where the anisotropy is weak, the exchange energy contribution would increase. Therefore, in cases such as uniformly magnetised sphere, the expression given in equation 2.15 would no longer be valid. However, it has been found that the critical
radius for low anisotropy single domain particles is larger than for particles of high anisotropy \(2\).

### 2.4.4 Magnetic field-driven magnetic switching – wall movement and moment rotation

Magnetic switching is driven by mainly reducing the Zeeman energy as well as the overall energy of the system and thus increasing the alignment of spins with an applied field. Switching can take place in a magnetic material under the influence of an external field through two distinct processes: coherent rotation of domains and domain wall motion.

In an ideal\(^1\) system coherent rotation of the magnetisation occurs. In an attempt to restore spins to the easy direction, a torque is exerted in the opposite direction by anisotropy of the system. A stable spin direction is then reached by a balancing of the respective torques and hence a trade-off between the anisotropy and the applied field occurs.

In multi-domain processes, magnetisation reversal can take place through either domain wall displacement or domain nucleation. Whilst reversals by coherent rotation are collective the domain processes are slower as they are sequential in nature \(30\). A domain with spin alignment in the direction of switching can nucleate around inhomogeneities such as sample edges or surface defects. The wall adjacent to that domain would advance by rotating its spins in such a way that it realigns the spins of all the adjacent domains, which have different directions to the nucleated domain. In the case of a large number of nucleation events, the walls of each domain travel a short distance before coalescing with neighbouring domains. This type of domain process is common in magnetic thin films.

---

\(^1\) A system without any impurities or pinning sites, a single domain system
For domain wall displacement with a small number of nucleation events, the wall itself travels over a larger distance, thus increasing the size of the magnetic domains, which have their spin orientation in the direction of applied field. However, any large defect(s) and/or a “feature” with a dimension of the order of a domain wall width may impede the propagation of domain walls. These features are generally known as “pinning centres” or “pinning sites” \(^3\). The domain wall displacement can thus be controlled through the pinning mechanism. This leads to complex magnetisation mechanisms, due to imbalances in the energy states of the material.

### 2.4.5 Hysteresis: hard or soft materials

Domain and domain wall processes can be explained with the help of the hysteresis loop. When the applied field \(H\) is varied, the average magnetisation \(M\) in the material lags behind the applied field, thus creating a hysteresis loop (or \(M-H\) curve), as shown in figure 2.10.

The initial magnetisation curve from the demagnetised state is shown in figure 2.10(a-e), with the corresponding domains and domain walls as the sample goes from its demagnetised state to saturation magnetisation. In the demagnetised state, the magnetostatic energy of the sample is minimal. Such a sample would have multiple domain walls as shown in figure 2.10(a). As the field is increased, domain walls start to propagate through the sample, thus increasing the size of the domains, which have a component of magnetisation direction towards the applied field (figure 2.10(b to c)). The remaining domains and domain walls, which possess magnetisation components pointing in any other direction to the applied field, shrink and may eventually, disappear.
Upon further increment of the applied field, the magnetisation direction of the domain starts to move by coherent rotation towards the direction of the applied field (figure 2.10(d)).

**Fig. 2.10:** *Hysteresis loop showing the variation in $\mathbf{M}$ as $\mathbf{H}$ changes. The initial magnetisation curve from its demagnetised state is shown with the corresponding domains and domain walls (a-e), as the sample goes from its demagnetised state to saturation magnetisation. Once saturation occurs and the field is reversed, the magnetisation curve follows the outer hysteric loop, showing the remanence, coercive and anisotropy fields.* (Schematic made by N.E.Mateen)

Here, the domain walls completely disappear (or are unable to move due to defects and pinning sites) and the domain’s individual magnetic moments align themselves along the field direction. Once the moments are fully aligned, any further increments of applied field will not influence the domain(s) magnetisation direction within the applied field, thus, leading to magnetic saturation denoted by $M_s$ (figure 2.10(e)). Once saturated, the magnetisation does not go back to its original demagnetised state, when
the field is reduced to zero. This behaviour is known as hysteresis. A hysteresis loop is unique to that particular sample, although careful duplication of a sample may produce a nearly identical loop.

When the field is reversed after saturation, the magnetisation curve starts to follow the outer hysteretic loop (figure 2.10). The magnetisation no longer retraces its original path upon field reversal, when the field is reduced to zero. The value of magnetisation is called the remanence, and is denoted by $M_r$ on the hysteresis curve shown in figure 2.10. From $M_r$ in figure 2.10, if the field is increased in the opposite direction, the magnetisation will further decrease. The field that is required to bring $M$ back to zero is known as the coercive field, $H_C$.

With the help of these properties, an $M$-$H$ curve can explain the magnetic hardness or softness of a material. For example, consider the loop shown in figure 2.11(a). The material has both a large remanence and a large coercive field. Materials having a large anisotropy field tend also to have a higher coercive field. Such materials are known as hard magnetic materials.

![Hysteresis loop showing the variation in $M$ as $H$ changes.](image)

**Fig. 2.11:** Hysteresis loop showing the variation in $M$ as $H$ changes. (a) Represents a sample, which has a high anisotropy field and thus a high coercive field is a magnetically hard material; (b) shows an example of a soft magnetic material with low coercivity and anisotropy. (c) Represents a particle, which has a single domain state, influenced by moment rotation only (Schematic made by N.E.Mateen)

Figure 2.11(b) shows the hysteresis of a material, which has lower coercive field compared to that of figure 2.11(a), thus, representative of a moderate system. Moderate
to soft materials are used in data storage and recording media. An ideal data storage material would have quite high remanence and significantly low coercivity. Materials having very low anisotropy fields and low coercive fields are generally called “soft magnetic materials”, they maybe polycrystalline or amorphous. A loop generated by a material particle, having zero coercivity (low anisotropy or a hard axis loop) is shown in figure 2.11(c). Although, ferromagnetic single domain particles exhibit hysteresis but do not typically follow the loop in part 2.11(c). The materials exhibiting a hysteresis as shown in figure 2.11(c) come under the category of superparamagnetic particles. They switch their magnetisation direction due to random atmospheric thermal fluctuations. Hence, they put a physical limit to data storage and recording device miniaturisation commonly known as superparamagnetic limit.

The simplest classification for ferromagnetic materials could be of high coercive (strong/hard) and low coercive (weak/soft) magnetic materials. The behaviour of both soft and hard magnetic materials is, however, influenced markedly by extrinsic factors such as microstructure inclusions and thermal history [3].

2.5 Stray fields above the surface of ferromagnets

Ferromagnetic materials (as well as current carrying conductors) generate stray fields, which can influence other materials in their close proximity. In a ferromagnet, the magnetic stray fields are generated wherever there is a discontinuity in the magnetisation of the body (\( \nabla \cdot \mathbf{M} \neq 0 \)) due to magnetic poles, which may be referred to as free charges (an analogy with the electric charges). Stray fields may find their origins in the domains or the domain walls themselves.

Figure 2.12(a) shows a schematic diagram of a ferromagnet having periodic domains of width ‘\( b \)’ (as \( \nabla \cdot \mathbf{M} \neq 0 \)), and each domain has a direction of magnetisation opposite to that of its neighbouring domains. Therefore, the magnetic charges at the surface
alternate. This periodicity gives rise to the stray fields emanating from the sample, as represented in figure 2.12(b).

![Figure 2.12: A schematic of a cross-sectional semi-infinite sample, (a) showing periodic domains and (b) magnetic charges on the surface giving rise to a magnetic field distribution.](image)

In the case of Bloch domain walls, (figure 2.9) free charges (i.e. poles) would arise on the wall surface separating the two domains. For example, for relatively thin materials, stray fields are generated when Bloch walls intersect with the surfaces of the material. For cross-tie walls, alternating magnetic charging occurs due to an unbalanced mixture of the Bloch and Néel walls. All these phenomena give rise to stray fields.

![Figure 2.13: A schematic comparison of magnetic media having in-plane magnetisation called longitudinal media (a), and media having the magnetisation direction perpendicular surface of the sample plane (b), called perpendicular media.](image)

Figure 2.13 shows a schematic of two different configurations of stray fields. The stray fields generated by a longitudinal data storage media: the magnetisation lies within the plane of the media (a) whereas, for perpendicular media (b) the magnetisation lies out of plane of the material.
Stray fields (Macro-, micro- or nanoscopic range) associated with a magnetic material or current carrying conductors (on surface or embedded in microcircuits) can be successfully detected with a sensor of known parameters. Although semiconductor materials are the most commonly available field sensor (via the Hall effect), magnetic (such as ferromagnetic, or superparamagnetic) \cite{31}, electromagnetic \cite{32} or optical \cite{33-35} sensors are also available. Both the Bitter Method \cite{5, 13} and the MFM \cite{31} are simple techniques sensitive to stray magnetic field. In case of Bitter method, a fine magnetic powder is applied to the surface of the magnetic material, the powder particles align themselves with the surface stray field gradient of the magnetic sample \cite{13} that can then be examined by using a suitable optical microscope. An MFM, on the other hand, produces force gradient images because of the interactions between a magnetic probe (integrated with a cantilever) and a sample’s magnetic stray field gradient by raster scanning over the sample’s surface. These interactions translate into a change in resonant frequency of the cantilever. The change in resonant frequency of the cantilever thus leads to formation of a force gradient images. \cite{36}

2.6 Summary

In this chapter, some basic magnetic phenomena occurring on various length scales have been discussed. Furthermore, the various types of magnetic materials and their associated energies have also been summarised. Magnetic domains, domain walls and magnetic switching processes have been briefly reviewed along with various types of domains walls and single/multidomain particles.

2.7 References


Magnetic Force Microscopy

3.1 Introduction

In order to observe the magnetic micro/nano-structures, various imaging techniques such as magnetic force microscopy* (MFM) \cite{2-5}, Bitter method \cite{6, 7}, magneto-optical methods \cite{6, 8-10} and transmission electron microscopy (TEM) \cite{6, 11, 12} have been developed. Many of these techniques are capable of producing high quality magnetic images as well as providing quantitative information about the specimen. However, almost all the techniques suffer from high costs, laborious and time-consuming sample preparation procedures, or limited special resolution, except perhaps for MFM and the Bitter method.

Though the Bitter technique is sensitive, easy to use and highly cost effective it is handicapped by its limited magnetic field range of 10kA/m (or 10µA/nm) \cite{6} (Appendix: 3.A). MFM on the other hand, is a cost effective, sensitive, high-resolution technique, which requires minimum sample preparation. Consequently, MFM is easy to operate and applicable under various environmental conditions for instance in vacuum \cite{13-15} or low temperature \cite{16-20}. The progress made in the last three decades has turned MFM from a research tool into one of the most widely used magnetic imaging techniques. Overall throughput of this instrument is the adequate compared to its alternative approaches. However, they are complementary techniques, each with their own advantages and disadvantages.

Despite the progress made, rigorous research is still required, especially in the areas of improvement of the techniques overall resolution but more importantly in efforts towards quantifying the image data. If MFM could be made into a quantitative technique then its application in the field of metrology would also skyrocket.

\* In 1987 Martin and Wickramasinghe \cite{1} developed the magnetic force microscope (MFM), for the observation of magnetic structures
3.2 What is MFM?

A magnetic force microscope (MFM) is capable of generating images of the spatial variation of magnetic forces originating from a magnetic sample’s surface. In other words, the microscope is sensitive to the spatial derivatives of the magnetic stray fields generated by the sample. These stray fields result from the divergence of magnetisation (as stated in chapter 2) and therefore MFM is an indirect method for gauging samples magnetisation. The MFM can also be regarded as a ‘magnetic charge-imaging device’ [21, 22] because it generates an image from the resulting charge accumulation at the surface of the sample.

Fig. 3.1: A schematic representation an MFM, z is defined as the flying height of the tip and is taken as the co-ordinate direction perpendicular to the sample surface. The laser is shone at the backside of the tip and a photo detector (PD) senses the change in the cantilevers’ frequency. The blue dotted lines represent the stray field lines emanating from the sample (Image made by N.E.Mateen)

\[ \nabla \cdot \mathbf{M} \] for bulk and \[ \hat{n} \cdot \mathbf{M} \] for the surface
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MFM uses the magnetic probe - a force sensor - to detect these magnetic force gradients of the source material (having a specific direction of magnetisation) by raster scanning over the surface of the sample at a certain height. A laser is shone at the backside of the tip and a position sensitive photodiode detector (PD) senses the change in the cantilevers’ frequency. Hence, the digital image of the MFM is the result of a highly precise laser set up that is sensitive to the oscillations of the cantilever due to the magnetic field gradients the cantilever detects as shown in figure 3.1

### 3.3 What is an MFM probe?

At the core of the MFM is the probe - a magnetic tip attached to a cantilever [23]. Generally, the probe is coated with a magnetic material. The term MFM probe has generally come to symbolise the magnetically active volume of the force sensor [24, 25].

The term magnetically active volume implies that there is only some portion of volume of the total material on the probe, which plays an active part in the final image formation. This term ‘active volume’ or in some cases, ‘the effective volume’ is a theoretical term [26, 27] and is subject to further debate (see chapter 7). The term ‘probe’ may be used only to represent the tip or it may refer to the combination of both the tip and the cantilever. This choice of terminology might depend on the active contribution of both amount and type of magnetic material in the image formation¹.

The magnetic probe attached at a free end of a biasing member (piezoelectric actuator) deflects (having a set of frequency) in response to the magnetic forces between it and the sample [30].

---

¹ This is because the dimensions of the probe are too small to avoid magnetic coating on cantilever with the commercially available manufacturing/coating techniques [28] Therefore, in most commercial probes, both tip and the cantilever is magnetically coated [29] unless otherwise stated [23].
3.4 Sensing magnetic stray field gradients

The interactions between the tips and the sample lie at the heart of MFM technique. This interaction (between the tip and the sample) results in a shift in the resonant frequency of the cantilever. The changes in frequency are recorded in the form of a force gradient map. This shift in resonance can be measured in a number of ways such as phase, amplitude or through a feedback loop $[6, 31]$.

At any instant, the motion of the cantilever is dependent on distance between probe and sample, the amplitude (or frequency) of a given probe and on the local magnetic field gradient experienced. At low amplitude, the cantilever oscillations remain uninfluenced by the tip-sample interactions resulting in no field sensitivity. In addition, if the tip-sample separation is too large the field sensitivity is significantly reduced. In such cases no external force gradient could be detected therefore, a zero force gradient $F_x'$ can then be assumed $[32]$ and the resonant frequency can be denoted of the cantilever by $f_0$. However, at a reduced tip-sample separation the interactive tip-sample forces influence the cantilever oscillations. Now the cantilever behaves under the influence of tip-sample interaction as if it had modified amplitude. Thus, the presence of a force gradient will shift the resonant frequency of the probe by $\Delta f = f_0 F'_x / 2k$ if the force gradient $F_x'$ is small compared to the spring constant $k$. Therefore, it could be said that there is a tension between cantilever amplitude and tip height from the sample. With higher amplitudes and lower tip heights greater sensitivity could be offered.

In practice, the force derivative is most commonly determined by measuring the cantilever phase variation and therefore, has been used in this dissertation. The phase $\varphi$ of the probe oscillation also changes rapidly around the resonant frequency. This can be measured by a signal proportional to the resonant frequency shift i.e., change in resonant frequency (see figure 3.2). When a cantilever is excited (due to the stray field
gradients of the samples) in the predominantly z direction and its excitation frequency approaches the resonant frequency, the phase is shifted by $\Delta \varphi$ and can be expressed as

$$ \Delta \varphi \approx \frac{Q}{k} F'_x $$

(3.1)

where $Q$ is the quality factor and $k$ is spring constant.

**Fig. 3.2: Shift in phase at a given drive frequency [33]**

The resonant frequency shift can also be detected by using a phase locked feedback loop [38] where the phase is monitored and the driving frequency is altered to maintain the phase lag at a constant value corresponding to the resonance condition [39].

Another factor favouring phase measurements (over both frequency and amplitude methods) is the relative simplicity and its additional capability of rendering relatively higher resolution of the images [32].

### 3.4.1 Contrast formation: MFM images

The magnetic contrast image generated by the MFM is of the stray field gradient of the sample, relative to the direction of magnetisation of the tip. The inhomogeneous

---

8 Extensive research has been conducted in the area of cantilever modes of excitation [23, 34-37], however, for convenience only z-axis is assumed

9 The quality factor is dependent on the cantilever’s intrinsic properties such as its mass, resonant frequency and damping factor [23, 36]
magnetic stray field sensed by the tip is due to both attractive and repulsive forces acting upon it. The images in MFM are mostly generated with image contrast formed by the phase shift and any change in phase shift depends on the direction of the positive or negative force gradient.

For images to be created, the measured signal is allocated to a grey scale. These grey values represent different magnetic field gradient strengths of sample interaction with the consistently magnetised probe. The variation of interactive magnetic forces between the magnetic probe and the sample changes the magnitude of the phase-shift, which results in an overall higher or lower contrast. Thus, image (phase) contrast is the difference between the lowest and highest phase shifts. Conventionally positive phase shifts produced by repulsive force interactions or negative phase shifts by attractive force interactions between the probe and the sample are allocated lighter or darker contrast in the MFM image respectively. MFM software is also capable of determining the average value of all the phase shifts, in a particular region of the sample. This value is called the mean phase value.

Depending on the type of probe-sample interactions, figure 3.3 shows repulsive, attractive and neutral/grey scale MFM image contrast. However, these contrast scales are due to interaction of the tip, typically magnetised in this z-direction and the dominating z-component of magnetic stray field of the sample. The right side of the figure shows no contrast or grey scale/neutral area. The MFM image renders no contrast because the magnetisation of the sample lies in the plane and its contribution to the z-component is negligible. The tip therefore does not experience attractive or repulsive forces acting upon it and there is no change in the phase shift.

†† The magnitude of the phase-shift generally reflects the vertical component of the stray fields emanating out of samples
‡‡ In case of mathematical analysis to match the results with the experiments a negative sign may be included with the phase shift.
**Fig. 3.3:** A Schematic cross-sectional presentation of a longitudinal magnetic storage media and a number of bits with certain direction of the magnetisation are shown. Also indicated is the magnetic stray field emanating from the bit transitions. Bottom figure shows the expected MFM image contrast for three different types of bit transitions as resulting either from repulsive, attractive or no interaction of the tip with the sample [43]

The contrast formation in MFM is a complex process because of its dependence upon numerous factors [44] enumerated below:

a) the direction of magnetisation of the sample and the tip

b) tip shape

c) coating thickness

d) tip-sample distance

e) the drive amplitude of the tip and

f) tip amplitude set points and tilt angles which are different for different types of magnetic structures with respect to the samples surface.
3.4.2 Separating magnetic signal and artefacts

Magnetic signals are sensed by the probe, at a certain position above the sample’s surface, due to the probe interaction with the stray field gradients of the sample. The magnetic signals are not the only signals the probe may encounter. There are other forces present at or near the surface of the magnetic sample, which can be picked up by the probe. These forces interfere in the process of magnetic image capture if the probe-sample distance lies within their respective ranges. It is therefore imperative that the magnetic signals are separated from such forces as the interference of any unwanted force can produce image artefacts. The resulting image would then not be a true magnetic representation. These near surface forces include electrostatic, capillary wetting interactions, quantum mechanical and the van der Waal force§§\cite{32, 46}. Most of these forces fall off rapidly with distance from the surface. However, the magnetic forces have longer range and can persist at a distance from the sample surface beyond the Coulombic forces. Hence, the signal from the magnetic force can be separated from the Coulombic forces provided the tip/sample separation is sufficiently large.

Scientists successfully exploited these differences in the dependencies of the signals on distances\cite{47, 48}. Much work was done\cite{1} to keep the probe in the range of dominant magnetic signals and to control the probe-sample separation, especially in cases where the sample’s surfaces were relatively rough\cite{4, 50-55}. The initial studies\cite{56-58} relating to the constant probe-sample separation encountered problems when investigators had to deal with irregular sample surfaces because this resulted in a variable probe-sample distance. It could not then be ensured that forces, such as van der

\textsuperscript{§§} Van der Waals forces originate from the interatomic distances and can be both short and long range. Below 10nm probe-sample distance, the van der Waals force increase. Due to the difficulty in determination of the actual tip shape, it is difficult to ‘model’ actual distance dependence of the van der Waals forces\cite{32}. Compared to van der Waals interactions the magnetic interactions have a shorter range. This is because the span of influence of the magnetic interaction is determined by the inverse third power of the separation distance. Conversely, in case of, van der Waals interactions the separation distance fall off with the inverse first power\cite{45}
Waal’s, remained reasonably constant with respect to the magnetic forces, thus resulting in image artefacts \cite{59}. Later, the surface topography was used as a reference point because the van der Waal’s forces could generate good quality surface images. The images generated are called AFM images \cite{53, 60-64}, since ‘atomic’ forces are used to generate these. In this method, researchers \cite{56} kept the probe-sample distance larger than the set distance for the surface topography imaging. The drawback was to maintain a constant probe-sample distance and making sure that the magnetic signal and the surface topography remained separate over the entire surface.

In the early 90s Hosaka et al. \cite{55, 58, 65-67} introduced an idea of separating the magnetic signal from other surface signals. By using both a constant repulsive force control and a magnetic force gradient measurement, they measured magnetic force gradient image and a surface structure image. If the height is kept low enough the short range van der Waals forces come into play and interfere with the long range magnetic forces. The most effective way for the separation of the topographic and the magnetic forces is with lift heights. This is a good way of acquisition of topographic as well as the magnetic information at the same time. One major advantage of this is as the magnetic features are strongly connected to the surface features of the sample which is extremely useful in the interpretation of magnetic features observed. A similar method is used in the commercial MFM to separate the magnetic signal from the unwanted artefacts \textsuperscript{***}. A set distance (~20nm to 1μm) from the sample is generally given for the probe to operate. This method is commonly known as ‘tapping Liftmode’ \cite{33, 68}.

As MFM mainly detects the relatively long-range magnetic forces between the tip and the sample, for it to work effectively a minimum distance of about 10 nanometres \cite{69} is required between the probe and the sample for it to be able to sense the small

\textsuperscript{***} Image artifacts could also arise from other environmental factors such as a contamination of the tip apex or that of the sample, image noise and/or acoustic vibrations. Such artifacts are generally catered for by using a vibration/sound proof table and using the instrument in a clean room environment or using the MFM in vacuum.
magnetic stray fields. Depending on the strength of the stray field gradients emanating from the tip and the sample, the detection range of an MFM typically ranges from tens of nanometres to a few micrometres \(^{33}\).

### 3.5 The importance of MFM Probes

The accuracy of MFM images depend on the magnetic properties of the probe, which are dependent on the type of magnetic material, its amount by volume, the size, the shape of material on the tip or shape of the tip itself including the distance between tip and sample. A probe selected for imaging a particular sample should be suitable for that sample at least. For example, a probe with very strong magnetic field strength may change the magnetic configuration i.e. ‘write’ on a soft sample \(^{24, 70-74}\), conversely a probe with a significantly weak field strength may be influenced itself by a strong field from the sample \(^{75-81}\). Ideally, the same probe should be used for a complete study if comparative studies are to be conducted.

Without sufficient understanding of the behaviour of a probe, accurate image interpretation is not possible. However, due to the involvement of various factors in the probe, the probe-sample interactions are complex to understand. In an effort to aid in understanding, generally the process is made simpler by assuming a probe behaves ideally.

#### 3.5.1 What is an ideal MFM probe?

An ideal MFM probe should have a tip made of (or coated with) a magnetic material having a volume small enough to exhibit a weak but stable magnetic field so that the tip’s field does not perturb the sample magnetisation in any way. Although attempts for manufacturing ideal probes have been made \(^{70}, 77-79, 82-98\), the majority of the MFM probes available commercially \(^{23}, 28, 29, 99\) are much more complex.
Therefore, it is convenient to make some simplistic assumptions regarding real probes in order to investigate them.

3.5.2 Assumptions for an idealistic probe

When considering the probe-sample magnetic interactions, normally a number of assumptions are made in order to simplify a highly complex process of image formation and its interpretation. As the focus of this study was the MFM probe, the behaviour of the cantilevers was not studied extensively. For all intent and purposes, the cantilever behaves as is normally expected for a typical magnetic image measurement. Arguably, if there were any inconstancies in the cantilever’s behaviour, those disparities would appear as contributing factors toward the final MFM image formation. Extensive studies of the cantilever have been performed in the literature {17, 23, 34-37, 91, 100-111}. Some common assumptions of the cantilever and tip are:

a) That the cantilever is parallel to the surface plane of the sample and that the stray field gradient over the sample surface is sensitive to the probe-sample (tip-sample) interaction force or its gradient in the perpendicular (z) direction as shown in figure 3.4(a).

b) That the tip shape is perfectly symmetrical as represented in figure 3.4(a) and that the magnetic coating on the tip is uniform.

c) That the tip apex is the active contributor in the formation of a magnetic image. The contributions from the base of the tip (attached to the cantilever) as well as the cantilever itself are considered weak and are ignored {23, 35, 37, 105}).

d) That the MFM tip is made of a material that can consistently maintain its magnetisation direction once magnetised so that the tip moment is constrained as shown in figure 3.4(b). The probe behaviour is considered stable if the tip moment(s) (hard tip
with high coercivity) do not vary in direction or magnitude under the influence of the stray field experienced above a sample surface.

![Magnetic Force Microscopy](image)

**Fig. 3.4:** An ideal cantilever position with its ideal MFM pyramidal shaped tip and initial magnetisation direction perpendicular to the sample surface as represented schematically in (a). Furthermore, in ideal cases it is expected that the magnetisation direction does not change while the MFM probe scans the sample as shown in (b). In real cases however, the cantilever might not be parallel to the samples surface, the pyramidal tip shape may be asymmetrical even though the magnetisation direction of the tip might have been initially perpendicular to the samples surface as shown in (c). However, during an MFM scan the precise direction of the magnetisation is unpredictable, as there is always a possibility of some amount of tip and/or the sample influencing each other (d). (Schematic made by N.E.Mateen)

e) That the tip stray field does not locally change (write) a magnetisation distribution into the sample together with its stray field gradient or *vice versa*.

f) If a domain structure is present in the tip coating then the domain structure does not change during the measurement.

Generally, it is considered that if some of these assumptions are not taken into consideration for a specific probe-sample arrangement the image interpretation becomes too complex to understand. A few assumptions might be necessary to simplify the complex processes, however, the aim should always be to keep the scenario as real as possible in order to understand and utilise the real behaviour of the tip and/or the sample or both as shown in figure 3.4(c-d).
3.5.2.1 Magnetic stray fields and stray field gradients

When the stray fields generated by the sample interact with the moment of the MFM probe, the probe experiences a force \( F \) written as,

\[
F = \mu_0 m_{tip} \cdot \nabla H_{sample}^{\text{tip}}
\]  

(3.2)

For simplification, clause a) given in section 3.5.2 is considered. Therefore, the equation 3.2 in the perpendicular (\( z \)) direction for a tip moment and sample can be written as,

\[
F_z = \mu_0 m_{tip} \cdot \left( \partial H_{z}^{\text{sample}} / \partial z \right)
\]  

(3.3)

and a force gradient

\[
F'_z = \mu_0 m_{tip} \cdot \left( \partial^2 H_{z}^{\text{sample}} / \partial z^2 \right)
\]  

(3.4)

where \( m_{tip} \) is the magnetic moment of the tip and \( H_{z}^{\text{sample}} \) is the stray field from the sample. The interaction of the tip stray field with the sample magnetisation can also be considered due to the principle of reciprocity \( 112-114 \). In that case, the notation of tip and sample in equations 3.3 and 3.4 could be reversed i.e., \( m_{sample} \) and \( H_{z}^{\text{tip}} \). Equations 3.3 and 3.4 are true for simple image interpretations where a magnetic probe interacts in a non-perturbative manner with the sample.

3.5.3 Non-idealistic, real probe

In real cases, multiple factors such as those mentioned above (complicated probe geometries and magnetic structure) are involved in the process of the MFM image formation (see figure 3.4(c-d)). These factors contribute towards the image instability in general and may introduce image artefacts as well. Hence, the actual process of MFM image formation is quite complex and one has to have a shrewd eye to be able to detect the real from the defective images. If only the surface of a probe is coated with magnetic material, then the tip shape, the type and amount of magnetic materials coated
on the probe are amongst a few factors that affect the resulting magnetic image significantly. In other words, the magnetic image (of a particular sample) as portrayed by the MFM, would be subject to the tip’s magnetic behaviour in relation to the specimen under investigation.

Figure 3.5: SEM image of the top of a commercial CoCr MFM pyramidal tip (a), and as viewed from the side (b) (Image captured by N.E.Mateen)

Figure 3.5 illustrates the complex surfaces involved in a typical commercial tip (pyramidal in shape). These surfaces introduce uncertainties into any quantitative modelling and hence image interpretation. In practice, when tips are fabricated, the probe is first manufactured with Si and then a deposition technique such as sputtering \[115\] is utilised to deposit the magnetic coating. However, as the area covered by the sputtering techniques is generally huge compared to the area needed to be coated i.e., only the tip, both the tip and the cantilever are coated with magnetic material. Therefore, this method might be excellent for batch fabrication but has some major issues when it comes to the image quality. As a result, whole tip batches may be of high quality or merely acceptable. For high performance tips, such as by Veeco, the manufacturers usually charge at premium rates, as those tips are easily available, show stable behaviour that is suitable for a wide variety of samples having moderate magnetic properties. Furthermore, in case of batch-fabricated probes the thickness on

\[\text{†††midrange coercivity}\]
the sidewalls of the tip may not be uniform as the quoted thicknesses for coating is equivalent to a monolithic film.

As there are non-zero stray fields and gradients in the region of the tip’s base as well as cantilever arm a significant force could be contributed from those areas. Furthermore, the z-direction is not exactly in the plane of any side of the pyramid, giving the possibility of sensitivity to off-axis stray-field-gradients. In addition, the cantilever is not parallel to the sample surface in most MFM instruments. The thin film geometry in the tip will, to first order, dictate that the dipole moment is in the plane of the coating (shape anisotropy), and thus may not be quite aligned with the z-axis of the measurement geometry.

3.6 Imaging Concerns: Tip and Sample considerations

One of the biggest problems in magnetic force microscopy is image reproducibility [116]. It has been observed that even if the magnetic tips are taken from the same batch, there is a difference in the quality of the images produced [117]. As mentioned there are several factors involved that make the image reproducibility difficult, therefore there is a need for an extensive study of the characterisation and calibration of the magnetic tips. Due to the size, amount and nature of the material involved in the probe-sample interaction (including the possible effects of probe sample distance), it is improbable to have any two probes, which can be used in metrology giving the same quantitative results. However, with precise instrumentation and fabrication techniques it might be possible to manufacture probes within an accurate tolerance range, which might make it possible to use a probe quantitatively with respect to a reference sample. Alternatively, it may be used qualitatively with respect to images it captured from different locations of the same sample or various samples (provided all the other parameters be kept the

\[\text{Given parameters during the image capture operation as well as tip-sample distance and the tip magnetisation direction etc.}\]
same). Currently, it is speculated that there are limitations for making two separate probes of the same specifications capable of producing identical images of the sample due to the limitations of manufacturing techniques (116).

In order to understand how and where these image uncertainties originate from, one must look closely at the shape, size, structure and magnetic properties of the material used in MFM probes and what are the factors affecting them.

3.7 Summary

This chapter covers the MFM probe and its limitations. The MFM has been introduced here. Alternate instruments such as the Bitter technique have been mentioned so that the benefits of the MFM can be fully appreciated.

Since the magnetic probe senses magnetic stray field gradients, the interaction between the probe and the sample. In particular, terms such as the spring constant, the cantilevers and resonant frequency have been introduced. Whether the force on the probe is attractive (darker) or repulsive (lighter) the grey scale recreation of the field gradient will be mapped as the probe raster scans the image area. The general output format for a MFM is a force gradient map that shows the magnetic contrast formed by the phase shift (figure 3.1).

Under certain circumstances, artefacts can be introduced into the MFM signal. Section 3.4.2 explains how these artefacts can be avoided or at least minimised. As well as artefacts, another issue with the MFM instrument that requires some consideration is the assumption that we make for an idealistic probe. While no real probe can truly follow an idealistic approach, section 3.5.2 tries to outline some of the issues associated with real probes, which are typically batch, fabricated commercial tips.
In short, this chapter dealt with some basic information about the MFM, for example, what is MFM, what is MFM probe and what is the importance of the probe. It also raised issues regarding the well-known assumptions surrounding the probes and the expectations based on those idealistic assumptions. In the end, the concept of the non-idealistic probes was introduced. Special emphasis was laid on the concerns§§§ related to the image formation, due to the interactive relationship of the probe with the sample.

3.8 References
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4.1 Introduction

The MFM probe was introduced in chapter three and was explained in an idealistic manner. However, in this chapter the probe and its related issues will be reviewed in light of the available literature. Here, a concerted effort is made to open up potential avenues for improvement by identifying the MFM probe’s shortcomings.

Since the inception of the MFM technique until now, the focus of attention has been on the improvement of the microscope’s resolution \(1-3\). However, the factors that cause difficulties in MFM probe calibrations \(4-7\) have also been amongst the forerunners of the race for the technique to become quantitative \(7-13\). Concurrently, studies have been conducted to understand the complex processes of probe-sample interactions \(14-18\) that may lead to better understanding of how these interactions affect the overall image formation. Interestingly, the quest for understanding the tip-sample interaction has led to several\(^\dagger\) novel magnetic microscopy techniques. Consequently, to this day, the field of MFM, its image interpretation especially the magnetic probe characterisation, is quite active.

In order to understand the MFM probe, it is important to know its magnetic history\(^\ddagger\). From the contribution of the manufacturing technique\(^\ddagger\), which defines the shape of the probe, to the material composition\(^\S\), the material deposition\(^\*\), the thickness of the deposited material, and the probe’s surface morphology, control over the magnetic

\(^\dagger\) Such as, phase difference MFM \(19\), non-contact bimodal MFM \(20\), switching magnetisation MFM \(21\), torsional resonance mode MFM \(22\), magnetic exchange force microscopy \(23\), frequency modulated MFM \(24\); variable field MFM \(25\), low noise MFM \(26\), variable temperature MFM \(27\), low temperature MFM \(28\) and just on surface MFM \(29\) to name a few

\(^\ddagger\) i.e. the hysteresis (see chapter 2)

\(^\ddagger\) i.e. etching \(30, 31\) (chemical/reactive ion), focused ion beam \(32, 33\) or electron beam deposition \(34\) etc.

\(^\S\) i.e. crystal structure and orientation, grain size, polycrystalline or amorphous

\(^\*\) i.e. sputtering and/or evaporation \(35, 36\)
properties is important for the improvement of the MFM probe as a whole. The magnetic materials used to produce the probes are important to understand probe behaviour under various conditions, whether they are inherent and/or external\(^*\). All techniques involved in the manufacture of a (new and/or modification of a pre-existing) MFM probe play an important contribution in the resulting magnetic properties of the sensor, thereby the quality/quantitativity of the image produced. Thus, the magnetic probe, to some extent, can be tailored to required specification using various fabrication techniques.

4.2 MFM Probe Styles: Type & Shape

Over the years, a variety of MFM probes having different shapes and sizes have been manufactured and subsequently studied. This diversity came about due to the insatiable demand for higher resolution, better quality imaging and later followed by a tremendous demand for quantification of the observed results. Some historically noteworthy MFM probe styles have been mentioned here, including the manufacturing techniques along with some of the magnetic material conventionally used.

4.2.1 Thin iron wires: The first prototype

The first successful archetypal probes used in the MFM were made by bending a thin piece of iron wire, the apex of which was further sharpened by etching \(37, 38\). These tips were used in the pioneering collaborative works of Martin and Wickramasinghe in 1987 \(1, 39, 40\), where for the first time the scanning probe microscopy \(41-44\) was specifically designed for the observation of magnetic materials using a magnetically sharpened probe. These iron wire probes were later replaced by better, robust probes.

\(^*\) Inherent conditions i.e., conditions during the manufacturing processes, which might directly influence the magnetic structure thereby initial magnetic state of the probe. External conditions refer to the condition the magnetic probe was exposed to after its manufacture, for example, if it was magnetised in a certain direction prior to capturing the image. An amalgamation of such a condition gives rise to hysteresis, which is of great importance to the MFM probe and thus the final image formation.
which were capable of being mass-produced and catered for a wide variety of materials to be studied. Such probes are discussed in the next section.

4.2.2 Pyramidal type: The commercial success

Out of all the probes manufactured to date, the ‘pyramidal’ type probe has single handedly dominated the market for decades. After the fabrication of the first magnetic probes, researchers frantically worked to produce the commercially viable probes and in their quest, they experimented with an array of magnetic force sensors from thin iron wires to nickel foils to wires made of tungsten \(1, 31, 45\). Finally, in the early 1990s scientists \(30, 31\), working on the improvement of the MFM came up with the micro-cantilevers made of silicon and then coated them with suitable magnetic materials.

![Fig. 4.1: Shows SEM images of (a) an uncoated Si tip (apex) (b) a Si tip coated with FePd (c) FePt and (d) CoPt film. The tips’ shown from (b) to (d) are MFM tips \(46\)](image)

Although, there are many other methods that have been used for the production of MFM probes, most commercial probes\(^*\) use the *electrochemical etching\(^†\) technique for fabrication. The most successful and thus most commonly used methods in the production of pyramidal shaped MFM probes are *etching \(37\), reactive ion etching*

\(^*\)Used in scanning force microscopy (magnetic/non-magnetic)  
\(^†\) Also known as *wet chemical etching*
and/or deep reactive ion etching \cite{31}. Thus far, the wet etching technique is an excellent method for mass production i.e., batch fabrication \cite{38}. A typical commercial tip is made by wet chemical etching in the shape of a pyramid and then a magnetic material\footnote{e.g., Co, Fe or Ni etcetera, sometimes additionally coated with a protective coating layer such as Cr} with desired properties being deposited to make it an MFM tip \cite{31}. However, one major drawback with batch-fabricated commercial probes (using etching) is that there are recurrent variations\footnote{Specially at the tip apex, the crucial contributing part in the tip-sample interaction and hence image formation} in the physical shape and/or size of the probe. Moreover, once the magnetic coating is added onto the Si probe the dissimilarities tend to become pronounced. Figure 4.1 (from the works of Ishihara \textit{et al.} \cite{46}) represents an excellent example of variations caused by the deposition of magnetic material onto sharp Si probes.

Even though these pyramidal type tips are most commonly available tips, their complicated geometry further makes them difficult to characterise and/or calibrate. However, research in this area is still active. Figure 4.2(a) shows a typical example of a batch fabricated commercial pyramidal shaped tip. The most common methods for depositing the magnetic materials, onto the pyramidal shaped Si based probe, are sputtering and/or evaporation \cite{35,36}.

\subsection*{4.2.3 The customised probes: Shapes & Materials}

Over time a substantial variety of fabrication methodologies became available, mostly used for the enhancement in spatial resolution \cite{1,48,49}, mainly to enhance the resolution laterally \cite{50} or perpendicularly \cite{51}. This enhancement in resolution was achieved by way of modification of the (generic pyramidal shaped) probes. Either by changing the shape of a pre-existing probe (making it high aspect ratio), before or after the deposition of the magnetic material, or by depositing the magnetic material in a specific way, or a combination of, the user was provided with a large array of
opportunities to explore. Thus, the probes could be customised to the specific needs and demands of the user.

![Fig. 4.2:](image)

Thus came the era of the highly varied MFM probes all designed to achieve some specific requirement. For example, to observe high density recording media \(55-64\), soft magnetic materials \(19, 65-67\) or for that matter hard magnetic materials \(57, 68-74\). This prompted the quest for a perfect probe, which was sensitive enough to give ultra-high resolution \(75-78\) and be used to observe a variety of materials. In this
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pursuit, scientists discovered \(2, 3, 18\) that if the probe was made or modified in such a way that at the apex, only a small i.e., nanometre sized magnetic particle remained, then the resolution could increase significantly with the possibility of studying diverse materials \(79\).

Although the scientific community discovered early on that even similar probes were capable of producing highly variable images \(80\), they continued to use a plethora of fabrication and deposition techniques to produce tips, each claiming to deliver better results than the next one. Techniques such as focused ion beam milling (FIB) \(76, 81\), electron beam deposition (EBD) \(82-84\) and carbon nanotubes (CNT) \(3, 85-91\) became amongst the few favoured methodologies for making high aspect ratio magnetic probes, in the hope of enhancing resolution even further (see figure 4.2 (c-d)).

**Fig. 4.3:** Examples from literature showing the use of focused ion beam milling in the manufacture/modification of MFM probes \(33, 50, 52, 76, 88, 92, 93\)

An example showing an assortment of probes\(\dagger\) predominantly made by using the FIB technique can be seen in figure 4.3(a-g). Here one must keep in mind that FIB milling technique is one example, amongst a wide range of other techniques (such as CNTs, \(\dagger\) produced for the sole purpose for improvement in image resolution

\(\dagger\) A dry-etch method, using ions such as Ga\(^+\) to bombard the target area and etch/mill the required material
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EBD etc.) used in tip manufacture. For more information on figure 4.3, please refer to Appendix: 4.A.

Fig. 4.4: Shows the improvement of spatial resolution over the years in the MFM technique due to the probe customisation. The graph shows the most commonly used fabrication techniques as well as the materials selected to achieve high spatial resolution over time {55}

In the quest to improve resolution a wide range of magnetic materials were also investigated. From crystalline {79} to amorphous {94, 95}, single to multilayered {96, 97}, having an even wider range of magnetic properties from material having high magnetic moments and coercivity {98} to low moments {99, 100} to zero remanence and superparamagnetic {63, 101}, all such materials have been used as the MFM probe coating at one or more instances. As a result, new areas of research opened up, for example, switching magnetization magnetic force microscopy {21}. At present, there is a huge range of specialised tips that can be tailor made for general ultra-high resolution and/or lateral or perpendicular resolution {51, 56, 102}. 
As mentioned earlier, a major part of MFM technique was dedicated to the ability of the instrument to resolve. Since the inception of MFM, there have been a substantial number of publications \{1-3, 18, 21, 40, 55, 82, 102\} regarding the improvement on the image resolution. In 2013, Futamoto et al. summarised the progress made during the years regarding the high-resolution arena\(^*\) as shown in figure 4.4. In addition, they claimed the highest resolution attained so far, i.e. below 8nm\(^\dagger\).

Irrespective of the resolution achieved by various fabrication techniques, the commercially manufactured batch fabricated pyramidal shaped MFM probes made by the etching technique still dominated the MFM field. However, it is not necessarily true that a successful fabrication method might always produce the best probes. A functional design is also important. An example of a design issue is the CantiClever\(^\circledast\) tip\(^\ddagger\).

Figure 4.5 represents an example of a tip made by both wet and reactive ion etching (RIE) techniques \{47, 103\}. These tips were commercially introduced under the name of ‘CantiClever\(^\circledast\)’ for their high-resolution and mass production capabilities, though they failed to take over the market. Apart from the hefty price tag, the tips failed to perform due to breakage. The tip mounting was a major issue due to the design of the tips\(^\S\). The tip design was such that these CantiClever\(^\circledast\) tips could only be mounted on a customised tip holder, adding to the overall cost. In addition the CantiClever\(^\circledast\) tips were designed specifically for

\* with the help of the popular probe enhancement techniques like FIB, CNT and standard Si based probes as well as the magnetic materials used as coatings

\(\dagger\) Using base-Si tips’ of ~8nm diameter each, coated with 20nm of Co, Fe\(_{60}\)Co\(_{35}\), Fe\(_{50}\)Pd\(_{50}\) and Co\(_{50}\)Pt\(_{50}\) (at.%.) individually. Where Co, Fe\(_{60}\)Co\(_{35}\) are soft materials with low coercivity and Fe\(_{50}\)Pd\(_{50}\), Co\(_{50}\)Pt\(_{50}\) are hard materials with high coercivity \{55\}

\(\ddagger\) 50nm Co layer coated on the tip plane of 50nm thickness

\(\S\) As the design of the CantiClever\(^\circledast\) tips’ was not suited to fit the standard SPM tip holders and was far more cumbersome compared to any other tip mounting
resolution enhancement but managed only 30nm*. Thus, other than the technique used in MFM probe fabrication, the efficiency of the MFM technique strongly relies on effectiveness in the probe’s design as well as the material selected.

4.3 Probe Production

To select a particular fabrication technique amongst a host of available methods, one must carefully consider the pros and cons of the technique. However, no single technique is free from its shortcomings. It depends on the user to make the decision if the benefits outweigh the drawbacks. The best way is to do a comparison between the potentially suitable techniques and select the one best suited to the needs of the project.

4.3.1 Fabrication techniques: A comparison

Studies have been performed on both E-Beam (Electron Beam) and FIB (Focused Ion Beam) fabrication showing about 50% reproducibility at feature sizes of 30 nm for E-Beam and 10 nm for FIB (52). In the case of EBD (Electron Beam Deposition) and the MWNT (Multi-Walled Nano Tube) the smallest achievable size of tip shaft could be down to 5nm (104). However in 2013 Lisunova et al. (3) reported the use of CNT (Carbon Nano Tube) tips having as low as 20nm diameter with a minimum of 5nm Co layer† deposited by the MBE‡ (Molecular Beam Epitaxy) deposition technique. Although CNTs have been hailed close to ideal MFM high aspect ratio probes which could be approximated to a monopole (7, 105-107) for achieving superb resolution. To date mass-producing CNT§ tips has been a challenge on its own, when combined with the MBE technique the probes are limited to research purposes only. Depending on the

---

*Was tested only on the CAMST reference samples, CoₓNi₁₋ₓ/Pt multilayers (80)
†with a further of 10nm of Au as protective coating
‡MBE is a highly specialised material coating technique in which the material of choice is deposited on to the substrate as single atomic layers (at a rate of 4nm/hour) under ultra-high vacuum (10⁻¹⁰mbar), with 360° sample-rotation. This method is famous for its atomic precision and a lack of impurities.
§Reproducibility is an issue, especially the angle of the CNT tip with respect to the sample within an acceptable tolerance level. The reason being is that during the standard material deposition processes (e.g. sputtering or evaporation), the CNT tips have a high tendency of buckling (bent/damaged)
specific requirements MBE might be a good deposition technique but its very attributes could be deemed as it biggest flaws*. For any tip to be mass-produced commercially the instruments must have a high yield and must be cost effective, although highly specialised, MBE is neither. In contrast the sputter deposition \(15, 65, 94, 95, 108-114\) is the most widely accepted methodology for material coatings on the MFM probes, as it is both, cost effective and has a high yield. After sputtering, the deposition technique of choice is evaporation \(76, 78, 115-119\).

Both the EBD and FIB techniques have been successfully utilised in the fabrication of ultra-small MFM tips, to look at the feature sizes with FWHM (Full-Width Half-Maximum) of less than 20 nm \(120\). An aspect that the EBD technique severely lags behind FIB is in the area of batch fabrication with very high precision. The FIB is widely accepted as a commercial tool for fabrication in general. The EBD technique on the other hand, is more suited for laboratory scale tip fabrication \(104\).

An important consideration to keep in mind while choosing a specific tool is the throughput. Belova et al. \(82\) used the EBID† technique and claimed to attain the resolution of 10nm. Essentially EBID uses the same principal of operation as the FIB deposition \(121\) except that instead of using ions it uses electrons for the material deposition and hence has a good throughput. The magnetic tips manufactured with a combination of fabrication tools such as FIB and EBID provide improved resolution of approximately 15nm \(33\) to 10nm \(82, 120\) along with directional information about the magnetic field emanating from a sample \(122\). Generally, for both FIB and EBID technique there is a compromise between the tip reproducibility with mechanical integrity and the signal to noise ratio.

* a highly time consuming/slow material deposition method
† Electron Beam Induced Deposition
Although EBL (Electron Beam Lithography) and PL (Photo Lithography) \cite{35, 123, 124} are also widely accepted techniques, like every other technique, they also have some drawbacks; for instance both involve lengthy procedures. Comparatively, FIB is a straightforward technique. Furthermore, FIB operates with ions, which are less influenced by magnetic stray fields compared to electrons. Thus, FIB milling is used as a direct-etch technique. The only limitation of FIB is the effect of ion implantation on the magnetic material. The ions may produce a magnetically dead layer during the milling process \cite{125, 126}. However, this limitation can be overcome to some extent by lowering the dose* of ions where critical features are to be trimmed.

4.3.2 Probe fabrication/modification: FIB milling

The FIB milling has been hailed as a promising technique† due to its high yield and throughput. The research for improved MFM image resolution with the help of the FIB technique proved to be quite successful and many groups \cite{33, 50, 76, 93, 128-131} have used FIB milling instrument due to its capabilities‡. This type of success combined with the availability of the machine§ made FIB an ideal candidate to be used for probe investigations during this project.

However, FIB milling has some issues, which are important to discuss in the light of published literature. The FIB is indeed associated with an inherent problem of ion implantation in the surface of the target material. This issue has been highlighted in the case of nanoscale magnetic thin films and is known to either produce a superficial dead layer or at worst change the magnetic properties of the probes. Unless the ion implantation is required or is part of a study \cite{121}, it is generally an unwanted

---

* The FIB milling systems are capable of reducing the accelerating voltage of the beam from conventional 30kV down to 1-2kV \cite{127}, which would further reduce the potential dead layer from a few 100nm to about 5 nm

† in the fabrication/modification of MFM probes

‡ to manufacture/enhance some pre-existing probes to improve results

§ In the Department of Electrical Engineering, University of Sheffield
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phenomenon and in some cases cause of concern. Figure 4.3 gives several examples of FIB milling used for probe modification/enhancement used in the MFM. For example the works of Koblischka et al. [92] (see figure 4.3(a)), Litvinov et al. [122] (see figure 4.3(b)), Gao et al. [33] (see figure 4.3(e)) and Folks et al. [50] (see figure 4.3(f)) are to name a few.

The easiest way to avoid ion contamination is to use the FIB milling on an uncoated tip to acquire the desired shape and then coat the magnetic materials as per requirement [52, 93]. Both Koblischka et al. [92] and Litvinov et al. [122] adopted this approach hence avoiding the problem of ion contamination altogether. Although, the MFM tip used by Gao et al. [33] was completely made of high coercive magnetic material. They approached the issue of avoiding unwanted ion exposure by using the FIB milling from lateral directions* (see figure 4.3(e)). However, they did not mention any effects of ion implantation on the magnetic properties of the tip†.

Nevertheless, when FIB milling is to be used on thin magnetic films coated on the tips, there is a possibility of Ga⁺ implantation even in areas that are not to be milled. This issue of latent ion contamination, over a large area, was raised by Folks et al. [50] (see figure 4.3(f)). Essentially, it is inevitable that some unintentional‡ ion implantation and/or milling onto the substrate occur due to the ion impacts§ onto the exposed field size area. Thus whenever there is an area to be located or focused upon for the FIB milling, that area would suffer from some dose (albeit a very small one) of ion exposure. The solution suggested was minimisation of the ion-beam exposure time.

---

* The tip was rotated so that unwanted areas were eroded away, leaving a needle like high aspect ratio tip in the centre
† If there had been some ion implantation at the apex a magnetically dead layer would have been created, the tip would still be magnetic and would have produced reasonably good MFM image results
‡ Without actually starting the milling process
§ The ion impacts emit secondary electrons that are detected in order to provide an image of the area to be located
While reducing the ion dose or exposure time does help reduce the ion contamination, but it does not completely eliminate the problem {52}. For the voltage reduction from 30kV to 2kV the potential damaged layer thickness reduces from ~22nm to ~1nm respectively for Si TEM samples {127}. To use the FIB technique for the purposes required for this project, it was imperative that a method was devised to ensure negligible to no ion implantation at or near the tip apex (chapter 5, section 5.3.4).

4.3.3 MFM probe materials

In addition to the shape of the tip†, the type of material, the thickness of that material, the conditions under which the material was deposited onto the tip, all play a significant part in the overall tip response. Although research on the materials used in the production of MFM probes is extensive. Due to the availability of a variety of deposition techniques‡, the magnetic properties of the probes could be specifically engineered for the desired purpose. Quite a few material coatings are now available commercially for the desired MFM imaging.

However, a few systematic studies have been conducted directly related to the diverse properties of a tip due to its material coating thickness and/or material coatings. For example one of the earlier studies conducted in the effect of material coating thickness for a pyramidal shaped tip made of Metglas® 2605SC (Fe_{81}B_{13.5}Si_{3.5}C_{2}), was done by Scott et al. in 1999 {133}. Metglas® tip's magnetic properties relied heavily on the coating thickness of the material.

Scott et al. observed that the tips with coating thickness equivalent or higher than ~40nm showed low coercivity and behaved as soft tips. However, any coating thickness

---

* operating at low energies (1-2kV) enable the FIB to minimise the possible ion damage to a bare minimum
† Made possible by the various fabrication/modification techniques discussed earlier
‡ Such as, evaporation, sputtering, and molecular beam epitaxy etc. {3, 76, 78, 108, 109, 114, 118, 119, 132}
of the tip lower than 40nm made it behave like a high coercivity harder tip. They reasoned that below a threshold thickness, the Metglas® material might not have been uniformly coated onto the pyramidal shaped tip. Furthermore, for a tip coating thickness of ~100nm, the decrease in the shape anisotropy would make the results differ from thinner coatings of ~50nm. They concluded that the coating thickness of the material on the tip critically influences the tip characteristics {133}.

![SEM image of ~20nm thick Metglas® 2605SC (Fe$_{81}$B$_{13.5}$Si$_{3.5}$C$_{2}$) coated MFM tip (a) and zoomed in on the apex showing the material clusters on the tip instead of a uniform coating as initially expected by Scott et al. in 1999 {133} (b) (Images captured/produced by N.E.Mateen)](image)

The estimated magnetic layer thickness of a tip is generally assumed equivalent to that on a flat sample surface (for example on top of the cantilever surface). However, the thickness over a flat cantilever surface might not be the same as over a three-dimensional probe. Therefore, for thicknesses as low as 30nm on a tip apex as Scott et al. {133} attempted to create, it was likely that disjointed clusters were present at/or near the probe apex where the thickness was probably measured at the cantilever base. As a result, the magnetic properties of the tip were found to be different, as Scott et al. {133} did observe for tips having thicknesses less than ~40nm. Figure 4.6 shows the SEM images of a Si based probe coated with ~20nm Metglas® (made by Scott et al. in 1999.
Note that in figure 4.6 there is indeed a patchy cluster formation on the pyramidal tip area where as at the cantilever surface below there is a continuous coating. This disjointed and patchy coating definitely explains the randomness Scott et al. confronted when working with 30nm (and less) coatings of Metglas® on the Si based probes.

Fig. 4.7: Represents the magnetization curves of (a) Fe, (b) Fe92B8, (c) Fe82B18, (d) Fe66B34 20nm thick each [134]. (e) shows Co and CoCrPt 80nm thick films deposited on Si substrates and the dependence of remanent magnetisation on film thickness of Co and CoCrPt tips as shown in (f) [135].

A more recent example would be the research led by Futamoto et al. [46, 55, 134, 135]. They conducted a series of systematic studies into the effect of the magnetic film thickness, with different materials†, and different material compositions‡, on the spatial

† with varied magnetic properties such as, soft low coercivity Co (8.9 to 9.2kA/m) [55, 135], Fe56Co35 (9.9kA/m) [55] to relatively hard tips like Co89Pt11 (33.3 to 67.4kA/m) [46, 55], Fe56Pd44 (49.4 to 56.3kA/m) [46, 55] to high coercive Fe50Pt50 (283.3kA/m) tips [46] (for coating thickness of 80nm). In addition to properties such as high remanent magnetisation Co (998.7emu/cm³) to low remanence tips made of CoCrPt (293.3 emu/cm³) [135] at the same coating thickness of 80nm, where 1emu/cm³=1kA/m

‡ Properties of material coatings such as Fe100-xBx alloy where respective remanent magnetisation of Fe, Fe66B34, and Fe66B18 were ~1238, 789, 621, and 366emu/cm³ respectively (at 20nm thickness) [134]. Variation in the material composition changed their properties from being crystalline to amorphous.
resolution. Figure 4.7 represents a few examples of the magnetic properties for material or composition variation, taken from the literature \cite{134, 135}. Their conclusions corroborated past and present research\(^*\) on the subject \cite{3, 73, 85, 86, 95, 133, 136}, that the resolution is both dependent on the magnetic properties\(^\dagger\) of the coated material, its coating thickness as well as the tip shape.

It is interesting that most materials used in the probe coatings are generally compared to the standard pyramidal CoCr probes. In addition, the materials used as the probe coatings have been diverse. From materials such as Re-FeB \cite{79} (known for their strong magnetic properties i.e. high remanence and coercivity \cite{70, 74, 137}) to Metglas\(^\circledast\) (known for its soft magnetic properties i.e. low coercivity and shape anisotropy \cite{61, 94, 95, 133, 138}) to superparamagnetic (known for low remanence and essentially zero coercivity \cite{63, 101}).

4.3.4 Effect on MFM image: Probe vs. sample materials

In 1997 Hubert \textit{et al.} \cite{139} proposed a method of segregation between the magnetic image contrast mechanisms depending on the magnetic properties of the probe material\(^\ddagger\) with respect to the properties of the sample to be observed. As the tip-sample interactive behaviour might not be rigid during an MFM measurement, it is important to be familiar with the type of tip and its expected behaviour to be able to distinguish between types of images\(^\S\) it might produce. Thus, a single MFM scan may produce an image containing one or more of these contrast mechanisms occurring. Hubert \textit{et al.} named the three distinct categories for image contrast mechanisms due to the relative tip-sample interactions as hysteresis, charge and susceptibility contrast \cite{139, 140}.

\(^*\) May it be done on pyramidal tips or CNTs; From hard CoCr to soft NiFe \cite{73, 136}, CoCr and Metglas\(^\circledast\) tips\(^\ddagger\) with height variations \cite{95}, thickness variation in Metglas\(^\circledast\) tips \cite{133}, 40nm CoCrTa pyramidal vs. high aspect ratio probe vs. Fe-CNT probe \cite{86} and Co coated CNT with thickness variations \cite{3}

\(^\ddagger\) e.g. magnetic anisotropy: crystalline or shape etc. or low or high remanent magnetisation

\(^\S\) Hardness – high coercivity or softness – low coercivity

\(^\S\) E.g. if the resulting image pattern is of sample domains or its domain walls
i) **Magnetically hard probes**

CoCr, CoCrPt and CoPt are some popular tips having magnetic properties such as moderately high coercivity. They are generally used for imaging materials with similar moderate to high coercivity \{33, 85, 141, 142\}. However, for a probe either made of\(^a\) or coated with a hard magnetic material having weak\(^7\) stray fields only extending to localised areas on the sample, charge contrast would be likely to be the dominant mechanism in generating the MFM image. Such stable probes could also be used to image relatively softer magnetic materials without the unwanted image perturbations. This scenario is closest to the ideal probe, which possess a small volume generating weak but stable fields. Campanella *et al.* used a high aspect ratio NdFeB nonmagnetic tip to observe hard and soft magnetic samples with a reasonable degree of success \{79.\}.

In case of strong interaction, if the stray field of the sample (or the probe) is strong enough to bring about a permanent change the magnetisation of the probe (or the sample)\(^4\) such contrast is generally known as hysteresis contrast. That is, if a tip with relatively hard\(^8\) magnetic coating is used on a comparatively soft\(^9\) sample then there is a greater probability of the tip altering/writing \{143, 144\} over the original magnetic domain pattern of the sample. Although this altering capability of the tip has potential MFM applications for the data storage industry \{145\}. However, it is less suited for true image generation or interpretation, as strong tip fields would require hard magnetic samples for good image contrast. According to Hubert *et al.* \{139, 146\} for good MFM imaging practices, such effects should generally avoided\(^{††}\).

---

\(^a\) a hard magnetic material, which is quite rare these days as it might be counterproductive to the requirements of an MFM

\(^7\) Generation weak fields could be made possible in case of a high aspect ratio probe with a tiny yet stable magnetic particle at the tip apex, e.g. CNT with a magnetic coating like CoFe(80:20) and CoCr(80:20) \{85\}

\(^4\) Irreversible changes in magnetisation lead to artefacts in the image

\(^8\) Generally high coercivity and/or magnetic moment

\(^9\) Generally low coercivity and/or moment

\(^{††}\) even though a modest resolution and sensitivity may be possible
ii) Magnetically soft probes

A major motivation for the use of soft tips is the difficulty in imaging soft materials using standard tips, due to potential sample alteration/writing\(^*\) \cite{143, 144}. FeCo, Co \cite{55} and NiFe \cite{72, 136} are all examples of soft tips with relatively low coercivity. Mostly, these tips have the tendency of aligning their magnetic moments with a sample’s external stray field and could be used for low coercivity material imaging\(^\dagger\) \cite{30, 31}. The image contrast mechanism where the probe and the sample may influence each other but the magnetisation is reversible and is called susceptibility\(^\ddagger\) contrast \cite{139, 146}.

Amorphous tips (such as FeSiBC also known as Metglas\(^\circ\)\(^n\) \cite{61, 94, 95, 133, 138}) and the superparamagnetic (such as Fe/SiO\(_2\)) \cite{63, 101} tips also come under the category of magnetically soft tips. These tips have been found \cite{94} to be useful particularly for the observation of domains and domain walls. The overall image contrast of these tips should remain the same (mostly attractive i.e., dark \cite{94}). Although, for probes with low coercivity and low remanent magnetisation i.e. superparamagnetic tips, the magnetisation is generally expected to change its orientation every time the tip passes over a magnetic feature\(^**\).

Interest in amorphous probes like Metglas\(^\circ\) was sparked to circumvent the randomness observed, in tip to tip response, due to the crystalline nature of commercially available probes such as CoCr \cite{95}. Unless the crystal orientation at the tip apex was known and a certain tip behaviour expected, randomly oriented crystallites were the major cause of

\(^*\) Temporarily or permanent i.e. perturbing effects due to the tip stray field on the sample magnetisation
\(^\dagger\) In cases, where neither the probe nor the sample could be deemed stable, care should be taken when interpreting the results
\(^\ddagger\) Magnetic susceptibility is a 'quantitative measure of the magnetisation of material in relation to an applied field. The magnetic susceptibility of a material \(\chi\), is equal to the ratio of the magnetization \(M\) within the material to the applied field strength \(H\), or \(\chi = M/H\). This ratio, is the volume susceptibility, because magnetisation essentially involves a certain measure of magnetism (dipole moment) per unit volume' \cite{147}
\(^\circ\) Approximate coating thickness equal or greater than 40nm
\(^**\) which have perpendicular stray field gradient
variation in tip response. In 1999 Heydon et al. [95], attempted to provide a simplistic solution by using an amorphous soft tip made of Metglas®. Moreover, Heydon et al. showed that low coercivity amorphous (Co$_{91}$Nb$_6$Zr$_3$) films could easily be imaged using tips coated with Metglas® (FeSiBC) material [61, 138]. This amorphous tip relaxed the microstructural limitations, reducing the problems of tip reproducibility as well as image interpretation to some extent. In addition the properties of a Metglas® tip proved to reduce the perturbations of the magnetic structure of the magnetic samples observed as well [61].

Interestingly, as mentioned earlier, Scott et al. [133] showed that the characteristics of the soft amorphous Metglas® tips rely heavily on the coating thickness of the material onto the tip apex. The low but finite coercivity of Metglas® allowed the use of the same tip in different modes. The permanent moment tip was sensitive to the sign of the stray field specifically while analysing soft or hard samples at certain tip-sample separation. At low fly height, the stray field of a hard magnetic sample reversibly controlled the magnetisation of high permeability sensitive tips. In addition, the Metglas® tip’s wear resistance and hardness makes it an ideal candidate for use in a variety of hard as well as soft materials. Due to the versatility and resilience of the Metglas® tips, such tips were used during the course of this project extensively.

The superparamagnetic tips however, have been employed to image write fields above thin film recording heads [63, 101]. They have also been classed as a low signal to noise ratio (i.e. have diminished tip memory effects), thus the tip moment effects are

---

* Piramanayagam et al. [2, 17, 18, 51, 56, 102] came up with a solution regarding the randomness of the moment direction, due to the orientation of the crystallites, at the tip apex. They proposed tips with perpendicular magnetic anisotropy (PMA). To achieve PMA tips they used seed layers (Ta and Ru) to control the crystallographic orientation of the CoCrPt:SiO$_2$ layers and the compared the results with tips coated with the same material without the seed layers.

† The Metglas® tip they fabricated offered a low coercivity, high moment (i.e. good signal-to-noise ratio), and high susceptibility (i.e. simpler image interpretation).

significantly reduced \cite{101}. The research in soft amorphous tips gave a new insight to the behaviour of the MFM probe while it interacts with the sample stray fields.

### 4.4 MFM Quantification

The vast diversity of the MFM probes led to a pressing need to quantify the MFM image results and hence, quantification soon became a priority. A need for data quantification gained momentum simultaneously \cite{10, 11, 148, 149} with the quest for ultimate resolution. This need was realised because the images obtained, although they were of good quality, they were mostly subjective. Furthermore, obtaining high quality magnetic images was one thing but producing quantifiable results became a field of study on its own. In order to quantify the image data, some kind of standardisation was required\footnote{gathered from the image}. Thus, the need to characterise the tip became the next priority. To characterise the probe, a special calibration sample was required which could help quantify the tip\footnote{as a standardised scientific instrument used for metrology}, which in turn would play a pivotal role in the quantification of the results\footnote{which is much more complex (due to its shape and material coatings) compared to the samples to be observed}. At the same time, the enhancement in analytical calculations and computer simulations helped the scientists to estimate the best possible solutions to the problems they were facing in their laboratories regarding the probe behaviour.

As the progress in the various arenas of the MFM made way, issues like image reproducibility or separating the magnetic signal from the surface topography became prominent. Where the introduction of tapping mode \cite{150} solved the problem of surface topography breaking through into the magnetic imagery to some extent, groups of researchers came together \cite{80} in an effort to ensure that all the MFM instruments showed the same or at least similar images. They discovered that the images taken by different MFM instruments of the same sample, sometimes using probes of same or

---

\footnote{gathered from the image} \footnote{as a standardised scientific instrument used for metrology} \footnote{which is much more complex (due to its shape and material coatings) compared to the samples to be observed} \footnote{in the form of image maps}
similar properties showed significant variations in the images. Although Goddenhenrich et al. did the preliminary work in the area of tip calibration \cite{4} but work done by Abelmann et al. \cite{80} highlighted the need for calibration \cite{5, 151, 152} and thus characterisation \cite{84, 95, 133, 153, 154} of the MFM probes.

More to the point, in order to get quantifiable results, it became important to know how the probes were interacting with the samples \cite{14, 67}, giving rise to questions like how much are the probes influencing their respective samples \cite{143, 144} and/or vice versa? With such probe-sample interactive influences in cases where there was a high probability of image perturbations \cite{30, 118, 138, 155, 156} and/or image artifacts \cite{157, 158}, more questions arose. For example, how could such image discrepancies be detected and resolved successfully? In addition, as the MFM probes are three-dimensional in shape their behaviour is quite complicated and hence difficult to study. To date, it has been difficult to distinguish between the subtle tip induced effects or that of the sample onto the overall image formation.

Work done by Iglesias-Freire et al. \cite{157} on (what they deemed as) MFM image artifacts induced by the tip, is significant in the fundamental understanding of the tip contribution in the overall image formation. Their work was a small example of the image complexities in a broader spectrum of the tip-sample interactive behaviour.

Iglesias-Freire et al. \cite{157} showed successfully and quantifiably, that the tip’s behaviour could be multifaceted\footnote{Their \cite{157} findings indicated that the tip behaviour could be more flexible during the tip-sample interaction than previously assumed. They presumed the apex behaved as a soft tip sensitive to field gradients of the sample, hence readily switching its magnetisation whereas the rest of the tip showed more stability. There is always a possibility that the moments at the tip apex may respond more readily to the sample’s fields (or an external field) compared to the rest of the tip magnetisation direction, making the results uncertain and difficult to interpret. In fact, for completely soft tip coatings there might be a degree of certainty of how a tip will behave. For a relatively harder i.e., expected ‘stable’ tip the behaviour becomes more random and depends on the strength and field distributions of the sample being observed. There is a wide range of tips whose magnetic properties lie between very hard (stable) or very soft (highly}, with the help of computer modelling and experiments.
As the magnetisation switching, at the apex of some probes could act as a source of misinterpretations in the MFM results. However, if the switching could be understood better, then the random switching could possibly be understood as something other than artifactual. Although Iglesias-Freire et al {157} were correct in suggesting that the effects observed in their images were indeed induced by the tips, yet more research is needed to fully categorise such a tip response as ‘artifacts’.

It might be argued that the possibility of a portion of a tip to switch its magnetisation is quite high, especially if the sample fields are comparable to the field required to induce the switching and the tip’s magnetisation direction is at a certain angle with the sample fields. However, Iglesias-Freire et al {157} conducted their experiments in the presence of an external field so that the tip apex was constantly magnetised in one direction. Then any influence from the sample fields on the tip’s behaviour could be registered discretely and distinctly. They

![Image](image.png)

**Fig. 4.8:** (a, c & e) Represent the cross sections in the x-z direction of the magnetic field above the permalloy dot and showing the formation of the rings and the disc due to the amplitude of the oscillating cantilever, at a lift height of 230nm. The rings or discs could be observed in the frequency shift images represented in (b, d & f), where H is the external applied field {157}

---

*switchable magnetisation). It is the tip which lies within this range that one must be careful of while attempting to interpret the results
† what might be construed as image artifacts
‡ especially interpreting the domain structure
§ Depending on the tip history as well as its magnetic properties such as coercivity and remanent magnetisation
$^{\ddagger}$CoNi
** compared to the rest of the tip
†† Permalloy
‡‡ prompting it to switch
observed the tip switching\(^*\) in the form of discrete rings and discs of varying sizes, which appeared depending on the tip’s fly height. Unsurprisingly, they discovered that the amplitude of the cantilever oscillations potentially dictated the size of the imaging plane, in z direction. Thus for a certain scan height, the tip amplitude created a ring (or a disc) of a different size in the resulting images as shown in figure 4.8.

Thus, larger the amplitude of the tip, larger would be the effective thickness of the imaged plane, the thicker the imaged ring structure. If the tip amplitude was set large enough, the discrete contour lines of the sample field, at a certain height, might get completely enveloped within the z thickness area, producing the image of a disc\(^†\). Thus, these authors managed to create a tip that had the capability of mapping the z component of the sample’s field at a given height. When stacked up next to each other the amalgamated images could render a three dimensional image of the magnetic field lines emanating from the sample, effectively in the z direction.

On the other hand, to resolve the issues such as image perturbations, Lisunova et al.\(^\dagger\) attempted to reduce the tip perturbative effects by optimising highly specialised tips such as ferromagnetically-coated carbon nanotube tips. They took single walled CNTs, used MBE to coat the Co magnetic material and claimed to fabricate ‘sensitive, non-perturbative, small volume and high anisotropy tips’\(^§\).

With the development of highly sophisticated computers\(^**\), more and more complex problems could be modelled and simulated with ease. Irrespective of what the scientific community was attempting to achieve, in their need for the quantification of results, they have started to rely heavily on analytical and computational modelling. A good example would be the work done by Preisner et al.\(^{159}\) in 2009. They used the finite

---

\(^*\) Due to the sample’s fields  
\(^†\) Instead of a ring  
\(^\dagger\) ‘non-perturbative imaging of nanoscale spin structures in soft magnetic materials’\(^{3}\)  
\(^§\) for both hard and soft thin films  
\(^**\) with ever-increasing computational powers, software specifically dedicated for complex calculations
element method (FEM) based micromagnetic model to calculate the tip-sample interactions with a purpose of increasing the accuracy of the MFM technique. In their model, they used the magnetic properties of a CoCr-tip\(^*\) and an AlNiCo sample\(^†\).

![Diagram](image)

**Fig. 4.9:** (a) Shows the magnetic flux density (contour lines) of the 3D model and (b) magnetic flux density of the 3D model represented by vector notation \([159]\)

Figure 4.9 shows a three dimensional model of a tip, the sample and the magnetic flux density due to the tip-sample interaction. Figure 4.9(a) represents the magnetic flux density in the form of contour lines and 4.9(b) shows the same model represented by vector notation.

---

\(^*\) Orthogonally magnetised with respect to the sample  
\(^†\) Alternately magnetised
Although the model constructed by Preisner et al. was a simplistic representation of the tip (at least), yet it showed that the majority of the interaction between the tip and the sample took place at the tip apex. This model* is a good prototype to be used in the basic understanding of the tip-sample interaction in a quantitative way.

![Graph](image)

**Fig. 4.10:** A possible consequence of Van der Waal forces on the MFM phase shift as a function of lift height [74]

To optimise a tip with respect to the sample being observed and to produce best possible results with a certain degree of repeatability, the experiments must be conducted in a systematic quantifiable way. An example would be a study conducted by Al-Khafaji [74] regarding the tip-sample interaction with respect to the lift height as shown in figure 4.10. He used a standard CoCr tip and varied the tip’s lift heights from 20 to 1300nm with respect to the hard Nd-FeB crystal he was studying.

*Based on realistic parameters, although they did not do detailed force calculations to include magneto-mechanical coupling nor did they consider a hysteresis model
By systematically observing the images thus produced, he optimised the tip he used to give the best results* at a lift height of around ~200nm. As the strength of the magnetic signal detected by the probe, depends on the probe-sample distance and the overall magnetic properties of the probe with respect to the sample.

4.4.1 Magnetic stray fields and gradients (real probe case)

Although Iglesias-Freire et al [157] might have highlighted yet another complexity that could present itself in the magnetic image formation, detailed calculation regarding the tip behaviour in that case have not yet to come to light. Nevertheless, the dependence of magnetic force with respect to the magnetic properties of the tip (hard or soft) is stated here. These scenarios are relatively more realistic compared to the magnetic force calculation for idealistic probes (as described in section 3.5.2.1, chapter 3).

i) Magnetically hard probes

Due to the variations in the magnetic coating on the tip, its shape and dimensions, calculations of the magnetic tip as its volume integral cannot be disregarded for a more realistic approach. Furthermore, as the field† from the sample cannot be constant over the entire tip, the resulting errors‡ generated could be quite significant. To make the calculation accurate some potential solutions have been discussed by Hug (using Fourier transforms) [5, 140] or Saito (using direct integration) [103, 160-163]. The MFM response can be obtained by performing integration over the volume of the probe§. Hence, to calculate the total force, all the dipole moments would be integrated over the entire volume of the tip. By representing the tip moment in terms of its

---

* Maximised the phase shift signal
† constantly changing from point to point in space due to the features (size and strength) of the observed sample
‡ due to the assumptions of an idealistic probe (see chapter 3)
§ Provided the details of probe dimensions are known
magnetisation and volume, \( \mathbf{m}^{\text{tip}} = \int_{V^{\text{tip}}} \mathbf{M}^{\text{tip}} \, dV^{\text{tip}} \) the expression in equation 3.2 (chapter 3) for magnetically hard tips, can then be re-written as,

\[
F = \mu_0 \int_{V^{\text{tip}}} \mathbf{M}^{\text{tip}} \cdot \nabla H^{\text{sample}} \, dV^{\text{tip}} \tag{4.1}
\]

Where \( \mathbf{M}^{\text{tip}} \) represents the magnetisation of the tip, \( V \) is its volume and \( H^{\text{sample}} \) is the magnetic field of the sample. Considering that the magnetisation direction of the sample is still in the \( z \) direction* from its surface the equations 3.3 and 3.4 may be written as,

\[
F_x = \mu_0 \int_{V^{\text{tip}}} \mathbf{M}^{\text{tip}} \cdot (\partial H^{\text{sample}} / \partial z) \, dV^{\text{tip}} \tag{4.2}
\]

and

\[
F'_x = \mu_0 \int_{V^{\text{tip}}} \mathbf{M}^{\text{tip}} \cdot (\partial^2 H^{\text{sample}} / \partial z^2) \, dV^{\text{tip}} \tag{4.3}
\]

The only possible way of incorporation, the true values of \( \mathbf{M}^{\text{tip}} \) and \( H^{\text{sample}} \), would be with the help of extensive computer modelling and simulations, due to their colossal computational powers. Lately work done by Li et al. {2, 17, 18} is quite interesting as regards to conducting extensive micromagnetic simulations, for optimisation of PMA† tips or estimating the effect of tip-coating microstructure or studying the effects of different magnetic anisotropies of the tips, on the spatial resolution.

ii) Magnetically soft probes

For a soft tip, which follows the stray field of the sample \( H^{\text{sample}} \), the tip’s magnetisation could be written as \( \mathbf{M}^{\text{tip}} = \chi H^{\text{sample}} \), where \( \chi \) is the susceptibility of the material. As a soft tip would be more susceptible to the field gradients generated by the sample, the moment of the tip can be represented as,

\[
\mathbf{m}^{\text{tip}} = \chi \int_{V^{\text{tip}}} H^{\text{sample}} \, dV^{\text{tip}} \tag{4.4}
\]

* For simplification and convenience
† Perpendicular magnetic anisotropy
where $\chi$ is the susceptibility of the tip (assumed constant), and $V$ the volume of (active) magnetic material on the tip. Hence,

$$F_z = \mu_0 \chi \int_{V_{tip}} H_{\text{sample}} \cdot \nabla H_{\text{sample}} \, dV_{\text{tip}}$$  \hspace{1cm} (4.5)

In case, the sample is perpendicularly magnetised relative to its surface then force and force gradient responsible for producing the MFM signal can then be written as,

$$F_z = \mu_0 \chi \int_{V_{tip}} [H_{\text{sample}} \cdot (\partial H_{\text{sample}} / \partial z)] \, dV_{\text{tip}}$$  \hspace{1cm} (4.6)

and

$$F_z' = \mu_0 \chi \int_{V_{tip}} \frac{\partial}{\partial z} [H_{\text{sample}} \cdot (\partial H_{\text{sample}} / \partial z)] \, dV_{\text{tip}}$$  \hspace{1cm} (4.7)

As the very tip is supposed to follow exactly the field of the sample

$$F_z' = \mu_0 \chi \int_{V_{tip}} \left[ (\partial H_{\text{sample}} / \partial z)^2 + H_{\text{sample}} \cdot (\partial^2 H_{\text{sample}} / \partial z^2) \right] \, dV_{\text{tip}}$$  \hspace{1cm} (4.8)

### 4.5 Probe Characterisation

To understand the probe-sample interaction fully, the probe must be understood first hence the need for probe characterisation, especially if the results are to be optimised quantitatively. Questions like why certain probes have the capability of producing a consistent set of images and others do not (for a given sample) may become easy to answer. If the true behaviour of the probes could be understood, then using that information to tailor the MFM to a specific requirement would also become far easier.

For example, a characterised, quantified probe may help in the improvement of image resolution [55] or in imaging 3D field maps of the sample [157]. Many methodologies have been used to characterise a range of probes [50, 84, 95, 115, 133, 153, 154, 164]. One such example of tip characterisation would be joint work done by Scott et al. [133, 153] and Heydon et al. [95, 133]. They characterised tips coated with soft amorphous Metglas® material with various coating thicknesses by using Lorentz electron
tomography and MFM\textsuperscript{*} technique. The more quantitative the process of probe characterisation, the better suited the probe would be for a given task, which may lead to MFM being widely accepted as a standardised technique used in metrology.

The behaviour of tip or that of the sample should be known to estimate the behavioural contribution of the other, to have some quantifiable results. Generally, a calibration sample is prepared with known properties to help quantify and characterise a tip. Usually the tip’s shape added with its magnetic properties makes it complex to study or to understand, hence, it is difficult to procure a tip that could be used as a calibration device. However, a sample with known magnetisation distribution and/or stray fields could ideally be used to calibrate, quantify and characterise an MFM probe. Nevertheless, the task of tip characterisation is quite complex due to some degree of unpredictability\textsuperscript{†} (that is the probabilistic nature of magnetic behaviour) of the tip when interacting with a certain sample in real time. In this project, an attempt was made to understand and characterise a set of tips\textsuperscript{‡} (see chapters 6-8) by using a customised\textsuperscript{§} calibration sample along with a set of samples having a wide range of magnetic properties.

4.5.1 Probe calibration

Over the years, a number of calibration samples have been used to quantify and characterise the MFM tip response. For instance the standard magnetic tape \textsuperscript{\{166\}}, the hard disks \textsuperscript{\{4\}}, magnetotactic bacterium \textsuperscript{\{167\}}, magnetic line arrays \textsuperscript{\{168\}} as well as current carrying structures of various configurations like, loops/rings \textsuperscript{\{105, 149, 169-\}}

\textsuperscript{*} MFM of the Metglas\textsuperscript{®} tips was conducted by using NIST standard sample \textsuperscript{\{165\}}

\textsuperscript{†} As there might be non-linear, i.e. hysteric behaviour involved. The tip behaviour could be deemed unpredictable or probabilistic because it is not possible to obtain its true hysteric behaviour due to the small size. Mostly it is assumed that the coating at the tip apex behaves similar to that of its cantilever or base, where taking hysteresis measurements might be relatively easier due to a larger area and relatively flat surfaces. Furthermore the coating thickness at the base may be significantly different to that on the three dimensional tip

\textsuperscript{‡} having different magnetic properties

\textsuperscript{§} See chapter 5
and straight lines/wires \cite{6, 151, 174}. Of late, Graphene Hall sensors \cite{175} have been added to the list of calibration devices that have been used for the MFM probe.

In the case of the magnetic tape, the hard disks, magnetic line arrays magnetotactic bacterium, the calibration could be regarded as rudimentary, as either, the fields of the calibration sample could not be determined precisely or had the possibility of being altered during the tip calibration procedure. In addition, the lack of controllability of such calibration samples for situations like very hard to very soft tips was a major setback. Hence, to quantify the probe the calibration samples needed to be versatile, so that a wide range of MFM probes could be calibrated from the same sample of known properties.

The calibration samples with the required versatility are the current carrying conductors. Irrespective of the shape*, these samples† have a unique vantage point. As the current in such conductors could be varied, their stray fields could thereby be manipulated as desired. Thus, these calibration samples have been used extensively to calibrate, quantify and characterise a range of MFM tips with more accuracy. Furthermore, the tips thus calibrated‡ were used in studying samples such as Co/Pt dot \cite{176}. With the help of calibration samples (like current rings), the absolute value of the magnetic field at the tip position can be calculated. By varying the current densities (or the currents) in a conductor, the field generated could be controlled and with the help of Biot-Savart’s law and its strength at a specific point in space can be calculated. Hence, by using the field of known strength, its influence on the stray field of a magnetic material can be deduced. The influence of the field on the magnetic material can also be gauged if the magnetic material’s distance from the source field is varied. The MFM technique is especially sensitive to all such variations. Nevertheless, the calibration also depends on

* rings or straight wires
† current carrying conductors
‡ In this case by using well-defined current carrying ring structures; The current rings as a calibration sample were fabricated by electron-beam lithography \cite{105, 149, 169-172}.  
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the size of the structure that was used to determine the calibrated values. Thus, the feature-size dependency has to be taken into account \cite{5, 173, 177}.

Although, a flat calibration sample\* might be preferred due to its capability of dealing with a wider range of spatial frequencies\† which might correspond to an MFM image\‡. Whilst embedded current structures do exist\§ \cite{178-180} and indeed MFM has been used as a fault detection mechanism\**. For the sole purpose of calibration of MFM tips, preparation of planerised/embedded samples might be considered cumbersome, especially if there are the added limitations of certain fly heights\††. In addition, the magnetisation distribution through the embedded layers must be well known in order to calculate the stray fields. The reason why such samples are not commonly used as the probe calibration devices is that the accuracy and precision required for a probe calibration sample is paramount. The embedded structures bring a certain degree of uncertainty to the scenario in addition to the MFM only being able to detect the signal at significantly larger probe-sample distances \cite{178}.

While it was found that a magnetic tip calibrated with the help of the current carrying rings served its purpose, the rings nonetheless could only calibrate tips destined to observe structures with similar stray field geometry, for example magnetic dots \cite{176, 181} and rings \cite{171}. Consequently, different calibration schemes for MFM-tips had to be introduced for quantitative investigation of samples other than magnetic dots or rings.

\* So that issues like the variations caused by the sample topography might be avoided
\† domain sizes in a limited size area
\‡ a few micrometres squared
\§ In the integrated circuits
\** Commonly known as failure sites
\†† low fly heights e.g. 10-50nm depending thickness of the layer required to planerise the topographical structures on the sample
Figure 4.11 shows examples of current carrying calibration structures with the schematics of the current flow directions and SEM micrographs of wire configurations. Current rings made of varying ring diameters are illustrated in figure 4.11(a) whereas 4.11(b) shows straight wire structures.\cite{6, 149, 151, 169}

Figure 4.11 shows a few examples of current carrying calibration structures for the MFM tip. The figure 4.11 also shows the schematics of the current flow directions and SEM micrographs of wire configurations. Current rings made of varying ring diameters are illustrated in figure 4.11(a) whereas 4.11(b) shows straight wire structures. In 2004 Kebe et al. \cite{6} used parallel current carrying conductors to calibrate MFM tips. They used the current-carrying wires of various lateral dimensions \cite{6, 151} and dealt with the determination of $m_{z}^{\text{tip}}$ as well as locating the imaginary position of that $m_{y}^{\text{tip}}$ on the $z$-axis in the thin film tips \cite{6} (in conformance with the point probe approximation \cite{107}).

In all such studies conducted by Kebe et al. \cite{6} or Carl et al. \cite{171}, the $y$ component of the magnetic field was ignored, under the assumption that compared to the $z$ component its value is negligible. It was also assumed that the tip position lies at the exact midpoint of the sample\footnote{the $z$-component of the magnetic dipole moment of the tip}, and the wire symmetry is assumed perfect. Kebe et al. \cite{6} expected the $y$ component to be zero at the exact midpoint between the current wire samples for a tip,\footnote{the $y$ direction was the direction in which the tip scanned the sample (parallel) and $z$ was the perpendicular height direction of the tip from the sample} and Dead centre of the parallel wire configuration.
which was perfectly magnetised in the z direction only. In reality however, only under ideal circumstances could the y component of the tip moment be ignored completely. The reason being, as mentioned earlier, that there is a large deviation in the tip sizes and shapes as well as the symmetry of the sample or that of the tip cannot be guaranteed under general circumstances. Hence, the premise that Kebe et al. \cite{6} or Carl et al. \cite{171} used was too idealistic.

The work carried out in this thesis used a calibration sample similar to that used by Kebe et al. \cite{6}. However, this project concentrated on the variations in fly height modes\footnote{Lift and linear} of the MFM tip(s) with respect to the sample observed at various locations, in the experimental as well as the modelling regime. It also dealt with the contribution of magnetic volume of a tip on the image formation as well as the effects of tip magnetisation angles (and/or the samples gradient field angles) during a set scan with respect to the sample. That is, the contributions of the (x and/or y) components other than perpendicular (z) direction in the tip-sample interaction were studied in detail an area, which was not covered by previous research. That is, the numerical analysis in conjunction with the experimental observations to determine the amount of contribution from y component of the magnetic field during the magnetic image formation was attempted during the course of this project. The contribution of the y component is one of the aspects that will be examined in depth in chapters \ref{Ch4}.$^\dagger$

4.6 Summary

Keeping in view the objective of this thesis, this chapter gives a detailed account of previous research conducted on various aspects of the MFM probe. Starting from the historical accounts of the initial formation of the probes, the shapes used and the

\footnote{This thesis \footnote{Lift and linear} the results from the review article from Kebe and Carl \cite{6} were initially recalculated as verification and understanding of the numerical methodology, using the MathCAD 2000i Professional software}
materials utilised to highlighting the diversity* that the MFM technique faced in the race towards the resolution improvement. The MFM technique, due to the complexities of its probes and thus the resulting convolutions in the image interpretations, needed to be quantified. The MFM probe therefore needed to be characterised for a specific requirement. In order to characterise the probe, a sample was required of known properties, generally regarded as a calibration sample.

Some of the mainstream fabrication tools used for probe manufacture/enhancements have been mentioned and compared. The FIB has been given special attention because not only was it found to be the most versatile tool† available (according to literature) but also it was the instrument of choice to aid in the fulfilment of few aspects of this project. As FIB milling could aid in the evaluation of active and/or effective magnetic volume coated on the probe, in the image formation. Moreover, the use of FIB milling could also help in answering questions like, does the effective volume reside only at or near the apex of the MFM probe or extends beyond the apex? In addition, how is the active magnetic volume linked to the MFM images qualitatively and/or quantitatively? If the volume does play a part, then how could it be manipulated, to improve the image properties and maybe the resolution? To date, these questions have not been thoroughly examined and the FIB technique was selected in an attempt to address some of these questions during the course of this project (see the result section).

Although the improvement of the MFM technique is an on-going process, due to the tremendous variety of magnetic materials‡ being researched and potentially used as an MFM probe (in its entirety or as its coating), it is still arduous to make the technique fully quantitative. With time due to the steady advancement of computational prowess

---

* including the pros and cons
† which has been heavily used in the studies of the MFM probe behaviour or simply in the improvement of image resolution by way of enhancing or modifying the magnetic probe. The focused ion beam technique has been used extensively for fabrication and modification of MFM tips due to its precision and flexibility.
‡ with an array of varying magnetic properties, due to shape, size, coating thickness etc.
of numerical and/or simulations software*, more and more researchers have become heavily reliant on such an aid to predict, optimise and/or compare the experimental results. This amalgamation of experimental results with the computational predictions has greatly improved the understanding of the tip-sample interaction as a whole. Computational software such as MathCAD†, Origin‡ and AutoCAD§ have been heavily used during the course of this project other than the built-in software that accompany techniques like MFM, FIB milling or e-Beam lithography.

The researchers also realised that in order to quantify the MFM technique, the probe need to be characterised and then calibrated. Although an indirect method, the probes could possibly be quantified by using calibrated samples (that could in turn be used to calibrate/characterise the probe(s)). Works in relation to such calibration samples have also been re-examined at the end of this chapter, with an eye for potential improvements in the methodology used for a more realistic tip scenario. Although efforts have been made to devise an all-purpose general calibration sample, capable of characterising the MFM, but there is room for improvement. It is this work, which has also been pushed forward in this project as will be described in later chapters (see chapter 6, 7 & 8).

The next chapter deals with the instrumentation, fabrication and methodology that were used during the research conducted in this project. In addition, the fifth chapter also deals with some preliminary control experiments relevant to the results presented in this project.

---

* Used the computers
† See chapters 6. Used for estimation the stray fields and their gradients
‡ Used for image conversions, interpretations and pixel counting. See result section
§ Tip shape modelling and volume estimation. See chapter 7
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Techniques, Materials & Initial Observations

5.1 Introduction

The parameters essential to the instrument functionality with the relevant materials, methods and some preliminary observations are discussed here. Some techniques used in the manufacturing and/or modification of the MFM probes have been described in chapter 4, as part of the literature review. In this chapter, only those techniques and materials, which were used in this project, would be dealt with.

Electron Beam Lithography (EBL) was used for the fabrication of the sample current wire structures for MFM calibration (manufactured by Dr Paul Fry*). EBL is a common technique, its functioning and working principles could be found from any microfabrication book [1]. Details regarding wire structures are given in section 5.4.

The FIB instrument however, was extensively used during the course of this project. It was not only used to modify an MFM tip due to its milling capabilities but also metal deposition† capabilities were also utilised during the course of this project. In addition to this, some initial experimental observations would also be described in this chapter. Details of other experimental techniques, such as scanning electron microscope (SEM), which were used for general-purpose imaging of the physical dimensions and magnification of tip(s) or MFM calibration structures, could be found in the literature [2-6].

5.2 AFM & MFM

The atomic and magnetic force microscope used during the course of this project is shown in figure 5.1. It was a Nanoscope Dimension 3000 Scanning Probe Microscope

* The Department of Electronics and Electrical Engineering, University of Sheffield, Sheffield, UK
† The experiments relating to the FIB deposition capabilities have not been included in this dissertation due to lack of conclusive results
manufactured by Digital Instruments. The instrumental set up consisted of a controller, two monitors and an on-axis video microscope for the tip-sample positioning, image display system and software for image processing and data extraction.

The basic essential components required for the operation of any AFM/MFM are a sharp tip (which is magnetic in the case of MFM) on a flexible cantilever, sensitive deflection detector, mechanical scanning system (piezoelectric), servo system (to maintain the desired interaction force). The instrument was operated in the tapping/lift mode \(7, 8\). Details of basic operation and functionality of the technique for both AFM and MFM can be found in \(8\).

The maximum area of about 100x100μm\(^2\) down to a few 100s of nanometres could be scanned with the help of AFM/MFM without compromising the image integrity. It was observed during this project that to capture stable unperturbed images below the scan sizes of 1x1μm\(^2\) was quite difficult.

AFM images can be captured simultaneously with the MFM imaging. The instrument has to trace the surface topography (AFM) as a reference first, so that with that knowledge in its feedback systems, it could set a specified distance above the sample later for the MFM imaging. For any type of height or roughness measurements, the AFM mode is the best choice as any change in the topography could be recorded in the form of phase shift. The MFM software is equipped with the options of the step height,

---

* which came with the equipment
section analysis and the root mean square (RMS) roughness of any given sample for a specified area.

The MFM mode has the capability of measuring magnetic field gradients up to 3μm tip fly height from the surface of the sample while scanning a maximum area of about 100μm x 100μm. The instrument could also work in nanometre regime at a tip height of 10nm above the sample’s surface while scanning an area of 100nm by 100nm. The MFM used during this project was optimised for working at tip fly heights of about 20 to 300nm while scanning areas in the range of 1x1 to 50x50μm². For most experiments conducted here the scan sizes range was kept between 1.5x1.5μm² to 25x25μm². These scan sizes were selected depending on the desired images quality and/or quantity.

As mentioned in chapter 4, active research is currently going on to enhance the spatial resolution of MFM captured images. To improve the spatial resolution limit or to study the limiting factors involved in restricting the resolution, one must be mindful of the following things at all times. First, that there is a physical limit to the scan size the instrument can handle without introducing image distortions and artifacts, further constrained by the pixel limit, which is linked directly with the interpretation of the data. Like a digital camera, an MFM instrument has a maximum pixel limit, which was 512 pixels (also known as samples per line) for the instrument used here. Most of the images used in this dissertation were captured at 512 samples per line. Furthermore, the scan speed was also kept slow so that there were no excessive drag effects due to fast scan speeds of the tip scanning which may potentially add to image perturbations. However, a drawback of keeping the scan speeds slow is time and one image could take up to 30 to 45 minutes in optimal conditions.

The best operating conditions for the instrument are a dust free, vibration free environment, if possible in vacuum (9-12), and ultra-low temperatures (13-17). Normally such extreme environments are introduced to reduce the extra noise and
impurities from the working conditions. However, not many MFM apparatus are operated in high vacuum or at ultra-low temperature conditions, for instance the instrument used during this project. Indeed the MFM instrument used in this project was placed on a noise dampening air table.

5.2.1 AFM & MFM: Typical pyramidal shaped probes

A typical example of a standard AFM probe is shown in the figure 5.2, where (a) shows the complete tip along with its adjoining cantilever, which in turn is attached to the Si base. This base is the portion of the tip visible to the naked eye and with the help of fine tweezers is clamped in position in the holder, which is then mounted onto the instrument.

A crude way to distinguish between an MFM from an AFM probe is the length of the cantilever. Other than that, both the AFM and the MFM tips look identical. Although they are usually kept, separate in their respective marked containers. To a trained eye, generally the cantilever of the MFM probes is visually longer in length compared to the AFM probe. From the figure 5.2 (b) it can be seen that the probe shown in the SEM image is an AFM probe due to the relatively shorter length of its cantilever. The difference in the cantilever length between AFM probes to that of MFM probes is due to the required differences in their operational frequencies. The fact that an MFM probe carries extra magnetic material as an additional mass onto the cantilever in addition to being an AFM probe, an
example of the operational frequency of an MFM probe would be 60KHz. Whereas AFM probes need only be used to capture the topographic images and thus might operate at the frequency of 250KHz. Thus, for a particular probe to operate optimally, the frequencies required for the technique to work would be different [18].

The MFM probes have the required coating of the suitable magnetic material (like Co) and usually a protective coating (like Cr) to stop corrosion due to environmental factors like humidity etc. The SEM image in figure 5.2 (c) is a magnified image of the probe. The apex is the crucial part, which senses the relevant forces, and helps create a topographical or a magnetic image as a result. (Chapter 3, figure 3.4).

Figure 5.3 shows an SEM image of a typical MFM pyramidal type tip and some of its measured dimensions given in the respective table 5.1. The dimensions of the MFM probe ensure that it effectively senses the magnetic force interactions so that the distribution of the magnetic forces from the sample is efficiently detected. The dimensions of a commercially available MFM probe sensor are generally quoted as ~225±10µm length, ~45±3µm width and ~2.5±1µm thickness for the cantilever with a tip of ~10±3µm height and ~100±30nm apex diameter tip attached at the free end of the cantilever [8, 19]. As mentioned before the tip shape used in the MFM is pyramidal. However, other shapes more specific for individual or specialised cases may be available or manufactured.
The data given in table 5.1 was measured from the SEM images of the magnetic tip, like the one shown in the figure 5.3. Note there is a variation in the cantilever dimensions at the top from those of the bottom. In table 5.1, the ‘top’ of the cantilever represents the tip’s front/top side and the ‘bottom’ is the back where the laser is shown.

<table>
<thead>
<tr>
<th>Tip Height</th>
<th>~13.9±2µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cantilever Head</td>
<td></td>
</tr>
<tr>
<td>Width, Top</td>
<td>~54±4µm</td>
</tr>
<tr>
<td>Width, Bottom</td>
<td>~87±4µm</td>
</tr>
<tr>
<td>Cantilever</td>
<td></td>
</tr>
<tr>
<td>Width, Top</td>
<td>~43±4µm</td>
</tr>
<tr>
<td>Width, Bottom</td>
<td>~77±4µm</td>
</tr>
<tr>
<td>Length, Top</td>
<td>~174±6µm</td>
</tr>
<tr>
<td>Length, Bottom</td>
<td>~194±6µm</td>
</tr>
<tr>
<td>Thickness</td>
<td>~4±2µm</td>
</tr>
</tbody>
</table>

**Table 5.1: Typical dimensions of a Veeco MESP MFM tip and its cantilever (Data measured by N.E.Mateen)**

5.2.2 AFM & MFM: General Parameters for Image Capture

The setup and parameters used to generate and capture images will be described here. Figure 5.4 shows a typical AFM image of the standard calibration grid. To create this image the AFM tip was firstly mounted carefully on the tip holder, which was then placed on the piezoelectric device. Once in position, the laser was adjusted to maximise the signal to be detected by a photo detector.

In figure 5.4, a standard AFM calibration grid was imaged. The scan area for this image was 25x25µm². As there was no particular need for positioning like x, y or angled offsets for the standard AFM calibration sample these parameters were kept at zero.

Normally, for the combined AFM/MFM images, any commercial magnetic tip can be used. Some parameters commonly used in the MFM instrument are shown in table 5.2.
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Table 5.2: Some commonly used parameters setting for the AFM tip and MFM tip, which is capable of capturing both AFM and MFM images simultaneously [8] (Data collected by N.E.Mateen)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>AFM</th>
<th>AFM/MFM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Auto-tuning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resonant frequency range</td>
<td>~100-400kHz</td>
<td>~40-100kHz</td>
</tr>
<tr>
<td>Target Amplitude</td>
<td>2V</td>
<td>2V</td>
</tr>
<tr>
<td>Frequency offset/peak offset</td>
<td>5-10%</td>
<td>5-10%</td>
</tr>
<tr>
<td><strong>Scan controls</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scan area</td>
<td>1x1μm²-100x100μm²</td>
<td>1x1μm²-100x100μm²</td>
</tr>
<tr>
<td>Angle of scan direction</td>
<td>0-360°</td>
<td>0-360°</td>
</tr>
<tr>
<td>Scan rate</td>
<td>≤1Hz</td>
<td>≤1Hz</td>
</tr>
<tr>
<td><strong>Feedback controls</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integral gain</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Proportional gain</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Amplitude set point</td>
<td>1.59V</td>
<td>1.52V</td>
</tr>
<tr>
<td>Drive frequency</td>
<td>~367kHz</td>
<td>~58kHz</td>
</tr>
<tr>
<td><strong>Interleave controls</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interleave mode</td>
<td>Off</td>
<td>Linear/Lift</td>
</tr>
<tr>
<td>Lift scan height</td>
<td>-</td>
<td>5nm-3μm</td>
</tr>
<tr>
<td><strong>Channel 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data type</td>
<td>Height</td>
<td>Height</td>
</tr>
<tr>
<td>Data scale</td>
<td>300nm</td>
<td>300nm</td>
</tr>
<tr>
<td>Scan line</td>
<td>Main</td>
<td>Main</td>
</tr>
<tr>
<td><strong>Channel 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data type</td>
<td>-</td>
<td>Phase/Frequency/Amplitude</td>
</tr>
<tr>
<td>Data scale</td>
<td>-</td>
<td>~3°</td>
</tr>
<tr>
<td>Scan line</td>
<td>Interleave</td>
<td></td>
</tr>
</tbody>
</table>

After mounting the MFM tip, it is then auto-tuned to find its respective resonant frequency. For MFM tips such as the Veeco CoCr the resonant frequency range of 40 to 100 kHz is considered optimal, the value for the CoCr tip used in figure 5.5 was 58 kHz.

In order to capture a good MFM image (as shown in figure 5.5), typically the scan rate or the scan speed was kept low. In the data channel [8], the mode was selected to height and the z range was set at 300nm (see table 5.2). The image was captured while the tip was in the trace sequence using the values from the main set up.

For the capture of the image illustrated in figure 5.5, both the AFM and the MFM images of the same sample are produced simultaneously. The procedure and set up is the same as that for the AFM, however, for the magnetic image to be captured simultaneously, the interleave control is also activated. The interleave control panel is switched off in the case of AFM; however it is of critical importance for the correct function of the MFM. To capture an MFM image, like shown in figure 5.5, (a standard magnetic tape), the main and interleave control may have to be auto-tuned separately (depending on what type of magnetic sample is to be observed).
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Fig. 5.5: Left hand side shows the AFM image of the standard magnetic tape sample. The surface topography can be seen in the image clearly. The right hand side of the image shows magnetic patterns of the same area. The scan area is 25x25µm$^2$ at a fly height of 60nm and the phase data set at 3°. (Image captured by N.E. Mateen)

However, for samples such as standard magnetic tape represented in figure 5.5, the ‘main controls’ parameters were used for both AFM/MFM drive amplitudes. Apart from for the MFM in the interleave controls the scan height mode was switched on to the lift mode with the scan height of 20nm. In order to capture both the AFM and the MFM simultaneously in the second channel box the phase mode was selected with the data range value of 3° with the tip scan direction set to retrace, thus creating two simultaneous images of surface topography as well as the magnetic gradient image on top of the samples surface.

Nonetheless, for high coercivity magnetic samples (for example single crystal RE-FeB discussed later in section 5.2.6 and 5.2.7) \cite{20-23} the drive amplitude of the main feedback system becomes inadequate due to strong attractive and repulsive forces on the tip from the sample’s stay fields. In order to get both AFM as well as MFM images without any topographical or magnetic distortion affecting either image the parameters in the interleave mode were adjusted independent of the main controls. An interleave drive amplitude parameter of $\sim$1500mV is appropriate (as shown successfully during the
course of this project) for samples like RE-FeB which allow both images stay independent and artefact free.

### 5.2.3 Probe materials selection and use

There are probably as many numbers of tip coatings available as there are magnetic materials. Any magnetic material (predominantly ferromagnetic) could potentially be used as a magnetic sensor and hence an MFM tip, as mentioned in chapter 3 and 4. In this dissertation, other than the commercially available standard CoCr tips a few other tips were also used. They were Metglas® tip(s)*, commercial low moment Ni (LM-Ni) tips† and modified versions‡ of a single standard CoCr tip. All the MFM measurements during this project were performed at standard temperature and pressure (STP).

A standard MESP CoCr tip batch having moderate coercivity in the range of about ~32 to 39.8kA/m (by Veeco) was selected because these are the most commonly used commercial MFM tips available. A CoCr tip is a robust tip, which generally does not influence the magnetic material, nor can easily be influenced by it. Therefore, it is suitable for conducting observations on materials with moderate to high coercivity values§. The tip itself (like an AFM tip) is made of (n) doped Si. It is then coated with a layer of Cr (1-10nm) and then a layer of CoCr about 10 to 250nm thick, with a coercivity of ~32kAm⁻¹. These are general guidelines provided by the manufacturer and specific composition and thickness are not provided due to proprietary reasons.

---

*Amorphous material coated on batch of Si based tips with varying thicknesses, made in University of Sheffield in 1999 by Dr. G. P. Heydon [24-26].
† Only once facet of the pyramidal Si based tip was coated with Ni material
‡ As mentioned in section 5.3.3
§ Too low values and the domain patterns will be swamped by the tip’s field itself and the tip would act as a writing tool instead of reading i.e. it normal function. Conversely, if the coercive values are too high, there is a danger of tip’s magnetisation direction being reversed randomly during scanning and thus rendering the results difficult to interpret
An AFM image representing the surface topography and an MFM image showing the corresponding domain pattern, at the 2D* base of a commercial batch fabricated CoCr coated tip can be seen in figure 5.6. The MFM image in figure 5.6 was captured having the scan area of 1x1µm² at a fly height of 20nm and the phase data set at 3°.

Fig. 5.6: Shows an AFM (left) and its corresponding MFM (right) image of the flat area† of a commercial pyramidal CoCr tip by using another CoCr tip from the same batch. The MFM image was captured at the fly height of 20nm with the phase data set to 3° encompassing an area of 1x1µm² (Image captured by N.E.Mateen)

From the surface topography of the CoCr film (LHS) of the image in figure 5.6, it can be noticed that the individual grains of about 30±6nm in diameter, form clusters of about 121±22nm. However, from the magnetic part of the figure 5.6, the domain patterns indicate areas of attraction or repulsion of the order of 211±32nm, which is approximately double the size of the clusters. Assuming these values (gave above) to be correct, for a tip coated with crystalline material, the defining factor in the success of a

---

* Imaging the domain structure at the tip apex was not possible as the tip is usually located at the end of a freestanding cantilever. Furthermore as the area, cantilever included, is too small (i.e. few tens of nanometres in dimensions) for the optical camera to locate, it becomes exceedingly difficult to image the magnetic structure on the tip itself. However, there are techniques like Lorentz microscopy /27/ and electron holography /28, 29/ to observe the magnetic fields emanating from the tip apex

† This is the relatively larger area at the bound end of the cantilever which is usually clamped in the holder
particular tip is determined by the way the material is deposited on the tip (at the tip apex) and by the tip shape \(^{26}\).

There was not much data readily available on the CoCr, LM-Ni and the Metglas® tips used in this project. Therefore, some basic assumptions were made regarding the tips to extract some meaningful values. Where possible with the help of SEM and/or AFM the thickness of the tips’ coatings was estimated. While the coating thickness of the amorphous Metglas® tip(s) were estimated to be \(~40\text{nm}\) on the flat surface of the tip (i.e., the base) with the help of AFM\(^*\), the estimation of the coating thickness of the CoCr tip was done with the help of SEM images\(^\dagger\) (see section 8.3). This was because the Metglas® tips were manufactured at the University and hence had a known thickness verified by the AFM. However, according to the manufacturers the thickness of the material coated on the commercial tips could be anywhere between 10 to 250nm, which was not helpful for the required research purposes. Therefore, the coating thickness for those tips had to be measured with the help of SEM images.

\subsection{5.2.4 MFM image reproducibility: Physical contamination or noise artifacts}

MFM can sometimes suffer from image artefacts. Charged particles from the surrounding areas might become attached to the tip and deteriorate the resulting magnetic image. The effect of such an occurrence would be dominant on the AFM side of the topographical image (e.g. certain level of feature broadening or doubling would occur) and a subtle reduction of the MFM image contrast might occur. This is mostly expected when the MFM measurements are not performed under high vacuum conditions, as was the case during this project. At a cursory glance, this might be thought to be the case in figure 5.7, which shows an abrupt change in contrast about \(1/5\)th the way down the image.

\(^*\) Easier when some kind of step is available to measure

\(^\dagger\) In case there is no step available to measure from the AFM
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Fig. 5.7: Correlated image pairs of AFM/MFM using a CoCr tip on a standard magnetic tape sample, scanning an area of 25x25\(\mu\text{m}^2\) at a fly height of 20nm, having the phase data set at 3° (Image captured by N.E.Mateen)

However, there was no apparent broadening of topographical features in the left hand side of the image (AFM) observed. The change in contrast was only observed in the MFM image, not the AFM image. Note also that around 4/5th of the image down there seems to be a topographical feature big enough to interfere in the MFM image, which did not alter to a significant degree the AFM or the MFM scan of the image. Subsequent SEM studies revealed (not shown here) no particulate contamination on this tip before or after the AFM/MFM scan. The absence of any foreign contaminant was indicative of some kind of change in the tip’s magnetic behaviour i.e. in the form of a change in the magnetisation direction. In fact, no tip contamination was observed during any image produced during this project.

It is clear that a tip (such as a standard CoCr) can render image variations with slight changes in the magnetisation direction during scanning. It is also possible that the same tip used at different times on the same sample could render slightly different magnetic

\* Magnetised in the same direction
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images*. An example of such variations is shown in figure 5.8, where a standard CoCr tip was used to image the standard magnetic tape.

Fig. 5.8: Shows correlated sequential MFM images along with their respective line scans on the right hand side of each image. Note that all (a, c, e & g) are areas of the standard magnetic tape captured using the same CoCr tip. It can be seen in (b, d, f & h) that each time the image is taken the quality is somewhat improved or deteriorated due to variations in the tip-sample interaction (Image captured & processed by N.E.Mateen)

* In the form of image clarity and sharpness, i.e. the overall image quality might have reduced.
It should be noted that all the images in figure 5.8 were captured in sequence (i.e. during one uninterrupted* scan). The only variations that were made during the capture of the subsequent images were to the scan sizes†, however consequently unintended changes in the sample locations‡ were observed for smaller scan sizes. All the images shown in the figure 5.8 were captured at the scan size of 3.13x3.13µm² with the scan rate set to 0.439Hz (with a tip velocity of 2.74814µm/s). Therefore, the variations observed in figure 5.8 were not due to the scan speeds for a particular scan size. The variations in the figure 5.8 might have arisen as the direction of remanent magnetisation was slightly off the perpendicular c-axis or was subject to slight variations during scanning process.

Furthermore, it is expected that every time a tip is magnetised before engaging the sample for an image scan, there would be minor variations in the magnetisation direction, especially in the area of the tip, which has a significant contribution during an image formation. Other possibilities might include the ambient conditions of the room, changes in atmospheric humidity, subtle variations in temperature/pressure etc. The current observations concurred with the work done by Abelmann et al.[30].

5.2.5 MFM Fly Height Variation: Effect on Magnetic Tape Data

Some basic control experiments were conducted at the initial stages of this project. The reason was to check the optimal functionality of the instrument as well as to have a better understanding§ of how parameters like the tip’s fly height have an impact on the final image formation. The effect of the tip fly height can be observed graphically as shown in figure 5.9. Line data analysis** was done using single-pixel scan line or an average of multiple pixel scan lines. In this case, single pixel lines were used because

---

* Tip being consistently engaged to the sample
† Scan sizes were sequentially changed from 3.13x3.13µm² to 25x25µm² and then back to 3.13x3.13µm² several times to study the image variations effects at smaller scan size areas (larger scans not shown here)
‡ When scan/field sizes are varied from smaller to larger back to smaller sizes there is usually a shift in the location such that sometimes the tip has to be shifted to the desired location manually
§ And to have hands on experience
** This can also be done by using the inbuilt tool in the MFM software known as ‘section analysis’
the variation from pixel to pixel was large and thus the error in the data would have increased significantly by averaging. Averaging is usually done to reduce random error such as noise in samples such as parallel wires (see section 5.4).

![Graph showing line scans of MFM images](image)

**Fig. 5.9:** Shows line scans of the MFM images captured using a commercial CoCr tip on a standard magnetic tape sample (see figure 5.5) with increasing fly heights from 20 to 200nm (Data gathered and processed by N.E.Mateen)

Figure 5.9 represents line scan data of length 2µm of the magnetic tape sample within the area location as shown in figure 5.5, with variation in the scanning fly height of the tip using Tapping/Lift™ mode, from 20 to 200nm with the regular increments of 20nm. The phase data was set at 3°. It can be seen that with the increase of fly height the magnetic signal drops significantly within the range of a few hundred nanometres. At about the height of 200nm it becomes difficult to distinguish between the background noise to that of the magnetic signal. Contrary to imaging weak magnetic signals at higher fly heights, at very lower fly heights, e.g., below 20nm, surface topographical signals start to break through as artefacts to the magnetic image.
The surface topography in figure 5.10 (same as figure 5.5) can be seen as signal breakthrough in the magnetic image at low fly heights in figure 5.11(a). The diagonal lines are visible running from the top right hand side to bottom left side of the image. The effect of fly height can be observed from the figure 5.11. The images were taken from the same area 25x25 μm² of standard magnetic tape sample, with the lift fly height varying from 10 nm to 350 nm. It is evident that though the image on the top left hand corner shows the magnetic patterns very clearly, but at the same time, the surface topography can also be observed which is considered as an artefact in the magnetic image.

The lift height of 50 to 100nm showed good contrast of images, whereas with further height increments the image resolution progressively degrades. Eventually with the lift...
height of 350nm, the magnetic structure becomes difficult to observe, as the signal becomes too weak. From the graph shown in figure 5.9, it is evident that in order to get an optimal magnetic image with relatively good contrast, the scan fly height should be close to the sample surface, provided the surface topography does not interfere.

5.2.6 MFM Fly Height: Effect on single crystal RE-FeB with CoCr standard pyramidal tip

For a hard magnetic sample, the effect of fly height have a different impact on the resulting magnetic images compared to the fly height variations observed when a similar CoCr tip was used to observe the standard magnetic tape (see figures 5.6 and 5.8).

A REFeB single crystal sample (21) is another example of the effect of the fly height variations with a standard CoCr tip, shown in the figure 5.12. Figure 5.12(a) shows the AFM topographical image of the REFeB sample and figure 5.12(b) represent the MFM images of the variations in fly heights (from 5nm to 2.5μm). REFeB are renowned for its strong magnetic properties (21-23) and the magnetic signals can be picked up at the noteworthy lift height of 2.5 micrometres*. The magnetisation of a REFeB bulk single crystal used in this project was directed primarily in the perpendicular direction to the surface i.e. out of plane.

The domains observed through the MFM (at relatively lower fly heights ~100nm) were the generic ‘flower like’ patterns. These ‘flower like’ domain patterns are known to become further refined closer to the samples surface (31) i.e. the fine scale features were expected to be distinctly noticeable near the samples surface. Such domain formations of a REFeB bulk single crystal come under the category of branching

* Physical limit of the MFM instrument used in this project
domains. Branching is the progressive domain refinement towards the surface by iterated generations of domains \cite{31}.

**Fig. 5.12:** Shows the REFeB single crystal sample of $25 \times 25 \mu m^2$ scan area, where (a) represents the AFM topography and (b) shows the MFM images captured at various fly heights with a standard CoCr tip. The fly height variations were carried out from 5nm to 2500nm with the phase data set at $3^\circ$ (Images captured by N.E.Mateen)

Hence, the effect of the lift height plays a crucial role in the image formation, quantity and quality. Therefore, it is mandatory to optimize the scan lift height before final MFM images are captured. For REFeB bulk single crystal the magnetic image obtained at the substantial lift heights (i.e., about 1 to 2.5μm) bore almost no resemblance to the patterns that were observed at lower fly heights (i.e., about 50 to 100 nanometres) near the sample surface. In spite of the considerable difference, the images captured were of the exact same location (as shown in figure 5.12(a)) of the sample. At the fly height of
5nm, the surface topography became visible, compromising the magnetic images (top left image shown in figure 5.12(b)). The magnetic patterns at lower fly heights showed a highly complex fine scale structure (top middle and right hand side of the figure 5.12(b)), however, at higher fly heights (greater than 100nm i.e., bottom row of the figure 5.12(b)) the contrast becomes almost black and white with fine scale magnetic details get obscured. This meant that the MFM's phase shift data at 3˚ was no longer significant to cater for the signal strength at higher fly heights. Increasing the phase shift data to a higher value would obscure the data acquired at lower fly heights. Further work was conducted to understand the tip-sample interactive behaviour, particularly for REFeB samples (see chapter 8, section 8.4).

To observe the magnetic behaviour of REFeB single crystal further, line scan analysis was conducted as shown in figure 5.13. The left hand side of the graphs shows the fly height scale whereas the right hand side represents the phase shift data. The phase shift data in this case was kept constant at 3˚. A compromise in order to compare the data taken at various fly heights without changing any other parameter was made. According to the data shown in figure 5.13, for very low fly heights* like 5 or 10nm, some of the magnetic signal seemed to be truncated due to the 3˚ phase setting. When the data was gathered in the range of fly heights of 25 to 100nm the phase shift signal fitted nicely within the phase data of 3˚.

At the fly height of 500nm the fine details of the attractive and repulsive magnetic signals seemed to be lost. There was however, a sharp increase of the image contrast indicating that most or the maximum and minimum extremities of the data remained out of the range of 3˚ phase data set for the image. At even higher fly heights, in the range of 1μm to 2.5μm, most of the detail of the magnetic signal, even the variation seen at 500nm fly height, seemed to have been lost and only an aggregate of the attractive or

* Apart from the possible topographical interference
repulsive magnetic signal seemed to have remained. Note at the fly heights of 20μm and above, the phase shift signal again appeared to have fitted in the 3° phase data set, thus indicating a certain reduction in the image contrast.

Fig. 5.13: Shows line scans of the MFM images captured using a commercial CoCr tip on single crystal REFeB sample (see figure 5.12) with increasing fly heights from 20 to 200nm (Data gathered and processed by N.E.Mateen)
From the graphs shown in figure 5.13, it is clear that, the image contrast fluctuates at various fly heights*. Other than very low fly heights where the magnetic signal is intermixed with the topographical data, the magnetic patterns show relatively less image contrast but high image definition in the form of fine scale magnetic detail. However, as the fly height was increased, the image contrast initially increased and then at very high fly height it reduced again, losing the magnetic fine details in the process. The loss of image contrast at fly height in micrometre range may be attributed to weakening of the overall magnetic signal.

Therefore, depending on the requirements of the user different fly heights might be suitable for different purposes. For example, if one was interested in studying the finer details of the magnetic patterns working in the range of above 20nm to below 300nm fly height range might be suitable compared to someone whose interest lies in working with the maximum signal strength. Of course these observations indicate and verify that the tip’s magnetisation direction and how it interacts with the sample remain the crucial part in the final image formation.

5.2.7 Image Definition: CoCr tip and REFeB single crystal

The single crystal REFeB sample is known to have fine scale structures at the edges of its domain patterns /22/. Using a standard pyramidal CoCr tip the capability of the MFM high definition and/or the tip’s ability to fully resolve such structures was tested before the main set of experiments commenced (chapter 6-8). It must be noted that the tip was randomly selected from a standard batch of ten tips†.

For hard magnetic materials such as REFeB, the default settings of the MFM instrument are inadequate to cope with the strong magnetic fields. Due to strong magnetic forces, sometimes the tip can physically start hitting the samples surface resulting in physically

---

* For hard magnetic materials like bulk REFeB single crystal with complex magnetic patterns
† It must also be kept in mind that the behaviour of tips may vary even from the same batch
damaging the tip and/or the sample. In other cases, the topographic breakthrough may start to occur in the MFM images as well as the magnetic breakthrough on the AFM images. Therefore, to separate the topographical signal from the magnetic signal, interleave controls not only have to be turned on but have to be fine-tuned \(^3\) and set to values* which would aid in separation of the magnetic signal from its topographical counterpart.

Figure 5.14(a) shows the relatively smooth surface topography of the REFeB sample where 5.14(b) represents the corresponding magnetic pattern of the same area of 6.85x6.85µm\(^2\). The fly height for all the MFM scans was kept at 40nm.

When the scan was repeated at the same place but with a reduced scan area of 2.84x2.84µm\(^2\), the magnetic image appeared somewhat clearer as shown in figure 5.14(b1). Further reducing the scan size to 1.43x1.43µm\(^2\) as shown in 5.14(b2) and then to 1.01x1.01µm\(^2\) shown in 5.14(b3) greatly improved the image quality, as more pixel information was available.

Note that in figure 5.14(b3), the fine scaled features of the magnetic pattern seemed to be better resolved, thus making the overall image a high quality, high definition image. As a smaller area was scanned, notice that the image contrast was automatically adjusted with respect to the surrounding features†. In 5.14(b), this area was relatively dark. Compared to some features, which looked completely white indicating that the phase shift values were off scale and the phase data set of 20˚ was not quite adequate for that image. However, for area of magnetic pattern shown in figure 5.14(b3) the phase data of 20˚ was adequate.

\(^3\) For example, interleave drive amplitude and set point. A good practice is to start changing the interleave drive amplitude values close to the value of main drive amplitude. As any sudden change might damage the tip and in some cases the sample as well

\(^*\) A built-in feature of the MFM instrument
Fig. 5.14: a) Shows the AFM image of the REFeB single crystal at an area of 6.85x6.85µm². (b) represents the corresponding MFM image of the same area showing the rickrack pattern. (b1, b2 & b3) show the zoomed up area (marked by yellow circle in (b & b1) same as(a)). All MFM images had the lift height of 40nm at the phase contrast set to 20° (Images captured by N.E.Mateen)
Therefore, such images can contain both dominant and some subtle magnetic features* and some of the subtle information about the magnetic domain patterns might be lost.

To observe such small and/or weak features in depth, the scan area needs to be reduced. For example, scan size was reduced from figure 5.14(b) to 5.14(b3). If the pixel count in each captured image were the same i.e. 512 per scan line†, then the information per pixel for a reduced scan area would increase. Provided the tip behaviour is not compromised and remains as expected i.e. no change in the magnetisation direction or particulate contamination occurs‡.

Fig. 5.15: Shows the slight variations in the phase shift highlighted by the variations of the colour spectrum (Images captured & process by N.E.Mateen)

Figure 5.15 is a three dimensional representation of figure 5.14(b3). It seems that the NdFeB single crystal c-axis magnetic patterns are formed by the superposition of clusters of small domains and their respective domain walls. Apparently, the tip

---

* The magnetic features having significantly large phase shift values would dominate the image and the features with lesser phase shift might not be seen clearly in the resulting MFM image.
† As in this case being discussed
‡ Note that a larger number of pixels in an image over a certain scan area do not guarantee a higher image resolution as such
experiences its transition from attraction to repulsion in small steps probably near the domain wall boundaries.

![Fig. 5.16](image)

**Fig. 5.16:** Two consecutive scans of the same area (marked by the yellow circle) show image distortion scale due to tip wobble. In (a) two parallel domain lines are seen but in (b) the lines appear to have been curved towards the left (Images captured by N.E. Mateen)

When capturing an MFM image at very small scan sizes (and if the purpose of the study is to observe highly resolved fine scale magnetic features) then the observer should be aware of the slight image distortions that may occur from image to image. An example of such distortions is given in figure 5.16(a) and (b). In the first MFM image (figure 5.16(a)), the fine magnetic patterns * in area marked by the yellow circle appear almost straight, but when the same area was scanned (and captured as an MFM image) a second time the diagonal lines appear slightly distorted. Here one can only speculate that the magnetic pattern lines were true in the first image and became distorted in the second.

Figure 5.17 shows an even smaller scan area of the same size from images represented in figure 5.14 (b), (b1), (b2) and (b3). As shown earlier that in figure 5.17(a) and (b) significant loss of information occurs as the scan area become ‘pixelated’ thus obscuring any minute details regarding tip-sample interactive behaviour. Such details

---

*Diagonal pattern lines from top left hand side to bottom right hand side corner*
can be seen in (c) and (d) clearly, as the information is not lost due to lack of image pixels. MFM image anomalies in (c) and (d) on a small length scale are due to the tip’s behaviour in relation to the sample.

Fig. 5.17: Significant pixilation in (a) and (b) obscures minute details regarding tip-sample interactive behaviour which, can be seen in (c) and (d) due to a smaller scanning area. MFM image anomalies can be seen in (c) and (d) on a small length scale are due to the tips behaviour in relation to the sample (Images captured by N.E.Mateen)

As the tip raster scans the sample abrupt jumps sometimes occur before a transition point from dark to light (or vice versa) is reached, thus minute tip response delay per scan line. The raster scan direction in these scans was from right to left and all images were captured while scanning from bottom to top. This might also be interpreted as the inherent measurement error in a typical single scan line. For these scans i.e., (c) and (d)
the abrupt jumps occurred at about the length scale of 6 to 8 pixels, hence producing an uncertainty of about 24 to 32 nm.

Fig. 5.18: The pixels per scan in this image were 510x510. Since the image area was 1.01x1.01\(\mu\)m\(^2\), a single pixel would be approximately equal to 2x2nm\(^2\), the limiting factor to the image resolution. However, in case of the MFM phase shift image the fine scale magnetic features could be seen clearly down to a few pixels (a). The corresponding AFM surface topography does not show any physically significant features indicating no topographical breakthrough had occurred (b). Line trace data (c) from both the magnetic (a) and topographic (b) images taken at the exact same location, highlight the magnetic features being of magnetic origin and were consistent with known features in REFeB (Images captured and graph made by N.E.Mateen)
As mentioned earlier, to observe high resolution it is mandatory that the scan size area is minimised and the number of pixels per scan line at a maximum. To measure a feature size quantitatively, several pixels might be required. The thinnest lines that are clearly visible in figure 5.18(a) are about 3 to 5 pixels* thick. Then in this case, the thickness (measured at full width half-maximum (FWHM)) of the possible domain walls was approximately 5nm±2nm to 9nm±2nm as can be seen in figure 5.18(c). The surface topography of the exact area is shown in figure 5.18(b). The topographic line traces in figure 5.18(c) highlight the features shown in figure 5.18(a) of being magnetic in origin and therefore consistent with known features in REFeB.

This estimation might be true as 5±2nm would be in the agreement with the findings of work done by Kreyssig et al. on REFeB [33]. In 2009 Kreyssig et al. demonstrated that the magnetic domain patterns of the bulk NdFeB propagate from the surface into the bulk showing structural features equivalent to the domains wall thickness of about 6nm. They used techniques like Kerr and Faraday microscopy for their observations. Their findings were in agreement with the observations made in the figure 5.18 i.e., the observable feature width to be approximately 5nm to 9nm†. These observations indicate that the observable features in figure 5.18 were most likely to be domain walls.

To ensure the resolution of the MFM image is based on a true representation of the sample (i.e. its ‘true resolution’), the observed sample pattern needs to be verified by some other complementary technique as it is easy to mistake image artifacts as the possible resolution of the magnetic sample. At the least attempts must be made to use multiple tips of the similar and different kinds to verify the basic patterns.

* Depending on the location at which the measurement was taken. If the feature appears to be 1 pixel in size then it cannot be accurately measured
† Limited only by the pixel size of the captured image
5.3 Focused Ion Beam Milling

The technique, which was used significantly during the course of this project, apart from MFM, was FIB. The make and model of the FIB instrument used was JEOL 'Fabrika', which was comprised of a JEOL 6500F SEM with an Orsay Physics Ga⁺ ion column attached.

Focused ion beam (FIB) \cite{34, 35} is similar in principles and appearance to a scanning electron microscope and/or electron beam lithography machine because the basic principles are almost the same for all these instruments. The difference lies in the incident radiation, which is usually a gallium ion beam in case of FIB, which defines the interaction of the particles with the target materials. The charged particles can either impinge against and knock ions/atoms out of a target material, or imbed themselves inside it or make a fine coating layer on it. The first process comes under the category of milling or dry etching, the second is called ion implantation and the third is called sputtering or deposition. In the case of FIB, instead of using an electron beam to irradiate the sample, a beam of ions (e.g. gallium) is used. The instrument consists of the ion beam source, a set of electrostatic lenses and a scanning system, which allows the ion beam to be focused and then scanned over the surface of the sample with nanometer precision. Due to the extensive use of FIB in this project some details regarding the machines are given here.

5.3.1 Focused Ion Beam: Operational Principle

Ion beam systems could be divided into two major sections; a plasma source, which generates ions, and the extracting grid, which extracts ions from the plasma source and accelerates them towards the substrate. The ion beam has many advantages over other high-energy particle beams. For example, as compared to photons or electrons, ions are

\* was located in the department of electronic and electrical engineering, University of Sheffield
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much heavier and could strike with much greater energy density on the target to directly mill patterns on substrate materials.

Fig. 5.19: Schematic representation of a focused ion beam milling/deposition system \cite{36, 37}

In a FIB, a high-vacuum chamber is equipped with the focused ion beam (FIB) probe, which is positioned on a multi-axis tilt stage. This high-vacuum chamber also houses the ion column. Ions are generated inside the column, which contains all elements responsible for the acceleration and then focusing of those ions. Furthermore, the ion column is also responsible for the deflection of the resulting ion beam. Due to field emission, ions are obtained from the metal surface, by the application of electric fields. A small area of emission (approx. 10nm) and particularly high intensity (approx. $10^6$A/cm²sr\(^*\)) are achieved using a liquid metal ion source. The ion optical system, which is integrated in the ion column, is responsible for the small emission area. This small emission area is the reason for the strong focusing of the ion beam. Before being focused through an electrostatic lens to a beam minimum (of ~7nm in diameter), the

\(^*\) Steradians = solid angle measurement
Ions are accelerated to energies of about 30keV and have ion currents in the range of ~10pA to 40nA. With the help of a computer, the ion beam scans over the surface of the sample. Secondary electrons are generated when the impinging ions interact with the sample surface. A secondary electron sensor, resulting in high-resolution images, detects these electrons. While induced secondary electrons can be produced when the ions hit the surface, due to their mass, these ions can also become implanted producing defects or even remove material from the sample. In a direct writing mode, a process called sputter erosion intentionally removes local material from the sample by means of the focused ion beam. Figure 5.19 shows a schematic diagram of a typical focused ion beam machine.

Another aspect of FIB is that it can be used as an imaging tool. The ion beam in FIB, like the electron beam in the SEM, can raster scan across the specimen to produce high magnification images provided the beam current is kept low (about 6pA) for imaging. This image produced by the secondary electrons due to ions is called a scanning ion microscopy image (SIM). The imaging capability permits accurate location of regions to be modified by setting the beam current to higher levels (up to 4nA). The beam position in both the imaging and specimen modification modes is digitally controlled.

Even at very low beam currents, a major setback for using ions is that they can erode any area which gets exposed to them [38-42]. For milling/eroding of a magnetic sample by the FIB, the slightest exposure can erode hence alter the magnetic properties permanently and compromise the studies carried out. Therefore a lot of research has been dedicated to this particular area as the changes in the magnetic properties due to ion implantation must thoroughly be investigated and understood [39, 43-48] in order to significantly and effectively employ the FIB instrument.
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A method to comprehensively avoid the ion exposure to the protected magnetic area was devised, details of which are given in section 5.3.4. In the next section however, only the main working aspects of the FIB techniques shall be mentioned in detail.

5.3.2 JEOL Fabrika: Focused Ion Beam Miller

The 6500F SEM in the JEOL 'Fabrika' was capable of achieving the resolution down to 1nm level and the Orsay Physics ion column had the capability of producing a resolution level down to 7nm with the Ga⁺ ion beam. As part of this project (the MFM tip modification*), the FIB was operated using a range of Ga⁺ probe currents ranging from a few nA to 0.1pA. The probe current and the spot size were dependent on the condenser and aperture settings of the beam column. The minimum achievable Ga⁺ ion-beam spot size during the studies conducted in this project was 9nm. The SEM’s operating voltage was set at 15kV with an electron current emission of 100µA. The FIB column operated at 30kV with a beam current chosen to optimise the procedure being undertaken. However, the general working ion current was 1.5µA. The working pressure for the focused ion milling was around 10⁻⁸ mbar.

The respective positions of the FIB column with respect to the vertical SEM column and the tilt stage† are shown schematically in figure 5.20. To locate the area to be milled for using a FIB miller a SIM image needed to be generated. Due to the angular difference between the ion beam and electron beam columns, the position of the SIM image was initially out of focus and different to the SEM image. The vertical

* discussed in article 5.3.3 and in detail in chapter 7
† which had the ability of tilting from +68° to -2° with the capability of x, y, or z directional motion and rotation
position (z-direction) of the stage was readjusted so that the SIM image could be better focused and positioned. In both SEM as well as FIB the crosswire in the Fabrika software helped in bringing the two image locations together. Normally when a suitable position was selected, the SEM was turned off to reduce the excessive particles in the chamber.

5.3.2.1 Orsay Physics Raith/Elphy Quantum

The Orsay Physics software controlled the overall milling process and Raith Software executed the beam rastering. The Raith surface editor* was started the moment an image was captured as various actions could then be executed directly on the captured image. A few parameters that could be controlled by the software are; Beam Current, which, defines the total dose received by the exposed area. The Beam Spot Size: for Fabrika was 9nm. A time set to dwell on a spot was called the Dwell Time. This spot ideally should be exactly equivalent to the spot size of the focused ion beam. Another parameter was the Step Size, which was the size of each step the beam spot took to jump from one position to the next position. Line Repeat was the number of times each line in the pattern was repeated and Element Repeat was the number of times the created patterns was repeated. The Direction defined the scan orientations, either horizontal or vertical. The Area Dose was the amount of dose (energy) measured as the product of beam current with the dwell time divided by square of step size (µAs/cm²) defined area dose the sample in order for the material to be milled away. Lastly, the Time, which was the duration of the exposure by using factors, mentioned above. The parameters adopted for the modification of the selected MFM tips by the use of FIB and its related software programmes are discussed in the section.5.3.5 table 5.3.

* an integrated part of the software platform. Once the surface editor was opened, a tool set allowed an interactive interface where modifications were performed.
5.3.3 Prevention of Ion Contamination in FIB Milling: A Method

A feature of the FIB is (the generally unwanted) ion implantation in the material to be milled away thereby changing the properties of the sample. This ion implantation is the major cause of limitation of the FIB instruments when used for magnetic materials in particular (50). The ions tend to change the surface properties of the material as well as its magnetic properties by ion implantation. Usually the magnetic materials, which are exposed to any type of ion irradiation, become magnetically harder and their coercivity increases due to additional defects in the physical structure (46). However, this very effect was necessary to avoid during the MFM tip modification in order to acquire accurate data representing the properties associated with change in magnetic volume (chapter 7). Special care must be taken to avoid the unwanted ion implantations into the magnetic material coated on the tip.

Although the aforementioned focused ion beam milling method may have the capability to curb the excessive ion exposure, there might still be exposure to some extent from the ionic field used (for location of the area involved) (see chapter 4 section 4.3.2). To estimate the tip’s magnetic coating (hence the volume), it was imperative that a new method was devised to ensure minimal (i.e., negligible) ion implantation at the area of interest (i.e. the tip apex).

The only way to avoid complete ion exposure to the areas of interest i.e. at tip apex, was to ensure that those areas were not exposed to the ions, even from the field of view produced as a result of the ion exposure*. Therefore, in the method finally adopted in this study, for the investigation into tip’s magnetic volume, an edge at the base of the pyramidal tip was exposed to the FIB field of view. The pyramid’s edge was brought under the field of view by moving the stage on which the tip was mounted. This ensured

* A mandatory step to locate the relevant area and to verify the angle of the ion beam exposure
maximum protection from unnecessary ion implantation on the tip itself including its apex.

**Fig. 5.21:** A schematic of tip milling by the focused ion beam; (a) shows the base of one edge of the tip in the field of view of the ions of image formation and the area which had been selected for the focused milling. (b) Shows all the fields of view where the tip imaging was taken as well as the portion where the milling occurred. In (c) the resulting reduced tip dimensions are schematically shown and (d) illustrate that the whole procedure was repeated to further reduce the tip dimensions (Image made by N.E. Mateen)

Figure 5.21 shows schematic illustrations of the method mentioned above. It shows a top view of the pyramidal tip structure on a cantilever’s free end. With the help of Raith software, the exact location to be milled was chosen and marked, then executed using the FIB.
The base of one side of the tip was moved under the field of view of the ions (represented by the blue shaded square, which was fixed). Solid blue lines represent the area of the tip milled away with the focused ion beam; the arrows symbolize the raster path of the focused beam in the given area.

As mentioned above, the tip was rotated instead of moving the ion field of view to locate the required area for each milling step, ensuring the expected tip’s areas of interest at/near apex remain unexposed. If each side of the pyramidal tip were hypothetically labeled as 1, 2, 3, and 4 then keeping the milling procedure in view, figure 5.21 (a) shows the top view of a tip having only the base of tip face 1 exposed to the field of view. Note in figure 5.21 the active field of view was represented by the blue shaded square at the bottom of the picture; first milling the tip facet number one (a), going on to tip facet number two by rotation, followed by milling of facet number three. In figure 5.21 (b), tip facet number four was under the field of view of the ions.

After the appropriate milling of all four facets (figure 5.21 (b)), Step1 was completed, as represented by figure 5.21 (c). The whole process was repeated to obtain Step2 as shown in figure 5.21 (d) similar to (b). The process was repeated until the tip was milled down to Step5, as close to the tip apex as possible, beyond which there could be a real possibility of the tip apex being damaged. All sides were milled to similar dimensions; however, as the field view was from top of the tip, therefore, depending on the slope of each facet there might be some variation*.

5.3.4 Tip-Sample Interaction: A Prediction

In figure 5.22, a scaled representation of an MFM tip with respect to the example sample underneath is shown. Generally, the height of an MFM tip (images measured from the base of the cantilever to the tip apex through a selection of SEM) is estimated

* Factors, which may affect the results, for example, various shape anisotropies for each milled Step
to be about 7-15µm having the base length approximately 9µm and width of about 3µm. The typical fly height (i.e. the distance from the tip apex to that of the surface of the sample) of the tip in the case discussed here is about 150nm. The samples generally observed by an MFM may vary from a few nanometres to a few micrometres in their magnetic patterns and/or periodicity. In addition, the magnetic properties of the materials could range from very soft (low-moment, low-coercivity) to very hard (high moment, high coercivity)*.

![Diagram of an MFM tip](Image made by N.E.Mateen)

In figure 5.22, the sample shown has the periodicity of about one micrometre and was assumed to be of moderate moment and coercivity, as an example. If the tip was to be milled to 5 times in approximately equal amounts, from the top view in such a case, the change brought about in the physical shape of the tip may look similar to the illustrations represented in figured 5.23.

* And/or any combination thereof
Fig. 5.23: *Shows the expected changes in the tip shape after it would be milled by using the FIB machine, in steps (Image made by N.E.Mateen)*

Figure 5.23 (a)* is an illustration of a complete pyramidal tip as procured from the manufacturer. Taking the case where the sample produces a moderate field that may not be able to entirely interact with the tip other than the apex and its immediate

---

* Same as figure 5.22
surrounding areas as represented in (a). After the first reduction of the magnetic material from the base of the tip, the shape of the tip may look like as illustrated in figure 5.23 (b). Not only the volume of the material coated on the tip is expected to be reduced but also the magnetic connection to the tip’s cantilever material would probably sever.

The sample’s field may or may not then be covered by the remainder of the tip in its entirety, subsequent milling by the FIB, could be expected to look like the illustrations given in figure 5.23 (c-f). It might be reasonable to expect that with each step reducing the magnetic coating on the tip into smaller and smaller portions until in the last step only a tiny bit of magnetic particle/needle might remain at the apex. Consequently*, a relatively decreasing portion of the field may remain to interact with a reduced tip material.

From these assumptions, one might predict† that other than general magnetic imaging, such a trimmed tip may additionally be able to image magnetically soft materials as well as may also acquire the capacity of potentially detecting the domain walls of hard magnetic materials. Provided the behaviour of the residual magnetic material on the tip remains stable.

5.3.5 Procedure and Parameters During FIB Milling of The CoCr Tip/s

The selected MFM tip/s were processed using FIB milling in five major steps. Tip modifications were first designed and later executed, using suitable beam parameters on the FIB/Raith software, as shown in table 5.3. The time ranges in the last column of the table allow generation of an even ion beam area dosage on each facet during one milling step, in an empirical fashion, for the different facet areas.

* Under the assumption that the original field of the sample does not change
† Due to the limited magnetic material left on the tip
The FIB milling was used to investigate the amount of magnetic material contribution due to the tip apex, in the image formation. The exact position for milling could only be identified once the ion beam was activated. This situation provided a dilemma, as the activation of the ion beam could also damage the area of interest at the tip apex. This problem was solved by positioning the ion beam very carefully.

<table>
<thead>
<tr>
<th>CoCr tip FIB steps</th>
<th>Field size (μm²)</th>
<th>Magnification</th>
<th>Element repeat</th>
<th>Line repeat</th>
<th>Dwell Time (ms)</th>
<th>Step size (μm)</th>
<th>Probe current (nA)</th>
<th>Area dose (μAs/cm²)</th>
<th>Time (min:sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>13x13</td>
<td>5000</td>
<td>100</td>
<td>51</td>
<td>0.01</td>
<td>0.009</td>
<td>0.01</td>
<td>1254974</td>
<td>-60-45min</td>
</tr>
<tr>
<td>Step 2</td>
<td>13x13</td>
<td>5000</td>
<td>100</td>
<td>13</td>
<td>0.01</td>
<td>0.009</td>
<td>0.001</td>
<td>640036</td>
<td>-50-25min</td>
</tr>
<tr>
<td>Step 3</td>
<td>13x13</td>
<td>5000</td>
<td>25</td>
<td>5</td>
<td>0.01</td>
<td>0.009</td>
<td>0.001</td>
<td>4078</td>
<td>-4min-4.5sec</td>
</tr>
<tr>
<td>Step 4</td>
<td>6.5x6.5</td>
<td>10000</td>
<td>20</td>
<td>5</td>
<td>0.01</td>
<td>0.009</td>
<td>0.0001</td>
<td>25</td>
<td>-1min-2sec</td>
</tr>
<tr>
<td>Step 5</td>
<td>6.5x6.5</td>
<td>10000</td>
<td>10</td>
<td>5</td>
<td>0.01</td>
<td>0.004</td>
<td>0.0001</td>
<td>317</td>
<td>-3sec-0.6sec</td>
</tr>
</tbody>
</table>

**Table. 5.3: Milling parameters used for the tip modification using Raith Software (Data collected by N.E.Mateen)**

With the position set in close proximity to the tip apex by the SEM, angle of the stage (sample plane in relation to the beam) was adjusted. The ion beam was kept well away from the apex of the tip to protect the magnetic layer from Ga+ ions. Under operating conditions, the condenser was set to 10kV at an aperture number of 4. Only during the final step of the tip milling was the condenser set to 13kV, at the same aperture (see Table 5.3).

**5.3.6 Probe Used for FIB Milling**

The standard CoCr tip/s selected for modification using FIB have been previously* used to observe a variety of samples, ranging from the current carrying conductors, standard magnetic tape to hard RE-FeB thin and bulk samples. The selected CoCr tip/s showed resilience and had magnetically stable behaviour and were capable of producing high quality stable MFM images while they were thoroughly tested by having multiple scans on a variety of samples (see chapter 6-8). The tip/s were always magnetised in the normal direction before an image was captured, unless otherwise stated.

*During the course of this project
Although care was taken to ensure minimal to no tip contamination, SEM images before and after each milling step further ensured there were no additional physical changes at the apex (see chapter 7, figure 7.2). During the whole milling procedure as well as during MFM image capture, no random particle contamination was observed.

**5.4 Current Wire Configuration and Fabrication by Electron Beam Lithography**

Any microscopy tools - optical, electron, or scanning probe – possesses the capabilities to be used for influencing (writing) instead of sensing a specimen (reading). Scanning electron microscopes (SEM) has the capability to be converted into an electron beam lithography (EBL) tool \( \{1, 51-54\} \) and can offer a relatively inexpensive solution, although, the EBL machine can also be obtained commercially. The EBL machine used, for the fabrication of current carrying wires sample during the course of this project, was the property of the department of Electronics and Electrical Engineering, University of Sheffield.

After the design of the parallel current carrying nanowires was finalised by using Raith computer software, the files containing the selected structures were then given to Dr P. Fry to be created by using EBL. As the physical wire structures manufactured with the EBL machine were made by Dr P. Fry therefore, details of this technique and subsequent wire fabrication procedure would not be given here. The system used by Dr P. Fry was Raith 150 EBL system capable of achieving a beam resolution of 2nm at 20kV beam voltage.

For the design of wire configuration, the Raith computer software was capable of precisely drawing the required structures and then transferring the selected pattern to the desired equipment in the form of compatible file formats. Once the files were transferred...
successfully transferred to the machine, the pattern was then written on to the suitable substrate.

**Fig. 5.24:** A schematic of the selected design for the manufacture of the current carrying wires as produced in the Raith software (Image captured by N.E.Mateen)

A SiO$_2$ insulator was selected as a substrate as it avoids any current seepage that might occur through the substrate. Concerns regarding the surface roughness of SiO$_2$ were mitigated by profiling the substrate surfaces using AFM. The AFM roughness studies suggested <2nm of surface roughness. The wire structures required for the MFM using the EBL technique were made from 99.99% pure Au wires. Figure 5.24 shows a schematic of the wire configuration.

The functional wire configuration was made to correspond geometrically as well as electrically with modelled configuration in chapter 6. The wire configurations, which were fabricated for MFM tip characterisation, had lengths of about ≈200µm, width 1µm and thickness of ~70nm* above the surface of the sample. In parallel wires, the second

*The 1µm width and 70nm wire thickness was decided based on the study conducted by Kebe *et al.* [55]
wire was the continuation of the first wire, which curved into a semicircle after 200µm of length and traced back its path having a given distance from the first wire as illustrated in figure 5.24 and figure 5.25(b).

![Fig. 5.25: SEM images of Au current conducting wires on SiO₂ chip. (a) shows the large bond pads connected to the nanowires for the connection to the current source, (b) shows the image of wire having a separation of 2µm and (c) shows a close-up of straight wire having the predetermined dimension required for the characterisation (Image captured by N.E.Mateen)](image)

The wire configuration used for the metrological comparison with the modelled work had a separation of 2µm. The straight length of the twin parallel wires was considerably longer compared to their other dimensions such as width, thickness and mutual separation. Hence, the wire lengths were regarded as infinite compared to that of other dimensions for the purpose of this study. The larger bond pads made from photolithography were made for connections to an external current source as shown in figure 5.25 (a). Figure 5.25 (b) shows the wire structures chosen for the MFM tip.
characterisation by using the EBL technique. Figure 5.25(c) shows the zoom up of a single wire. A section on these wires shown in 5.25(b) was used for the phase shift measurements via MFM tips.

![Image of nanowires and tip](image.png)

**Fig. 5.26:** (a) Shows the relative scale of the tip with respect to the current wires. The image is a scaled model (in AutoCAD) of an original CoCr tip pyramid and the current wire sample. (b) Represents the zoomed up area of the tip in relation to the sample wires. The distance between the tip apex to that of the sample’s surface is 150nm compared to the dimension of the wires or those of the tip, which are in the range of micrometres (Image made by N.E.Mateen)

Figure 5.26 represents to scale the schematic representation of the current wire configuration with respect to the magnetic tip, 150nm above the sample surface. The scaled model was designed in AutoCAD software to help visualise the relative scales of the tip with respect to the sample.

### 5.4.1 Experimental Setup of Nanowires

Figure 5.27 shows the experimental set up for the current nanowire structures for MFM imaging. A direct current source (not shown) was used for passing direct current through parallel straight wires. A direct current source “D.C. Current Calibrator” by Time Electronics Limited, Kent, England, type 1024, having the current ranging...
capabilities of 9.999µA to 99.999mA was used for passing stable direct current through parallel straight wires.

Fig. 5.27: The experimental set up for the current nanowires (a) on the MFM instrument (b) connected to current calibrator source (not shown) (Photograph courtesy by S.L.Rigby)

To ensure that the stray field gradient generated by the current carrying wires and detected by magnetic tip was free from any inductive or capacitive perturbations, the sample stage and wires from other unused redundant wire configurations were connected to the earth terminal on the current calibrator.

Once the apparatus was adjusted on the stage of the MFM, a current up to few mA was passed through the wires to check structural integrity of the wires as well as to avoid damage to the piezoelectric actuator by sudden current increments. Therefore, a small amount of current was required to pass through the structures prior to the MFM tip engagement with the sample.

The wire configuration after fabrication was tested for resistance and power dissipation (Joule losses). It is important to control the latter, as it is directly dependent on the current passing through the wires. The acceptable wire structure typically had resistance of about 80Ω and power dissipation 0.13 Watts at current of 40mA, for the MFM tip
characterisation. All fabricated wires were inspected by SEM and structures containing obvious defects (e.g. in figure 5.28) were rejected. Further research regarding non-uniformities and their potential effects on the resulting MFM image and its contrast values was not the objective of this project and can be found in the literature {56-60}.

![SEM image of defects and discontinuities in a wire made for MFM calibration](image)

**Fig. 5.28:** (a) An SEM image of defects and discontinuities in a wire made for MFM calibration, (b) A schematic of the wire defect and the resulting hot spot (Image captured and made by N.E.Mateen)

### 5.5 Summary

This chapter covers the instruments, methods and material used during the course of this thesis. Furthermore, some initial control/optimisation experiments are also discussed here. The instruments mentioned here capture/record information and produce or modify existing structures to make them more suited to the task. Techniques like AFM/MFM and FIB have been covered here as they were repeatedly used in this project. The techniques discussed in this chapter were used to observe, modify or manufacture structures like the wire calibration sample.

Tip modification involved the precise FIB technique that made it possible to mill MFM tips in such a way that the damage during processing was kept minimal. All these techniques and methodology followed with a few examples were covered here and in so
doing, the diversity in instrumentation available for MFM research was demonstrated.

Furthermore, some intriguing preliminary results prompted additional investigations as would be discussed in the results chapters 6-8.

5.6 References
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Chap5 - Techniques, Materials & Initial Observations

By N. E. Mateen (Tara Rigby)


Analysis of Magnetic Stray Field Gradients for MFM Probe Characterisation: Modelling vs. Experimental Results

6.1 Modelling setup and results

Since the stray field of the tip can affect the sample stray field and vice versa, understanding the tip-sample interaction is complex. To complicate matters further, real probes do not follow the generally accepted ideal assumptions that are covered in chapter 3, section 3.5. These assumptions need to be re-examined if the tip-sample interaction of real non-idealistic probes are to be better understood.

A sample of known parameters (parallel current carrying wire structure) was selected in order to understand its behaviour with the help of improved mathematical modelling*. This was done so that the stray magnetic field from the sample could then be compared to scenarios that are more realistic. The variations of the experimentally obtained MFM images were compared to the modelling work to give some insight into the complex tip-sample interaction. Furthermore, this study may help to understand the tip behaviour with respect to a given sample of known properties.

First, a sample with a specific geometry was selected, which was then modelled using MathCAD software. Once the parameters were optimised with the help of the model, the sample was then fabricated with e-beam lithography.

Figure 6.1 shows a scaled sketch of the parallel wires with respect to the MFM tip† in two dimensional y-z coordinates. Here two parallel wire structures can be seen having thickness $t \sim 70\text{nm}$ (0.07$\mu$m), width $w$ of 1$\mu$m and separated by a distance $b$. The distance between the MFM tip apex to the surface of the sample is 150$\text{nm}$ (0.15$\mu$m).

---

* Improvement over the modelling done by Kebe et al.[1] and Kong et al. [2, 3]
† It should be kept in mind that the MFM tips along with their cantilevers are usually completely coated with the magnetic material. The question whether there is a contribution of the magnetic cantilever in the image formation will be dealt with later chapters.
The MFM tip dimensions were approximately 7µm in height, 12µm in length and about 10µm in width having a typical pyramidal shape. It is clear from the scaled figure that the tip is significantly larger compared to the samples (current conductors) to be studied.

![Scaled illustration of the MFM tip dimensions with respect to the current wire structure. The typical pyramidal tip is considerably large compared to the sample to be investigated](image)

The geometry of the wires was such that the current \( I \) flowing through them should be equal but in an opposite direction (for instance ±70mA, making current density \( I/wt \) or \( j \) (mA/m\(^2\)) in the wires to be ±1x10\(^{12}\)A/m\(^2\)).

For modelling, the Biot-Savart law (B-S law) was used to calculate the magnetic field \( H \), generated by the wire structures at any point in space using Cartesian coordinates. The general expression used for modelling calculations is,
where \( j \) is the current density passing through the wires, \( r(x,y,z) \) is the source point in 3D cartesian coordinates and \( r'(x',y',z') \) is the point where the magnetic field is to be measured as represented schematically in figure 6.2.

Fig. 6.2: Shows a schematic representation of the two current carrying wire structures with respect to the MFM tip apex in the Cartesian coordinate system. Here the length \( l \) of the wire structures is oriented along the x-axis. The width of the wires is given by \( w \), thickness \( t \) and the separation between them is denoted by \( b \). The tip positions would be somewhere in the z-axis coordinates and the motion generally would take place along the y-axis direction. The source \( r \) is a point in space having \((x,y,z)\) components at any point above the wire structure and \( r' \) is the field point at the tip (Schematic made by N.E.Mateen)
To keep modelling simplistic, the length of the wires in the x-direction was considered infinite compared to their width \( w \) (which is in y-direction) and thickness is defined by \( t \) (which lies in z-direction) with separation \( b \) between them (which is also in y-direction and is kept at a value of 2\( \mu m \)). Now, if \( x \) is infinite compared to other dimensions of the wire structures then equation 6.1 could be written as,

\[
H = \frac{j}{4\pi} \int_{-\infty}^{\infty} \int_{0}^{W} \int_{0}^{L} \left[ \frac{(y-y')^2}{(x-x')^2 + (y-y')^2 + (z-z')^2} \right]^{3/2} \left[ \frac{(z-z')^2}{(x-x')^2 + (y-y')^2 + (z-z')^2} \right]^{3/2} \, dx' \, dy' \, dz' \quad (6.2)
\]

Due to the symmetry, size and shape of the wires any contributions from the x direction along the length of the wires would be equal on both sides. Since the tip motion would be in y-direction only, it would make any x-contribution negligible and therefore, can be safely ignored.

First, an expression for a single current carrying wire was calculated for the remaining y and z direction components. The final equation can be written as,

\[
H_3(y, z) = |H_x1(y, z)| \hat{x} + |H_y1(y, z)| \hat{y} \quad (6.3)
\]

where

\[
H_x1(y, z) = \frac{j}{4\pi} \left[ (z-t) \ln \left( \frac{(z-t)^2 + (y-w)^2}{(z-t)^2 + (y)^2} \right) - (z) \ln \left( \frac{(z)^2 + (y-w)^2}{(z)^2 + (y)^2} \right) \right] - \frac{j}{4\pi} \left[ 2(y) \left\{ \tan \left( \frac{z-t}{y} \right) \right\} + \frac{j}{4\pi} \left[ 2(y - w) \left\{ \tan \left( \frac{z-t}{y-w} \right) - \tan \left( \frac{y-w}{z-t} \right) \right\} \right] \right] \quad (6.4)
\]

and

\[
H_y1(y, z) = \frac{j}{4\pi} \left[ (y) \ln \left( \frac{(y)^2 + (z-t)^2}{(y)^2 + (z)^2} \right) - (y - w) \ln \left( \frac{(y-w)^2 + (z-t)^2}{(y-w)^2 + (z)^2} \right) \right] - \frac{j}{4\pi} \left[ 2(z - t) \left\{ \atan \left( \frac{y-w}{z-t} \right) - \atan \left( \frac{y}{z-t} \right) \right\} + \frac{j}{4\pi} \left[ 2(z) \left\{ \atan \left( \frac{y-w}{z-t} \right) - \atan \left( \frac{y}{z-t} \right) \right\} \right] \right] \quad (6.5)
\]
As the second wire of width \( w \) is at a distance \( b \) away from the first wire along the \( y \) direction, therefore \( y \) in equation 6.5 is replaced by \( y-(w+b) \). So the expression for the second wire becomes

\[
H_2(y, z) = \left| H_{x2}(y, z) \right| \hat{z} + \left| H_{y2}(y, z) \right| \hat{y}
\]

(6.6)

where

\[
H_{x2}(y, z) = \left[ \frac{jz}{4\pi} \right] (z-t) \ln \left\{ \frac{(z-t)^2+[(y-(w+b))-(w)]^2}{(z-t)^2+(y-(w+b))^2} \right\} - (z) \ln \left\{ \frac{(z)^2+[(y-(w+b))-(w)]^2}{(z)^2+(y-(w+b))^2} \right\} - \]

\[
\frac{jz}{4\pi} \left\{ 2(y - (w + b)) \left\{ \tan \left( \frac{z-t}{y-(w+b)} \right) - \tan \left( \frac{z}{y-(w+b)} \right) \right\} \right\} + \frac{jz}{4\pi} \left\{ 2((y - (w + b)) - \right\} \]

\[
\frac{jz}{4\pi} \left\{ \tan \left( \frac{z-t}{y-(w+b)} \right) - \tan \left( \frac{z}{y-(w+b)} \right) \right\} \right\}
\]

(6.7)

and

\[
H_{y2}(y, z) = \left[ \frac{jz}{4\pi} \right] (y-(w+b)) \ln \left\{ \frac{(y-(w+b))^2+(z-t)^2}{(y-(w+b))^2+(z-t)^2} \right\} - (y-(w+b)) - \]

\[
\frac{jz}{4\pi} \left\{ 2(z-t) \left\{ \tan \left( \frac{y-(w+b)-w}{z-t} \right) - \tan \left( \frac{y-(w+b)}{z-t} \right) \right\} \right\} + \]

\[
\frac{jz}{4\pi} \left\{ 2(z) \left\{ \tan \left( \frac{y-(w+b)-w}{z} \right) - \tan \left( \frac{y-(w+b)}{z} \right) \right\} \right\}
\]

(6.8)

The expression for the total magnetic field for a pair of parallel current carrying wires,

\[
H(y, z) = H_x(y, z) + H_z(y, z) = \left\{ \left| H_{x1}(y, z) \right| + \left| H_{x2}(y, z) \right| \right\} \hat{z} + \left\{ \left| H_{y1}(y, z) \right| + \left| H_{y2}(y, z) \right| \right\} \hat{y}
\]

(6.9)

where

\[
H_x(y, z) = \left\{ H_{x1}(y, z) + H_{x2}(y, z) \right\}
\]

(6.10)

\[
H_y(y, z) = \left\{ H_{y1}(y, z) + H_{y2}(y, z) \right\}
\]

(6.11)

The mathematical model described so far is based on work done by Kebe & Carl \{1\}.

However, the difference in the past compared to current work lies in the extension of the
model to not only study the $z$ component of the stray field (at a particular point in space), but also the influence of $y$ component of the magnetic stray field have also been investigated. Furthermore, the overall influence of $y$ and $z$ components in the $y$ direction cutting across the wires was studied (in keeping with the conventional MFM scanning direction of the probe across the wire structure). By sweeping the values in $y$ direction, a full map of the potential behaviour of the stray fields could be estimated at or near the conducting nanowires.

![Graph showing the variation of $H_z$ and $H_y$ with a wire separation $b=2.0\mu m$ and the model height of $z=100nm$.](image)

**Fig. 6.3:** The graph shows the variation of $H_z$ and $H_y$ with a wire separation $b=2.0\mu m$ and the model height of $z=100nm$. In this case, $j_1$ i.e., $I_1$ is positive and $I_2$ is negative which is referred to as normal bias scenario, where the subscript 1 or 2 represent the wire positions from the left (Graph made by N.E.Mateen).

By simply plotting the magnetic field components $H_z$ & $H_y$, along the $y$ direction a trend represented in the figure 6.3 is produced above the wire structures (marked as the wire positions in the graph). The calculations were made for a $z$ height of $100nm$. The separation between the wires was kept constant at $b=2\mu m$. It should be noted that the $H_z$ component of the field shows a symmetric behaviour whereas the $y$ component shows asymmetry due to the opposing current directions in the wire structures. The current directions in the wires were modelled as opposing each other to be consistent with the experimental wire structure setup (see chapter 5). Due to the symmetry of the
calibration sample and as current direction changes in the second wire the magnetic field generated on top of wires follow the right hand rule of B-S law. This could be inferred from $H_y$ component in figure 6.3.

In order to follow the graphs (modelled and experimental) it would be convenient to observe the behaviour of the predicted sensor or the real tip in small steps. One position of interest is from $y=0\mu m$ to $y=1\mu m$. The second position of interest would be from $y=1\mu m$ to $y=3\mu m$ (the $b$ separation also called the wire separation) and the third position of interest would be from $y=3\mu m$ to $y=4\mu m$ (see appendix 6.A for some specific values in tabular form). Similarly, the $H_y$ values can also be followed along the $y$-axis. However, unlike the $H_z$ the $H_y$ not only mirrors the trend over the first wire but it is flipped due to the opposing current direction in the second wire.

![Graphs showing variation of $\delta H_z/\delta z$, $\delta H_z/\delta y$, $\delta H_y/\delta z$ and $\delta H_y/\delta y$ with wire separation $b=2.0\mu m$ at height of $z=100nm$.](image)

**Fig. 6.4:** The graphs show the variation of (a) $\delta H_z/\delta z$, (b) $\delta H_z/\delta y$, (c) $\delta H_y/\delta z$ and (d) $\delta H_y/\delta y$ with a wire separation $b=2.0\mu m$ at the height of $z=100nm$. The small steps visible from $y=0$ to $1\mu m$ and $y=3$ to $4\mu m$ are to denote the wire positions in the model as well as the MFM data (Graph made by N.E.Mateen)

Partial differentiation of equation 6.10 and 6.11 with respect to $z$ and $y$ respectively results in equations 6.12 6.13, 6.14 and 6.15 that are represented in graphical form in figure 6.4(a-d).
\[
\frac{\delta}{\delta z} H_Z(y, z) = \frac{\delta}{\delta z} \left( H_{Z1}(y, z) + H_{Z2}(y, z) \right) \quad (6.12)
\]
\[
\frac{\delta}{\delta y} H_Z(y, z) = \frac{\delta}{\delta y} \left( H_{Z1}(y, z) + H_{Z2}(y, z) \right) \quad (6.13)
\]
\[
\frac{\delta}{\delta z} H_Y(y, z) = \frac{\delta}{\delta z} \left( H_{Y1}(y, z) + H_{Y2}(y, z) \right) \quad (6.14)
\]
\[
\frac{\delta}{\delta y} H_Y(y, z) = \frac{\delta}{\delta y} \left( H_{Y1}(y, z) + H_{Y2}(y, z) \right) \quad (6.15)
\]

Note that figure 6.4 (d) is the inverted form of (a) and both are symmetrical over the wires whereas (b) and (c) are the same. Figure 6.5 shows the double partial differentials of $H_Z$ and $H_Y$ in equations 6.12-6.15. These graphs (in figures 6.2-6.4) show the general trend of the variation of $z$ and $y$ components of the magnetic fields, their gradients and second derivatives of the stray field gradients along the $y$ direction (the dominating direction of tip motion in practice).

![Graphs showing the variation of magnetic field components](image)

**Fig. 6.5:** Graphs showing the variation of (a) $\delta^2 H_Z/\delta z^2$, (b) $\delta^2 H_Y/\delta y^2$, (c) $\delta^2 H_Y/\delta z^2$ and (d) $\delta^2 H_Y/\delta y^2$ with a wire separation $b=2.0\mu m$ at height $z=100nm$ (Graph made by N.E. Mateen)

Figure 6.5 shows the $y$ and $z$ components of the second derivative of magnetic field $H$ derived from the partial differential equations as required in the formula for the phase shift calculation of the MFM given in (equation 3.1, in section 3.4, chapter 3). Parts (a)
and (d) of figure 6.5 are of most interest as they deal only with the z and y components of the field gradients. The trend of these mathematical modelled graphs will be compared with the actual MFM images in the later sections.

6.2 Variation in stray fields due to fly heights

So far, the basis of the modelling has been established. However, one important factor that arises repeatedly is the effect of fly height on the image formation and its interpretation. It is common knowledge that there are significant changes in the resulting images due to height when the experimental data is to be obtained.

6.2.1 Model height positions representation for MFM Lift and Linear heights

As the mathematical model mainly deals with position directly on top of the wire structures, the value allocated to the model concerning the z height depends primarily on the \((z-t)\) factor in the formula for magnetic field. There is no distinction as such between the lift and linear fly heights in formulae of the model.

\[
z = (z_{\text{lift}} + t)
\]

\[
z = (z_{\text{linear}})
\]

\[
z = (z_{\text{linear}})
\]

**Fig. 6.6:** Shows the main difference between the Lift height calculations vs. the linear height as regards to the MathCAD modelling (Schematic made by N.E.Mateen)

Hence, for calculating the correct MFM lift height in the model the z value has to include thickness \(t\) of the wire i.e., \(z = z_{\text{lift}} + t\), where \(z_{\text{lift}}\) is the experimental MFM height in the standard Lift mode. For calculating the MFM linear height \(z\) value of the model is...
kept the same as the MFM linear height i.e. \( z = z_{\text{linear}} \), where \( z_{\text{linear}} \) is the experimental height in the linear mode. This is schematically presented in figure 6.6.

**Fig. 6.7:** Shows the variation of \( z \) values in the MathCAD modelled data with respect to (a) MFM Lift height mode and (b) Linear height mode. When the \( z_{\text{Lift}} \) and \( z_{\text{Linear}} \) are set a 100nm above the sample the values for the model are set at 170nm and 100nm respectively to compensate for the height variation in the MFM lift mode (Graphs made by N.E. Mateen)

For example, if the MFM experimental setup was given the lift height of 100nm then the \( z \) selected to represent the corresponding modelled values would be 170nm where \( t=70nm \), thus making the modelled height on top of the wires 100nm. On the other hand, if the same height were selected in the linear mode of MFM that is 100nm then the \( z \) value in the modelled setup would remain at 100nm at the top of the wires.
Figure 6.7 shows the difference represented in the modelled data of the lift height (a) and linear height (b) of the MFM fly height modes. The magnetic fields and their stray field gradients are much strongly influenced in case of linear mode simply because in reality the sensor scans at a distance much closer to the wire structures compared to the lift height mode (see appendix 6.B with some specific values in tabular form).

6.2.2 Comparison between experimental MFM data with the MathCAD model (Lift vs. linear heights)

In figure 6.8 the MFM data is plotted against the respective MathCAD model. Data from an MFM scan of the physical sample with \( j = -1 \times 10^{12} \, A/m^2 \) are compared with the MathCAD calculations in Figure 6.8. The MFM images were captured at lift and linear height mode of 100nm in both cases. The field size was 5x5µm\(^2\). The tip used was a CoCr standard pyramidal shape scanning across the wire structures in the y direction according to the model. The phase shift in the MFM is directly proportional to the square of stray field gradients; therefore, the MFM data is plotted against the modelled data of the equivalent parameters.

The MFM data represented here were averaged over approximately 20 scan lines extracted from the MFM images directly. The sample setup used the reversed biased current configuration*, which was kept the same for the model. Technically, due to the predictions of the model the MFM data should follow either the y component or the z component of the second derivative of the gradient provided the tip shows stability. To clarify this, it should be noted that unless otherwise stated the MFM tip was always magnetised in the normal direction at the start of every experimental setup.

*The variation in the MFM imagery due to reverse bias current configuration are discussed separately in section 6.2.7
In the case of the graphs in figure 6.8 as far as the variation between the lift and the linear mode is concerned, the MFM image follows a somewhat predictable trend of a general increase in the overall change of phase shift signal.

![Graph](image)

**Fig. 6.8:** Illustrates the experimental MFM data for lift i.e. $z_{\text{lift}}=100\text{nm}$ (a) and linear i.e. $z_{\text{linear}}=100\text{nm}$ (b) heights with respect to the MathCAD model having the corresponding parameters i.e. $z=170\text{nm}$ (a) and $z=100\text{nm}$ (b) respectively. Here both the $y$ and $z$ components of the field gradients are also represented. The current direction in this case was negative for both experiments and the model $I=-70\text{mAmps}$ i.e. $j=-1\times10^{12}\text{A/m}^2$ starting from the LHS wire structure (explained later) (Graphs made by N.E.Mateen)

The lift height signals are relatively weaker than the linear height signals for obvious increase in the fly height over the structures. Here it is prudent to point out an inherent trait associated with all the MFM images captured using the lift height mode. This
involves the knowledge of the general shape of the signal detector/sensor (in this case the CoCr pyramidal tip). Owing to the physical shape of the tip and the surface features (if any) of the sample in question, the magnetic signal from the wire structures always appears broader on top of the wires.

![Fig. 6.9](image)

**Fig. 6.9:** Shows the wire topography in (a) along with its respective MFM image of lift height of 100nm in (b) and the linear height of 100nm in (c). The solid white lines bracketing the second wire shown in (a) is equal to 1μm, which is the same as the magnetic signal recorded in (c) for the linear height. However, the width of the signal in (b) is ~120nm more than the physical wire structure (Images captured by N.E.Mateen)

This broadening can be observed clearly from the lift height MFM images as well as the linear heights along with their respective topography in figure 6.9. There could be several explanations for this, the obvious being the tip shape. Other possibilities may include the relatively greater distance from the sample or the extra contribution of the magnetic signal at the tip sides with the wire edges. This difference above the wires can be seen in figure 6.8 (a) and (b).

If the MFM image and model in 6.8 (a) is considered, it is quite clear that the MFM data follows both y as well as z components of the force gradients. However, it seems that
the magnetic experimental data is flipped in relation to its modelled counterpart. It could be because the tip magnetisation direction was in the opposite direction to the modelled predictions. Other than that, the MFM data behaviour was symmetrical across the wires, predominantly following z component of the force gradient with only slight influence from the y component. Only in cases where the tip magnetisation is perfectly perpendicular to the samples surface, complete z component dominance with zero contribution from the y component could be achieved. Nevertheless, evidence suggests that for most cases the situation is less than ideal and therefore, the y (or z) component cannot be completely ignored.

Coming back to figure 6.9 (b), an increase of approximately 120nm from the actual wire structure of 1µm is significant with an error margin of ±10nm for each image in this data set. Moreover, when it comes to the observation of sub-micrometre magnetic domain structures for instance, this number of ~120nm cannot be easily ignored. Therefore, care must be taken when observing nanometre scaled magnetic features. The fly height at which the images were captured as well as the shape and size of the tip must also be kept in consideration.

6.2.3 Modelled height variations

An example to show the modelled equivalent variations of z height (to both the MFM lift as well as the linear height) for $\delta^2 H_z/\delta z^2$ is shown in figure 6.10. The model parameters were set to normal bias, that is, at positive current $I=70mA$ for the first wire and vice versa as per the physical structures. The setup was such that the model

---

* Conversely, in the cases where the magnetisation direction is parallel to the samples surface the y component would be dominant having zero contribution from the z component

† regardless of how little contribution it is theorised to have on the overall image

‡ In this particular case, an error margin of ±10nm was simply because the scan size for these particular images was 5x5µm. As each image was captured using 512x512 pixel area, therefore, one pixel in the image would be limited to 10nm, thus producing a systematic error/ambiguity
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represented both the lift and linear fly heights at various distances above the sample/wires.

For example at probable 200, 150 and 100nm lift and linear fly heights, the respective model equivalents in \( \delta^2 H_z / \delta z^2 \), are shown in figure 6.10 as 270, 220, 170nm and 200, 150, 100nm respectively.

Of course, as the sensor-sample distance between the linear heights is always less compared to the lift height mode, therefore the respective signal would be significantly large for linear compared to lift. The respective experimental considerations are illustrated in the next section.

Fig. 6.10: Shows the trend of modelled equivalent z (lift and linear fly heights) for \( \delta^2 H_z / \delta z^2 \). Column (a, c, e) show the modelled equivalent z (lift height) of 270, 220, and 170nm respectively. Similarly column (b, d, f) represent the respective modelled equivalent z (linear height) of 200, 150, and 100nm respectively (Graphs made by N.E.Mateen)

* Here the word ‘sensor’ denotes the magnetic tip. However as the model is based on Biot-Savart Law it keeps silent about the tip to sensor, it only estimated the field and/or its gradients as a given point in 3D space.

*"Chap6 - Analysis of Magnetic Stray Field Gradients for MFM Probe Characterisation: Modelling vs. Experimental Results By N. E. Mateen (Tara Rigby)"
6.2.4  Fly height variations in MFM vs. modelled data

In the previous section, the variation in y and z components of force gradient signal was systematically represented for both the lift as well as linear type fly height modes. This was done to give a general idea of how the signal would vary for each case may it be the lift height or the linear height mode.

In practice, most MFM is undertaken in lift height mode unless there is a particular demand for the linear fly height mode. This is because for linear height the sample needs to be flat and polished however most samples observed may not be completely flat or have some kind of features on them. This is generally catered for by the feedback loop in the lift height mode. Hence, the lift height mode is preferred as it is safer and less damaging to the tip or the sample. In cases where the samples are flat, the lift height mode would behave similar to a measurement done using the linear height.

Figure 6.1 represents the MFM data extracted from images captured using the Step 5 (i.e., modified CoCr tip*) having scan sizes of 4x4µm², I=70mA in the first wire† with z_{lift} of (a) 150, (b) 100 and (c) 50nm. The corresponding modelled parameters were j_1=70/wt (a) z=220nm, (b) z=170nm and (c) z=120nm.

The modified Step 5 CoCr tip was randomly selected, as the purpose was to show the general behaviour of the MFM signal as a function of the fly height. It is expected that the overall signal will drop when the fly height is increased. Close observation of figure 6.11 (a-c) indicates that the MFM data does follow the modelled values, noticeably the y component of the force gradient represented by the red line. However, the slope of the signal in-between the wires does not follow exactly the model prediction.

*Details regarding the tip modification i.e. step 5, are given in chapter 8
†The wire on the left throughout this dissertation is considered the first of the two wires. If 'I', 'I', or 'j', is written positive then by default the first wire is positive consequently the second wire is considered negative due to current direction. This is referred to as normal bias here.
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**Fig. 6.11:** Shows both the MFM as well as the modelled data of $\delta^2 H_y/\delta y^2$ and $\delta^2 H_z/\delta z^2$ of the same tip (Step 5) at various fly heights $z_{Lift}$ of (a) 150, (b) 100 and (c) 50 nm and the corresponding modelled $z$ values were (a) $z=220$ nm, (b) $z=170$ nm and (c) $z=120$ nm respectively (Graphs made by N.E. Mateen)

At lower fly heights, closer to sample’s surface the variation in slope of the signal compared to the modelled values for both $y$ and $z$ component between the wires is considerably enhanced. Observing from the left side of the data range the probe senses
the first wire and shows an attractive force behaviour (represented by the negative phase shift values). However, the behaviour does not exactly match either the y or the z components as the modelled lines (red and yellow) show.

In fact, close observation of the MFM data indicates that it follows almost entirely the y component of the force gradient above, as well as in between the wire structures. When the probe passes over the first wire structure it experiences an attractive force thus showing a negative phase shift as per the prediction of the model. The only difference is that in the real case, as the probe is attached to a physical cantilever (hence not free), so it was unable to jump back to its predictive positive phase shift position immediately. Moreover, like the true follower of the predicted y component it does not symmetrically go through the zero phase shifts at y=2µm, instead it tries to follow the z component and increases quite rapidly towards the positive of the phase shift. The phase shift MFM signal kept increasing (that is the tip is repulsed from the sample) until it became closer to the second wire at y=3µm. At y=3µm unlike the modelled expectation of the signal dropping towards the attractive, negative phase shift, it jumps straight up (further repulsed) and then plateaus over the wire structure (see figure 6.11(a)). However, as the height is decreased and the probe sample distance is reduced not only the phase shift signals are stronger but at y=3µm the MFM signal following the modelled trend to dip towards the attractive values slightly before reverting to the repulsive phase. This behaviour is indicative of a slight z component interfering with otherwise y component domination.

6.2.5 MFM tip type/materials vs. Model

Figure 6.12 shows the effect of various magnetic coatings on the MFM probes and their effect on the final image formations. The corresponding MathCAD model data plotted on each MFM graph helps interpret the dominating MFM image trends, whether the MFM follows the z component of the wire structures or the y component. This might
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indirectly reveal the information about the tip state and its relative magnetisation direction.

The set of data represented in figure 6.12 is interesting as it not only emphasises that the model does not impart any information about the tip, its behaviour or its contribution in the final image formation but also because it highlights each tip contribution in the image formation may be unique, even if it shows broadly similar behaviour.

Nonetheless, the comparison of the experimental data with the model prediction allows an insight into how the stray magnetic field interacts with the tip. The modelling specifies only the information about the wire sample behaviour and not the tip. Therefore, studying the behaviour of the tip individually as well as in comparison with other tips should become somewhat simpler. Three different tips were used here namely the standard pyramidal CoCr tip, a custom modified version of the same tip referred here to as Step 5* and a Metglas®† tip. Although there is a huge variety of magnetic tips available commercially or custom made, these three tips were selected mainly due to convenience as they were more than sufficient to show that irrespective of the tip type or shape the results would have remained consistent.

The MFM data represented in figure 6.12 for various tips was gathered using settings of 8x8um² scan size at lift height z_{Lift}=150nm. Every effort was made to keep the wires central to the scan area and the fast scan direction was kept perpendicular to the length of the wires. The current direction through the wire structure was kept at I=+70mA. The model used equivalent parameters as the actual MFM for both the z and y components

* Step 5 is the fifth step in the modification of a standard pyramidal CoCr commercial tip. The modifications were done with focused ion beam milling method to acquire a tiny magnetic particle at the tip apex. The details of the modifications, the shape and size of the tip are extensively discussed in chapter 8.
† Metglas® tip used here was an old pyramidal Si tip which was sputter coated with 100nm Metglas® 2605SC amorphous ribbon (Fe₈₁B₁₃₅Si₃₅C₂) at University of Sheffield by G. P Heydon in 1999.
of the stray field gradients $\delta^2 H_x/\delta z^2$ & $\delta^2 H_y/\delta y^2$, thus, $t=70\text{nm}$, $z=z_{\text{Lift}}+t=220\text{nm}$, $w=1\text{\mu m}$, $b=2\text{\mu m}$, $j_1=+70/jt$.  

Fig. 6.12: Shows the variations in the MFM data of different probes (a) Standard pyramidal CoCr tip, (b) Modified CoCr (Step 5) (c) Metglas® with the modelled data. The modelled parameters were kept the same as the MFM data for comparative reasons (Graphs made by N.E.Mateen)
The graphs in figure 6.12 provide a wealth of information about the tip behaviour. As the tip was scanned across the current wire structures, its behaviour was captured in the form of phase shift. An average of 20 scan lines was used to construct the MFM data plots. The average was taken in order to reduce the inherent noise in these types of MFM data sets \{1\}. The graphs can be studied in several smaller sections or in certain areas where the tip’s behavioural study might be of some interest. For instance, the areas where the tip transitions on top of the wires, on top of the wires themselves and the area in between the two wires are of considerable interest. It is worth noting how the tip interacts with the wires as well as how it behaves between the wires, as the magnetic stray field gradients from both the wires influence the tip there.

Let us compare the behaviour of the three tips above the wire at the left hand side first. At a \(y\) position of 0.5\(\mu\)m the value extracted from MFM data of CoCr tip was approximately equal to -0.19°. At the same position of \(y\) the respective values of Step 5 and that of Metglas® tip were found to be \(~\)0.23° and \(~\)0.17° respectively. The modelled values for the \(y=0.5\mu\)m position the derivatives of \(y\) and \(z\) stray field gradients were equal to \(5.09\times10^{13}\) kA/m\(^3\) and \(-8.51\times10^{11}\) kA/m\(^3\) respectively. Similarly for the sake of argument if MFM data and model values were extracted at \(y\) positions of 3.5\(\mu\)m (i.e., middle of the second wire structure, having opposing current direction) they would be \(~\)0.20° (CoCr), 0.26° (Step 5), 0.41° (Metglas®) and \(-5.09\times10^{13}\) kA/m\(^3\) (\(y\) component) and \(-8.51\times10^{11}\) kA/m\(^3\) (\(z\) component) respectively.

Now this behaviour of the MFM data compared to the \(y\) or \(z\) component of the field gradient could be construed as odd (non-conformal). In this particular case, although the MFM signal seems to follow mainly the \(y\) component of the stray field gradient, when it comes to the tip response on top of the wire structures, it could be insinuated that the tip behaves in the reverse fashion to the model predictions. For example, from negative values of phase shift (attractive) on top of the first wire on the left to positive values...
(repulsive) of the model at the same position. Thus, it appears that the MFM data does not rigorously follow the modelled predictions, especially at the wire edges. However, on closer inspection, when it comes to the MFM tip sensing an attraction towards the first wire, for instance, after the initial attractive pull at y=-0.1µm (see figure 6.12) the tip is unable to retract enough to be pushed towards the positive phase shift values at about y=0.1µm, as predicted in the model. Nevertheless, while passing right above the centre of the wire itself the tip does follow the same trend as the model predicts but at a much lower set of phase shift values. Likewise for the second wire at y=2.9µm the MFM signal shows the beginning of tip retraction but then failing to revert back to attractive (negative) phase shift values like the model forecasts at y=3.1µm. Still, at the central wire position y=3.5µm like the first wire the data mimics the predicted model trend and stays in the retracted mode.

It is also interesting to note the MFM data in the area between the two wires and its comparison with the model estimate (for the y component) follow similar trends. As can be seen from the figure 6.12 that the tip variations do not affect the overall behavioural trends as such, yet each tip contributed to the picture in its own unique way, implying that such variations can be exploited according to the particular demands of the user.

6.2.6 Tip type/materials with fly height variations vs. Modelled data

The variation between the various tip’s behaviour were represented in the previous section, however, in this section the tip variation is shown with the addition of the lift height changes and how the height incorporates itself in the overall resulting tips-sample image formation.

Figure 6.13 gives another set of results of two different tip types, one modified Step 5 CoCr and the other home deposited Metglas® on pyramidal Si tip. These two tips should behave differently compared to each other, as they have a different shape and
composition of the magnetic material. Figure 6.13 (a, c &e) represent the MFM data gathered for the modified Step 5 CoCr tip at lift heights of 150, 100 and 50nm respectively. This MFM data was plotted against the corresponding MathCAD model of z height equivalent of 220, 170 and 120nm. Similarly figure 6.13 (b, d & f) shows the MFM data acquired from the scans using the Metglas® tip at lift height of 150, 100 and 50nm respectively. However, the corresponding model values remain the same. As mentioned earlier, the model does not cater for the effects of the tip or any variation caused by it thereafter in the overall signal formation i.e., tip-sample interaction. Thus, the model possesses the unique capability of providing an excellent platform to study the variations caused due to the differences in the magnetic tips, both structurally as well as materially. Since the wire sample was based on the model having known configurations, therefore it could be placed amongst the top contenders for the standardised metrological estimations of MFM tips.

Figure 6.13 also draws the attention to the apparent limitations the tips experience when responding to the sample stray fields while scanning directly on top of the sample current wires. It is well documented that the MFM tips are themselves limited by their cantilevers \(4-10\). Depending on the flexibility or rigidity of the cantilever itself, the sensitivity of the tips greatly influences the overall image formation and this phenomenon can be clearly observed by scrutinising the graphs in figure 6.13. The change in the fly height accentuates this point even further.

The tip behaviour with respect to the fly height can be observed in three separate sections on the graph with MFM and model data. First, while passing on top of the first wire (LHS), second, through the area above the spacing between the two wires, finally when the tip passes over the second current wire (RHS). Here the performance of the two tips on top of each wire is discussed and the next section is dedicated to the spacing between the two wires and the corresponding tip response.
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**Fig. 6.13:** Highlights the contribution of the tip in the magnetic image formation due to tip-sample interaction. Additionally the figure further draws attention to the differences in behaviour of different tips as it not only differs from tip to tip but also there are variations at different fly heights that can be clearly observed (Graphs made by N.E.Mateen)

If only the first wire was considered at various fly heights for the two different tips, then two things could be observed. Firstly, the MFM Step 5 CoCr tips’ response around \( y=1\mu m \), when the fly height is decreased as shown in figure 6.13 (a), (c) to (e), the tip shows increased sensitivity as expected. Yet just at around \( y\geq1\mu m \) i.e., beyond the wire structure the tip senses a large repulsive force which is more pronounced at lower fly heights like in figure 6.13 (e) and it traces the model predictions very closely. However, just before the \( y=1\mu m \), that is, \( y\leq1\mu m \) the MFM data shows that the tip response to the wire structure itself was somewhat limited. It appears that the tip response on top of the wires is not as pronounced as estimated by the model, especially for lower values of lift heights. The tip behaviour near and above the second wire structure is similar.

Overall, the data from MFM using Step 5 tip gives the impression that the tip responds to the initial push of attraction or repulsion just before or after the wire structures.
doing so, the MFM data tends to follow the predicted trends from the model. Nevertheless, once the overwhelming attraction or repulsion has set in the tip finds itself difficult to flip especially when the tip material is CoCr and even though for this Step 5 tip, its size and magnetic coated material has been considerably reduced (figure 6.13 (a), (c) & (e)). Some values of the MFM data for both the Step5 and Metglas® tips at various fly heights as well as the corresponding model values, at y positions at and near the first and the second wire are shown in appendix 6.C.

For the other part of the figure 6.13 (b), (d) & (f), at same lift height variations as the Step 5 tip scans, the tip used was the amorphous Metglas® coated. Here, the MFM data followed a similar trend to that of the data gathered by Step 5 tip, with some distinct differences. The Metglas® tip showed more flexibility in following the expected trends predicted by the models. Figure 6.13 (b) shows a very good agreement with the y components stray field gradient prediction of the model. The data gathered at the first wire almost idealistically replicates the projected model. The trend agreement can be clearly seen at the values of y=-0.1, 0 & 0.1µm as well as at y=0.9, 1 & 1.1µm, it even shows the similar attraction the tip feels at y=0.5µm.

It is interesting how the MFM data from the Metglas® tip behaves in the area between the wire structures. The Metglas® tip is the only sensor in this study that truly passed through the phase shift value of zero at exactly y=2µm, which is the prediction the model makes as well. Yet, when the data of the tip is considered for the second wire structure it, like the Step 5 study, does not fully follow the model trend. When the tip retracts back and reaches the approximate position of y=2.9µm, according to the model it should revert to the negative until it reaches the attractive phase shift at around y=3.1µm. However, the tip does not do that and continues to retract up to y=3.5µm. The tip follows similar behaviour to the other edges of the second wire near y=4µm.
Furthermore, the Metglas® tip data when observed with respect to the fly height variations as shown in the figure 6.13 (b), (d) & (f), emphasises the lack of sensitivity of the tip to follow the stray field gradients of the sample as represented by the model. Moreover, for the lower fly heights, the tip expectedly shows a high sensitive response to the gradients of the stray fields from the sample, as Metglas® is a magnetically “soft” amorphous material and thus the tip behaviour may be comparable to a superparamagnetic tip. Even then, it seems that the tip response does not truly follow the expected behaviour, which, in this case would be to follow the y component of the stray field. Ideally, the soft tip should mainly be dominated by the stray field gradients of the sample in the z direction, that is, the z component should have been the dominating factor.

The reason behind such tip response in Metglas® tip might be the dependence of the tip on flexibility or rigidity of the cantilever of the tip. However, it seems unlikely that the magnetic coating on the cantilever part of the probe plays a significant role in the asymmetrical MFM data over the wire structures, particularly given that the Step 5 tip shows similar behaviour as far as scanning directly above the wire. The similarity in data obtained from Step 5 and Metglas® tip(s) at the wire edges is indicative of the physical shape of the wire structures themselves that may contribute in the attainment of such results.

Nonetheless, the overall variations in the behaviour of the tips with respect to the wire structures, the distance between them as well as the effect of fly height variations seem to suggest that not only did those different tips show different behaviour on the same sample (that is obvious), but at different fly heights as well.

Further explanation of the behaviour of three tips is given here. In the case of the standard commercially available CoCr tip shown in figure 6.12(a), it can be argued that because of the asymmetry prevalent in both the tip shape and orientation, the measured...
signal will be asymmetrical and different from tip to tip. This asymmetry can also be attributed to the field in the tip, because the tip field is affected by the stray field of the sample plus the remnant field from magnetisation before experiment.

It is curious to note that even though the tip shape and orientation of the in-house grown Metglas® tip was also asymmetrical like that of the commercial CoCr tip, the MFM data indicated that the tip’s physical asymmetry does not affect the final image formation.

In figures 6.12(c) and 6.13(b), (d) & (f), the Metglas® tip demonstrates that the stray field from the sample is symmetrical, which is in direct agreement with the modelled predictions. The reason for symmetrical behaviour is that the signal from the Metglas® tip might be moment dependant and therefore, the tip response should be determined entirely by the stray field of the sample. Furthermore, Metglas® tips may have very low coercivity. The similarity of model and experimental results demonstrate this to be true, and any differences could be attributed to the limit of resolution in the experimental image from the physical size of the tip (see fig 6.1).

Now looking at the figure 6.12(b) and 6.13(a), (c) & (e), the Step 5 tip (a commercial CoCr tip modified into a needle type tip (see chapter 7, with a small CoCr material left at the tip apex), demonstrates similar asymmetry to that of the CoCr tip. Here the asymmetry cannot be directly attributed to the physical size of the tip, as the dimensions of the magnetic volume remaining on the tip apex are small to limit the resolution in the experimental image. If the argument of the asymmetry in the tip shape and orientation is considered then that might be a plausible explanation of the asymmetrical imaging result. In addition, for Step 5 tip, even if the tip field is expected to be too weak to influence the MFM image results, the tip’s remanent field from magnetisation before experiment may contribute significantly in the final image formation.
The Step 5 tip behaviour described above may help explain the image results particularly in figure 6.13(e). Bearing in mind that the tips were all magnetised beforehand in the z direction, if the tip retained its magnetisation direction (or close to it) in its remnant state, then the z component of the stray field from the sample would become the dominant factor in the resulting image. Although, the data still shows y component of the stray field gradients of the sample to be the dominant signals sensed by the Step 5 tip, there is a slight influence of z component as well in the final image.

These results pose an interesting question: Is it true that if the tip is magnetised in the z direction, in the resulting MFM image, only the z component of the stray field gradients is observed? Alternatively, is there a possibility that more often than not, both the y as well as the z components contribute to a significant extent in the final image formation? In an attempt to answer these questions, further investigations were carried out, given in the next few sections.

6.2.6.1 Tip fly height variations vs. model at arbitrary y positions

The spacing between the two parallel current wires is the area of significant interest, especially if the current wire configuration is to be accepted as a standard calibration sample for the MFM probes. A handful of studies \{1, 3, 11\} have been done in this area and have generally mentioned that the central position i.e., spacing between the current wires parallel or circular, is the position where the stray field gradients are the most stable and symmetrical and thus ideal for the tip quantitative calibration of the MFM. These studies also emphasise that the tip (which, is always assumed to be magnetised, in the z direction) only detects the z component of the stray field gradients emanating from the sample. In addition to the claims such as the y component does not play any significant role in the final image formation or that its contribution is so little that it can be ignored.
It has been found during the course of this study that those claims could only be effective for a specific scenario and cannot be generalised as such. In the sections discussed above it has been observed amply clearly that in certain cases even if the tips were magnetised in the z direction the resulting image from the MFM may still have a dominating y component.

Table 6.1: Shows the change on phase shift values of MFM for various tips (CoCr, Step 5 and Metglas®) along with their corresponding y and z components of force gradient values at y positions of 1.3, 1.5 and 1.7µm away from the first wire. The MFM data presented here has an average of about 20 scan lines along with its corresponding standard deviation error given next to it (Data produced by N.E.Mateen)

Table 6.1 is taken from the data extracted by the MFM and its respective modelled counterpart. Tip behaviour of three different tips, CoCr, Step 5 (modified CoCr) and Metglas® were studied at three arbitrary y positions, for instance at y=1.3, 1.5 and 1.7µm, at various lift heights. In order to show a general trend of the signal response, all these particular y positions lie in the area between the two wires. The exact central position between the wires was not taken (y=2µm) as the expected value for the y component at that position is zero. Therefore, the positions selected are off-centred. The corresponding modelled y and z components of the stray field gradients are also
represented in the table 6.1. The MFM data presented here is an average of 20 scan lines.

Fig. 6.14: Represents lift height variation of three different MFM tips (CoCr, Step 5 and Metglas) along with the model predictions, at three random y positions (y=1.3, 1.5 and 1.7µm) between the wire structures (Graphs made by N.E.Mateen)
The data shown in table 6.1 can be represented in the form of graphs shown in figure 6.14. The graphs in figure 6.14 help visualise how at certain locations between the wires, the MFM and its proportional modelled data vary with respect to fly heights. It should be kept in mind that the model only shows the expected stray field gradient behaviour at a certain point in space, in this case whatever the z value assigned to it and nothing of the tip. There were bound to be differences as the lift height was incorporated into the scenario.

The difference in the signal sensitivity of each tip is quite significant at lower lift heights e.g., 20nm compared to higher fly heights like 150nm. It can thus be generalised that the tip behaviour show similarities at higher fly heights but is markedly different closer to the sample when compared to the other tips. The fact that the Step 5 tip and the Metglas$^\text{®}$ tip show similar response to the stray field gradient compared to the standard CoCr tip figure 6.14(a), (b), & (c), with the change in lift height positions, indicates that these two tips are more highly prone to change in the stray magnetic field than the CoCr tip. Furthermore, the phase shift values for Step 5 tip at large fly heights tends to be closer to those of CoCr tip values, however as the fly height was lowered the Step 5 tip shows tendencies more like the Metglas$^\text{®}$ tip. It is interesting to note the trends of the model (y and z component) as a function of height. Even though dominance of the y component is evident from the MFM scans (figure 6.12 & 6.13) and matches nicely with the y component of the model, figure 6.14 shows tip behaviour(s) following the z component of the model as a function of height.

The general slopes following the trend that the three tips show for the fly height variations, leaned towards the z component of the stray field gradients from the model predictions. The y component shows trends that tend to go in the opposite direction from that of the experimental data.
6.3 Variations in MFM and model due to current directions in wires

It is given that whenever there is any mention of the reversal of current direction that the magnetic image produced would symmetrically reverse. Nevertheless, when the current biasing was reversed in the case of the wire structures the MFM data thus produced did not show symmetrical results in their entirety as predicted.

Figure 6.15 shows the MFM data using the standard CoCr tip scanning at a lift height of 100nm (z height for the modelled predictions was 170nm) when (a) current is forward biased I=70mA (b) the current direction is set to reverse biased. Similarly figure 6.15(c) shows the forward biasing of the current at a linear fly height of 100nm (z=100nm for model) compared to (d) as having the current setting as reverse for the same linear fly height.

**Fig. 6.15:** Highlights the variation in both the MFM as well as the model values as the current directions in the wires are reversed. (a) & (b) show the current direction reversal in the wires when the tip scan height is set to lift mode of 100nm. (c) & (d) show the data with the height mode set to linear at 100nm (Graphs made by N.E.Mateen)

The interpretation of these results is somewhat complicated. In this case, as the tip was magnetised in the z direction and only the current in the wire structures changes in direction, therefore, whatever the resulting MFM image data is gathered it should only
show the effect of current reversal in the wires. Hence, the MFM data should show similar behaviour to that of the predictions made by the MathCAD model.

From the figure 6.15(a) where the current is forward biased, the data reveals that the tip shows sensitivity to the z component of the stray field gradients, especially on top or near the physical current wires, but in the opposite direction to that of z component of the model prediction. In the area between the wires, it seems to be following the y component, yet again in the reverse direction as predicted by the model. This goes on to show that the tip magnetisation might just be the reverse of z magnetisation therefore the results are symmetric but opposite.

Similarly the case shown in figure 6.15(b) when the current direction is reversed, the model value of $I$ is set at -70mA. The MFM data symmetry to the z component is still dominant compared to the presence of the y component, which can be observed in the areas between the wires. The high and low points in the phase shift of the MFM data have reversed as predicted.

Figure 6.15(c) & (d) show the same current reversal with the only difference that the linear fly height were involved in the extraction of data instead of the lift heights, the reason being that it is a direct approach when the experimental data is compared to the modelled estimates. Of course, as the tip used here was a standard CoCr tip therefore some degree of asymmetry was envisaged.

### 6.4 Effect of tip magnetisation directions on MFM data: A Comparison

A schematic of the tip magnetisation direction is shown in the figure 6.16. With the help of a strong Re-FeB bulk magnet the tip is magnetised in the desired direction. However, the tip magnetisation direction is usually a crude estimate especially when the tip shape and the tip angle with its cantilever are unknown.
Unless the tip is specially customised and has a known shape size and angle, it is impossible to know with certainty the precise magnetisation direction after the tip has been exposed to a strong magnetic influence. Nevertheless, this is an incessant debate and is not the main point of interest here. Here the influence of the tip magnetisation direction is studied with respect to the current wire sample and its effect on the overall tip sample interaction.

**Fig. 6.16**: Shows the schematic of the tip magnetisation direction. When the tip needs to be magnetised it is brought in close proximity of a very strong magnetic field. Here the tip was magnetised in (a) normal, (b) horizontal and (c) reverse direction with the help of a bulk Re-FeB magnet (Schematic made by N.E.Mateen)

A commercially available CoCr tip was magnetised in the normal direction and then the MFM data was obtained when tip raster scanned over the sample at a lift height of 150nm (see figure 6.17(a)). The equivalent model height was kept at 220nm for the experimental compensation. Now the figure 6.17(b) shows the tip behaviour with the wires when it magnetised in the horizontal direction with the same lift height of 150nm and at the exact same area of scanning and in figure 6.17(c) the tip was magnetised in the reverse to the normal direction that is shown in (a).

While the tip magnetisation direction was changed, there were some key points to observe. Firstly, how the behaviour of the tip over the wire structures corresponds to tip
magnetisation direction with no change in the fly height or the current direction (Normal bias) wire configuration of the sample.

Fig. 6.17: Shows three scenarios of the effect that the tip magnetisation has in the tip-sample interaction. (a) shows the interaction when the CoCr tip is magnetised in the normal direction, (b) represents the behaviour of the tip when it is magnetised in the horizontal direction and (c) when the tip is magnetised in the opposite to the normal direction (Graphs made by N.E.Mateen)
The second point worth noting was the effect of tip behaviour as it scanned the area between the wires and how does it relate to the overall image formation. More importantly, do the experimental results agree with the model?

The tip behaviour in figure 6.17(a) is what was expected for a tip magnetised in a particular z direction. The reason that this could be only a comparative exercise was because the magnetic orientation of the magnetising sample holder was (and is generally) unknown, even though it is still relatively easy to study the effects that the tip magnetisation orientation would have on the image.

The tip was then magnetised in the horizontal direction and the resulting graph can be seen in figure 6.17(b). Theoretically, in the case of tip being horizontally magnetised the y component of the sample stray fields should be the dominant signal in the MFM data. This did not seem to be the case. It appeared as if both y as well as z components were almost equally influencing the MFM data signal (6.17(b)), whereas figure 6.17(a) showed a domination of y component. Keeping these findings in mind, the tip behaviour of 6.17(c) was somewhat predictable. Again, the y component was the dominant factor in the image formation. Although, the overall responses of 6.17(c) were similar to that of figure 6.17(a); however, by close observation the tip behaviour directly above the wire edges showed a subtle deviation; a slightly greater repulsion at the exterior wire edges compared to the interior wire edges as compared to figure 6.17(a).

To sum up, the tip behaviour between the wires was predominantly y component but the areas above the wires show distinct changes. Take first the left hand wire for instance, in 6.17(a) there is y component domination with a slight agreement with the z component; in 6.17(b) however, both the y and the z component play a significant role in image formation. On the other hand, in 6.17(c), although the y component still dominated the overall image with some contribution from the z component, but the z component shows a direction opposite to that of 6.17(a).
6.5 Modelling the influence of $H_y$ and $H_z$ component superposition on the MFM data signal

The work presented so far gave quantitative results and helped establish that the $y$ as well as $z$-components of the stray field gradient has considerable significance and neither of these can be ignored. It can however be safely assumed that one component of the stray field ($z$ or $y$) may dominate the tip’s sensitivity over the other depending on the physical orientation of the tip with respect to the sample as well as the tip’s magnetisation direction. Due to the asymmetrical trends of the resulting experimental graphs with respect to the modelled graphs for both the $z$ and $y$ gradients of $H_z$ as well as $H_y$, it was still difficult to pinpoint the dominant component taking part in the resulting image formation in real scenarios. Every result presented thus far in this thesis points to the fact that each tip has a direction of magnetisation (i.e., net moment), which could be in any direction. Therefore, there is a strong indication that the MFM signal could be the superposition of $H_z$ and $H_y$ effects.

Due to orthogonality of $y$ & $z$ field components, they cannot be wholly combined to estimate the force on a tip. However, from the experimental results and comparisons it is evident that the dominance of the field components depends on the orientation of the stray fields with respect to the tip.

6.6 Introduction of matrix transformations for the observation of $y$ and $z$ component contribution in the magnetic fields and their respective gradients

In order to estimate the extent of the signal superposition from the real cases, a probable solution would be to consider rotation matrices/transformation matrices \{12-14\} or in other words the rotation of axes. It has been established that the mathematical model used so far only gives information of the current wire sample and nothing about the tip itself. It only gives the information of either $y$ or $z$ coordinates dominance. This is
because the coordinated system selected for the calculation was fixed in space. The magnetic field was calculated for the current wires at a certain point in space. As the basic equation used in the modelling was dependant on y and z variables it was easy to estimate the field value at a given y position at a certain z distance high. Then the question was what happens in the space in between the two extremities.

To make the model more realistic and conform to the experimental data, the axes must be rotated. In mathematical terms this rotational transformation is generally approached in two ways commonly known as the alias rotation or the alibi rotation \(15\). In one case, the coordinate axes are rotated and the relevant vector is transformed into the other desired coordinate axes. In the second case known as the alibi rotation, the axis itself is fixed and the relevant vectors are transformed. Both these cases give essentially the same results. These types of rotation are generally used in the field of robotics \(13, 16\), in finding out coordinates for the robotic arms. For finding how the magnetic field \(H_{y,z}\) of the current wires behave other than in the direction of unit vectors \(\hat{y}\) or \(\hat{z}\), that is, in the coordinates where direction of the unit vectors is \(\hat{y}''\) and \(\hat{z}''\). The rotation matrix used for this purpose is given in equation 6.16,

\[
\begin{bmatrix}
\hat{y}'' \\
\hat{z}''
\end{bmatrix} = 
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
\hat{y} \\
\hat{z}
\end{bmatrix}
\tag{6.16}
\]

This can be written as,

\[
\hat{y}'' = \hat{y} \cos \theta - \hat{z} \sin \theta \quad \text{and} \quad \hat{z}'' = \hat{y} \sin \theta + \hat{z} \cos \theta
\tag{6.17}
\]

Equation 6.17 can become after rearrangement

\[
\hat{y} = \cos \theta \hat{y}'' + \sin \theta \hat{z}'' \quad \text{and} \quad \hat{z} = -\sin \theta \hat{y}'' + \cos \theta \hat{z}''
\tag{6.18}
\]

Substituting values from equation 6.16 into equation 6.9

\[
H(y, z) = |H_y(y, z)|\hat{y} + |H_z(y, z)|\hat{z}
\tag{6.9}
\]
becomes,

$$H(y, z) = |H_y(y, z)[\sin \theta \hat{y}'' + \cos \theta \hat{z}''] + H_z(y, z)[\cos \theta \hat{y}'' + \sin \theta \hat{z}'']$$

(6.19)

After rearrangement of the equation 6.19 becomes,

$$H(y, z) = \{ |H_y(y, z)\cos \theta - |H_z(y, z)|\sin \theta \} \hat{y}'' + \{ |H_z(y, z)|\cos \theta + |H_y(y, z)|\sin \theta \} \hat{z}''$$

(6.20)

Equation 6.20 can also be written as,

$$H(y, z) = \{ H_{y\theta} \} \hat{y}'' + \{ H_{z\theta} \} \hat{z}''$$

(6.21)

where,

$$H_{y\theta} = |H_y(y, z)|\cos \theta - |H_z(y, z)|\sin \theta$$

(6.22)

and,

$$H_{z\theta} = |H_z(y, z)|\cos \theta + |H_y(y, z)|\sin \theta$$

(6.23)

To check the equation, if $\theta=0^\circ$ then the equation 6.20 reduces to

$$H(y, z) = \{ H_y(y, z) \} \hat{y}'' + \{ H_z(y, z) \} \hat{z}''$$

(6.24)

Notice equation 6.24 is equivalent to equation 6.9, however, if $\theta=90^\circ$ then the equation 6.20 becomes

$$H(y, z) = |H_y(y, z)|\hat{z}'' - |H_z(y, z)|\hat{y}''$$

(6.25)

The equations 6.24 and 6.25 show that the direction of $H_y$ and $H_z$ has changed due to angle $\theta$. $H_y$ has moved in the direction of $\hat{z}''$ and $H_z$ in the $\hat{y}''$. Furthermore, the negative sign indicating the direction of $H_z$ is reversed. This can be illustrated with the help of the diagram shown in figure 6.18.
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6.6.1 Modelling results: Effect on the magnetic fields with angular variations

The initial parameters selected for this model remain the same as were used for the initial setup for the original model (section 6.1). Plotting the graph $\mathbf{H}_{z\theta}$ against the $y$

---

Fig. 6.18: Shows the rotation of the axes if the magnetic field vector is to be translated into the other coordinate axes. $y$ and $z$ were the original orthogonal axes and $y''$ and $z''$ are the new rotational axes (Schematic made by N.E. Mateen)

Since the objective here was to show how the model could be improved to achieve the desired more realistic results, which conform better to the experimental data, and not to further complicate the analysis, therefore, only a part of the equation 6.20 would be used. Only the change in $z''$ component will be discussed as $y''$ component would show the same result but in a different direction.

---

* The $z$ height was set at $100nm$, with $I=70mA$. The wire parameter width $w=1\mu m$ and the thickness remains at $t=70nm$ with the wire separation of $b=2\mu m$

Chap6 - Analysis of Magnetic Stray Field Gradients for MFM Probe Characterisation: Modelling vs. Experimental Results
By N. E. Mateen (Tara Rigby)
positions spanning across width of the wires, with angle $\theta$ varying from $0^\circ$ to $90^\circ$ is given in figure 6.19.

![Graph showing variation of $H_{z\theta}$ with angle $\theta$.](image)

**Fig. 6.19:** Shows the rotation of angle $\theta$ in $H_{z\theta}$ in the new axes coordinates $z''$. At $\theta=0^\circ$ the value of $H_{z\theta}$ becomes equivalent to $|H_A(y,z)|$, which is correct for the axis in the $z$ direction. The basic parameters for the model were $z=100\text{nm}$, $t=70\text{nm}$, $w=1\text{um}$, $j_1=70/wt$, $b=2\text{um}$ (Graphs made by N.E.Mateen)

Figure 6.19 represent the variation of $H_{z\theta}$ (equation 6.23) with the angle $\theta$, where $\theta$ is varied between $0^\circ$ to $90^\circ$. It can be seen from figure 6.19 that when $\theta=0^\circ$, $H_{z\theta} = |H_Z(y,z)|$, which is true. At $\theta=90^\circ$, $H_{z\theta} = |H_Y(y,z)|$, which is also true. This goes on to show that at any value of $\theta$ other than $0^\circ$ or $90^\circ$ there is indeed a superposition of the $|H_Y(y,z)|$ and $|H_Z(y,z)|$ signals.

In figure 6.19, the graphs shown at angles $0^\circ$ (blue line) and $90^\circ$ (red line) are the same as shown in figure 6.3. It was not surprising that $\theta=0^\circ$ and $90^\circ$ yield similar results as previously for $H_c$ and $H_s$ terms since for these angles only one field component is carried forward. Although, the model does provide the possibility for predicting the fields or their respective gradients at angles other than $0^\circ$ and $90^\circ$. Therefore, it would be prudent to assume that better comparisons can be deduced between the data produced here and the experimental data.
6.6.2 Effect on the magnetic field gradients and second derivative of fields with angular variations for $H_{z\theta}$ w.r.t both y and z

The graphs presented in figure 6.20 show the variations in the stray field gradients (a) with respect to the $y$ component and (b) with respect to the $z$ component when the angle $\theta$ is changed from $0^\circ$ to $90^\circ$.

*Fig. 6.20: Shows the variation of (a) $\delta H_{z\theta}/\delta z$, (b) $\delta H_{z\theta}/\delta y$ with the height of $z=100nm$, wire thickness of $t=70nm$ and separation $b=2.0\mu m$. When the angles are varied, the $z$ dominant component is influenced by the $y$ component of the field gradients. At around $\theta=45^\circ$ both the $y$ and the $z$ components contribute equally to the resulting gradients. The position from $y=0$ to $1\mu m$ and $y=3$ to $4 \mu m$ are to denote the wire positions in the model (Graphs made by N.E.Mateen)*

*See appendix 6.D for individual changes with respect to angles in the $z$ component (figure 6.20(a)) as well as $y$ component (figure6.20(b)).
In figure 6.20(a) data at angles 0° and 90°, is same as figure 6.4(a) \( \delta H_z / \delta z \) and (b) \( \delta H_z / \delta y \). Similarly, the graphs in figure 6.20(b) are comparable to those in figure 6.4(c) & (d). These findings go on to verify the calculations performed earlier in addition to the further information they impart for any given angle.

Fig. 6.21: Shows the variation of (a) \( \delta^2 H_{z\theta} / \delta z^2 \), (b) \( \delta^2 H_{y\theta} / \delta y^2 \) at the height of \( z = 100\text{nm} \). At various angles, the influence of \( y \) and \( z \) components of the stray field gradients can be observed (Graphs made by N.E.Mateen)

Predictably, now the double derivatives, which are part of the formula for the force gradient and which in turn is used for the calculation of the change in phase shift,
needed to be tested (see chapter 3). The figure 6.21* represents the rate of change of the stray field gradients with respect to $z$ and $y$.

Notice that with the variation of the angles the $z$ dominant component starts to be influenced by the $y$ component of the second derivative of the field. For the sake of argument if the dominating component at $\theta=0^\circ$ is the $z$ component. Then as the angle is increased, the influence of the $z$ component is reduced being replaced by the $y$ component. At around $\theta=45^\circ$ both the $y$ and the $z$ components contribute equally to the resulting gradients. Moreover, at $\theta=90^\circ$ the $z$ component totally disappears only leaving a complete domination from the $y$ component of the gradients, as would be expected.

As expected the data trend represented in the figure 6.21(a) at $\theta=0^\circ$ corresponds exactly to the data represented in the figure 6.5(a), but when the angles are increased and reach $\theta=90^\circ$ the data does not correspond to the graphs of figure 6.5(b), instead it corresponds to the graph presented in figure 6.5(c). Here the updated version of the MathCAD model shows that with the introduction of the angles, the combination sets should be that of figure 6.5(a) and(c) and figure 6.5(b) and (d), and probably not as previously assumed†.

Keeping these new findings in view, the MFM data for the tip magnetisation directions was compared to the modelled results to see if the updated version of the model conformed to the experimental data better.

6.7 Estimation of the tip magnetisation angles and y and z components contribution in the MFM data sets

Once the model was tested having the new additional changes, the task of testing it with real MFM data was undertaken. Figure 6.22 shows the MFM data for the standard CoCr

---

* See appendix 6.E for individual changes with respect to angles in the $z$ component (figure 6.21(a)) as well as $y$ component (figure 6.21(b))
† before the examination of angular variations
tip having three different magnetisation directions (figure 6.18) represented along with the corresponding modelled data.

**Fig. 6.22:** Shows the MFM data with its corresponding modelled data representing the perspective angles and direction of preferred y and z components (Graphs made by N.E. Mateen)
However, this time the modelled data that was the closest (having a certain angle and hence orientation) match the respective MFM data was presented in the figure 6.22. These respective angles give a reasonable indication as to where, in the direction of coordinate axes, does the tip sample interaction lie, (other than the pure y or pure z direction).

All the three graphs (set of MFM data with its corresponding modelled orientation and appropriate matching angle) given in figure 6.22(a-c) tend to suggest that the tip magnetisation had indeed a distinct direction for each case i.e., $\theta=60^\circ$ for normally magnetised, $\theta=75^\circ$ for horizontally magnetised and $\theta=60^\circ$ for reversed magnetised CoCr tip modelled for $\delta^2 H_y/\delta y^2$. Hence, now the angle of the interaction of the stray field gradients or the magnetic fields themselves emanating from the wire structures, at a certain height with respect to the tip magnetisation, could be accurately predicted with the help of the improved model.

Figure 6.22(a) (same as figure 6.18(a)) represents the MFM data captured while the tip scanned over the current wires having $I=70mA$, while the tip was magnetised in the normal direction. The corresponding modelled data suggested that the $y''$ direction not only dominated when the tip was normal and horizontal magnetised (figure 6.22(b)). But when the tip was magnetised in the reverse direction it was the $z''$ that apparently became the dominant component according to the model (figure 6.22(c)). Although part of the same equation (eq. 6.20), at the angle of $60^\circ$, the tip magnetisation directions could be accurately predicted by the restructured model data. The tip magnetised horizontally follows the similar trend to that of normalised magnetised tip with the difference of the angle. The horizontally magnetised tip shows an inclination at the angle of $75^\circ$ instead of $60^\circ$. As mentioned earlier this tip when magnetised in various directions strongly indicated the $y$ component’s dominance with little influence from the $z$ component of the stray field gradients and the second derivative of the field. Here, the
updated version of the model also indicated the dominance of what would otherwise be the y component of the stray field gradients i.e., $\delta^2 H_{y\theta}/\delta y^2$.

For consistency if only the $y^{''}$ is considered for all three tip magnetisation directions, normal, horizontal and reverse, the corresponding angles would then be 60°, 75° and 300° respectively with the help of the model¹. If the magnetisation of the tip was known, then the y and z components of the tip magnetisation could be predicted with the help of the angles given, by using basic trigonometric functions. For example, if the value of tip magnetisation $|M_{y}|$ was $4 \times 10^5$ A/m [17], then the predicted angles of the tip, the y and components of the magnetisation for normal, horizontal and reverse direction would be as represented as given in table 6.2.

<table>
<thead>
<tr>
<th>CoCr tip direction</th>
<th>$\theta$ (°)</th>
<th>$M_{y}$ (A/m) $(10^5)$</th>
<th>$M_{z}$ (A/m) $(10^5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nor.</td>
<td>60</td>
<td>2.00</td>
<td>3.46</td>
</tr>
<tr>
<td>Hor.</td>
<td>75</td>
<td>1.04</td>
<td>3.86</td>
</tr>
<tr>
<td>Rev.</td>
<td>300</td>
<td>2.00</td>
<td>-3.46</td>
</tr>
</tbody>
</table>

Table 6.2: Shows $M_{y}$ and $M_{z}$ components of the tip magnetisation as predicted by the model angles for $\delta^2 H_{y\theta}/\delta y^2$ (Data produced by N.E.Mateen)

From the values estimated in the table 6.2, the $M_{z}$ showed the highest value at $3.86 \times 10^5$ A/m with $M_{y}$ at its minimum value of $1.04 \times 10^5$ A/m when the tip was magnetised in the horizontal direction. Typically, it is expected that the tip magnetised in the normal and/or reverse direction would have the maximum $M_{z}$ values with $M_{y}$ values so small that they can be ignored. However, the data presented in table 6.2 show that the expected tip magnetisation direction might be different to the initial expectations. Moreover, the y and z component amalgamation makes the task of understanding the tip-sample interactive behaviour complex. When the tip magnetisation direction was normal the $M_{z}$ had the value of $3.46 \times 10^5$ A/m with $M_{y}$ at

¹ At this point the predicted modelled angles would still be a somewhat crude estimation, as precise calculations of all possible angles are required to exactly match a particular MFM data set with a particular angle.
2.00x10^5 A/m, which is the same values for the reversed magnetised tip except for the change in sign for $M_z$.

Although, the change in the behaviour of the tip with the magnetisation reversal was expected, the tip shape and the cantilever position with respect to the sample can still pose a challenge to predict the exact angle of tip magnetisation especially when the magnetisation is reversed. As the tip shape and the cantilever angle could introduce an inherent asymmetry to the tip magnetisation angle (as mentioned in chapter 3). Additionally, the variations in the model values with every degree change are difficult to observe in the experimental data with factors such as noise disrupting the signal.

Consequently, if some changes in the magnitude during the tip magnetisation reversal were observed, it would be a strong indication that directional angle of the tip magnetisation has shifted to some extent. For example, for the angle of 240° both the $M_z$ and $M_y$ values would be reversed to -2.00x10^5 A/m and -3.46x10^5 A/m respectively compared to the normally magnetised tip direction. Thus, there would be no observable change in the $M_z$ direction of the tip but due to the change in the $y$ direction reversal the slope in-between the two wire structures would invert. Similar to the MFM experimental data slopes given in figure 6.15(a) compared to that of figure 6.22(b). Although, the two MFM images were captured by using different CoCr tips, but as the wire parameters were similar i.e. the current direction, the $y$ component had changed for both those cases the relative direction of the $z$ component remained the same.

These results go on to show how the model based on Biot-Savart law can be modified to estimate the tips angles that influence the image formation based on the tip-sample interaction in reality. These results presented here are in their preliminary phase, but they successfully show an enhanced methodology to interpret the data produced by the MFM when the tip magnetisation is not exactly at the perpendicular $z$ or parallel $y$ direction with respect to the sample plane, which is an approach that is more realistic.
is a known fact that even if the tip is magnetised in a certain direction (y or z); the final remnant state of the tip (at the time of image capture) is almost never in the idealistic y or z directions and is always some percentage of both.

Furthermore, this enhancement of the model solves the problem of the additional ‘negative’ sign in front of the force equation. As the directional angles not only indicate the y or z component dominance but also the ‘positive’ or ‘negative’ z direction of the tip’s magnetisation.

It is common practice to magnetise any MFM tip from a hard magnet (placed in a specifically designed holder in which, the tip is placed while being clamped to the tip holder\(^*\)). However, the magnetisation direction may deviate from the direction with which the tip was initially magnetised either due to the tip shape or due to the samples stray fields. In this case, the magnetisation of the tip changes direction in either, y or z direction or, both y and z direction, during scanning, any change would be detected from the MFM image data. In such cases, the improved model can indicate accurately the direction of magnetisation including any variation in ‘y’ as well as the ‘z’ components can also be monitored.

Alekseev \textit{et al.} \cite{alekseev2001} claimed to significantly improve the dipole model and demonstrated\(^\dagger\) that both ‘y’ and ‘z’ component of tip magnetisation have different magnetic behaviours. According to them, the ‘y’ component followed the external field and the ‘z’ component of magnetisation of the tip stays unchanged. Their conclusions and the conclusions drawn by Iglesias-Freire \textit{et al.} \cite{iglesias2002} were somewhat similar. Iglesias-Freire \textit{et al.} deemed the wobble at the tip apex as artifacts, because during a scan any perturbation (i.e. the variations in the ‘y’ component) due to the sample is difficult to separate from the overall data acquisition. Whereas Alekseev \textit{et al.} were of

\(^*\) Which in turn is then placed in the MFM instrument
\(^\dagger\) By using soft tips with hard samples
the view that due to shape anisotropy of the tip, the vertical (i.e. z) component remains almost constant and only the horizontal (i.e. y) component behaves like a soft tip prone to flip its direction of magnetisation along with the stray field direction of the sample. Although they were also of the view that the reversal of the magnetising field in the y direction has no influence on the final image, which might be true for the case they investigated. However, due to the complexity of the MFM probe, it cannot be said with certainty that the influence of the y component magnetisation direction is negligible. Additionally, the model presented in this chapter is able to predict conclusively if any such influence does occur temporarily or permanently.

Overall, the results presented in this chapter, compliment and further the findings of both Alekseev et al. as well as Iglesias-Freire et al. Here both modelling in conjunction with experiments agree, for any given tip in relation to the samples stray fields, it is impossible to predict with certainty the ultimate behaviour of the tip, especially when the tips magnetisation at its apex is weak enough to be influenced by the sample fields. However, the amended model given here accurately calculates the position of the y and/or z components, irrespective of y or z component being constant or varied.

The sheer numbers of variables involved in the final image formation are too many to be controlled by the user and hence prevents from reproducing the magnetic images precisely. Each scan produces a unique image map at that instance in time. Furthermore, only close approximations can be achieved under similar conditions. Thus, the exact reproducibility of an MFM image could be down to random statistical probability.

6.8 Summary

The experimental data was taken under various conditions such as at different fly heights by using both the lift as well as the linear mode. Experiments were also

* In confirmation with the experimental results
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performed to see the effect that the current biasing of the wire structure have on the tip-sample interactive behaviour. Furthermore, the tip magnetisation directions and its effects in the tip sample interaction were also analysed. All these experimental studies were done in conjunction with the improved modelling, which could cater for the variations in the lift and linear fly heights.

However, during the analysis of initial data it became evident that the model was still limited when interpreting the results in terms of y and/or z component dominance of either the sample stray field gradients and/or the tip magnetisation. Furthermore, there was strong indication that there was to some extent a signal superposition occurring which has the contributions from both the y as well as the z component of the field gradients.

An attempt to improve the MathCAD model further to better conform to the experimental results was then undertaken with the help of some necessary modifications. The enhanced version of the model proved to be a better-equipped tool for interpreting the tip’s behaviour during the tip-sample interaction. Moreover, the model was capable of predicting tip’s potential magnetisation orientation and magnitude with respect to the current wire structures. The model along with the data gathered by the MFM conclusively proved that the final image formation, i.e., the tip-sample interaction is never ideal. The tip is almost never truly magnetised in the idealistic z direction (perpendicular to the plane of the sample). The tip is generally sensitive to both y as well as z components of the change in the stray field gradients (i.e., second derivative of the magnetic field) emanating from the samples responsible for generating the phase shift in the image. The scenario where the tip can predictably be magnetised fully in the z direction could only be true for some highly specialised cases. Mostly, the tip magnetisation roughly stays in the direction in which the tips was

*If the remanent magnetisation of the tip was known*
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initially magnetised guided by its shape, unless it is strongly swayed by the stray field gradients of the sample.

However, unlike special cases \cite{18, 19} as mentioned in section 6.7, the results presented here represent a more generalised case where the magnetisation direction of any type of tip with respect to any type of sample could be quite accurately predicted along with some information about the respective ‘y’ as well as its ‘z’ components. With these results, one need not randomly assume the direction of magnetisation at the any given point during the scan. With the help of the improved model, one can find out the angle of the tips magnetisation\textsuperscript{†} and magnitude (provided the tip volume is known, see chapter 7) from the image data gathered.

6.9 References


\textsuperscript{†} if there was change in the magnetisation direction during the scanning process in y, z or both y and z directions, the MFM image data would hold that information which then could be interpreted into quantifiable data.
Results & Discussion


Magnetically Active Probe Volume

7.1 MFM probe volume investigations

In the previous chapter, solutions to the question like the influence of tip’s magnetisation direction, its fly height and the accumulative contribution of ‘y’ and ‘z’ component of the fields were addressed. The observations of the inherent dependence of fly heights on the data obtained, the effects of tip materials used, and how MFM signal data* can be used to predict the angle of tip/sample magnetisation were made. The MFM data along with the appropriate modelled parameters yielded a useful insight and helped formulate some useful predictions regarding the tip as well as the tip-sample behaviour. The model did indeed prove to be a great tool in making predictions regarding tips magnetisation angles, and the angle contributions of ‘y’, ‘z’ components from the stray fields of the sample, relevant to specific fly heights, when used in conjunction with the experimental data. Thus, the enhanced model made the direction of magnetisation of the tip with respect to the wire samples relatively easier to predict.

Nonetheless, where the modelled current conductors helped gather a wealth of information about the magnetic stray field gradients of the sample, they on their own divulged only indirect information about the magnetic probe itself. What the model/experimental results did not help to predict was the magnetic volume† of the tip. Consequently, it was also unable to predict how much of the tip’s magnetic volume is actively involved in the image formation. With this information, the MFM tip needed to be studied with the view of its volume contribution, which along with the information about tip magnetisation direction in turn would convey some information regarding the moments of the tip.

---

*By using same tips with different magnetisation direction or different MFM tips with same magnetisation direction at various fly heights
† Or active magnetic volume of the tip: It is believed to be the volume of the magnetic material on the tip that actively participates in the final image formation in an MFM
To put into perspective the active volume from the MathCAD model-MFM experimental estimate, an experiment was devised in parallel by systematically* modifying commercial CoCr tips using FIB milling. A process of sequential reduction was performed on the selected tip. The tip’s performance was tested at each stage whilst ensuring that the tip was not damaged during the reduction process. In addition to finding out how this tip volume affected the magnetic sample imagery, various sets of samples were also investigated using various tips and compared to the amended tip†.

7.2 MFM tip volume reduction

The lack of reproducibility in commercial manufactured of the MFM tips in addition to coating the entire tip (including its cantilever) makes it difficult to estimate the volume of magnetic material coated exclusively on the tip. Determining which portion of that tip is actually involved in the tip-sample interaction makes it an interesting study on its own.

The probe selected for estimation of magnetic (and effective magnetic) volume by tip reduction/modification were the standard (Veeco) MESP CoCr tip having intermediate coercivity‡ (about 39.8kA/m). To estimate its magnetic volume accurately, the tips must be in optimal working condition and must be able to produce good magnetic images. They had to be robust to be modified by FIB milling. After reduction, their integrity was tested each time by capturing an image of standard magnetic tape§. The criterion for the modification was trimming until further shaving of the tip material would cause total loss of magnetic signal.

---

* For details of the tip modification procedure, see chapter 5
† Although volumes of multiple tips were reduced, only the best performing tip was selected
‡ Representative of most standard commercially available tips
§ All, save one tip, got rejected either due to tip contamination or destruction of the apex during milling process
Figure 7.1 shows an actual aerial view of the area exposed to Ga\(^+\) ions. The tip apex and a portion of the cantilever are represented schematically extending an otherwise standard ion beam image. To avoid ion contamination that could potentially affect the magnetic properties of the tip, its apex was kept out of the field of view during the entire milling process. The tip and cantilever presented in Figure 7.1 show a yellow frame delimiting the direct ion exposure area of one tip facet. The position selected for milling was chosen to ensure that the apex was never exposed to Ga\(^+\) ions at any time (as illustrated by the box in Figure 7.1). As mentioned in section 5.3.4 the ion milling on all four facets could only be accomplished by rotating and readjusting the tip position with respect to the beam field size.

![Schematic representation of the tip and cantilever](image)

**Fig. 7.1:** *Schematic representation of tip and cantilever as placed in the FIB mill. The white frame delimits the area exposed to the Ga\(^+\) ions from the FIB column. The area at the base of the tip and the area to be milled away by the focused ion beam were included in the field size. The tip apex was kept away from the ion exposed areas (Images captured by N.E.Mateen)*

The SEM image position of the frame indicates the area for milling prior to Step2 as Step1 had already been milled. The area to be milled in Step2 was demarcated based on the computerised image generated by the Raith software. Calculations of the time, and
area, dose for a specified milling area were also undertaken at this stage (see chapter 5, section 5.3.3). All four facets were milled equally and sequentially before proceeding to the next step. Once the area of the tip facet was milled to desired specifications, the tip could then be rotated to align the next facet to be milled with the field view of FIB, using the Orsay Physics software.

FIB milling removed significant quantities of the tip pyramid and coating of magnetic material but little attempt was made to remove magnetic material from the cantilever arm itself. The decision not to remove excessive material was partly driven by the timescales involved in FIB milling but chiefly because the amount of modifications was sufficient for the purpose of this study. From Step1 through to Step5 milling was initiated from the base of the tip to decouple magnetically the tip pyramid from the cantilever at its base, and then gradually moving inwards towards the tip apex in small increments.

Figure 7.2 shows SEM images of each successive stage in the FIB process from a different angle. In Step1 to Step3, it was clear that morphology at the pyramid apex did not change as more material was removed. The sharply defined pyramid edges of the original tip profile having the thickness of tip coating intact were replicated in later images after Step1. With the precautions mentioned earlier, the magnetic material, which remained on the tip after each step, was essentially undamaged. Still it was possible that this non-damaged state included negligible or considerably reduced Ga⁺ implantation from the FIB column, which is unavoidable in an FIB chamber. After successful completion of each milling step, the tip was observed with the SEM to confirm magnetic and structural integrity.

---

* at/near the base of the pyramidal area
† apart from some possible dipolar interactions
‡ The magnetic charge contrast shows up as a different shade of grey compared to the Si underneath
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(a) Unmodified  (b) Step 1
(c) Step 2  (d) Step 3
(e) Step 4  (f) Step 5

**Fig. 7.2:** SEM images of the successive stages of FIB milling of a standard CoCr coated MESP MFM tip (Images captured by N.E.Mateen)
7.3 Estimation of CoCr Layer Thickness

The first stage towards the evaluation of volume of the magnetic material coated on the tip is to determine the thickness of the magnetic coating on the otherwise Si based (i.e. AFM) tip. To estimate the thickness of the tip’s magnetic coating, edge profiles of several facets of the milled tip/s at various milling stages were measured with the help of the SEM images. One such profile of a facet is shown in figure 7.3(a).

The area where milling took place allowed a clear distinction between the magnetic CoCr coating layers from the underneath (non-magnetic) Si layer. For convenience, boundaries and edges of the tip were redrawn on the SEM image shown in Figure 7.3(b). The upper dark layer near the top of the tip is the magnetically coated layer and bottom milled layer is the Si without the magnetic coating. The boundary between the two materials showed the edge of the remaining magnetic coating on the tip. The length scale used for the measurement of the tip was obtained from the SEM image that was captured at 15 kV having magnification of X8500 and a working distance of 21.2mm.

By simple geometry and knowledge of the dimensions of the tip, the thickness of its magnetic layer was found to be approximately 60±3nm, perpendicular to the surface of Fig. 7.3: (a) Image of single facet of the milled edge of standard CoCr tip captured via SEM. (b) Schematic representation of image (a) showing the magnetic layer. The transition between the magnetic layer and the underneath exposed Si is also represented (Images captured and made by N.E.Mateen)
the tip’s facet. It is worth noting that the thickness estimate is based upon the mill angle and the observed band thickness of the magnetic layer.

![SEM micrographs showing the four facets of the tip apex (a) the outer facet, (b) inner facet, (c) left face and (d) the right facet. The original shape of the apex is clearly visible (Images captured by N.E.Mateen)](attachment:results讨论)
would be shown in the next section that the margin of error in any such endeavour becomes significant when dealing with dimension as low as a few tens of nanometres.

It is worth pointing out here that contrary to the expectations the tip apex* is not symmetrical, in fact, a close up of the whole (unmodified) tip can be seen in figure 7.4. From figure 7.4, the tip angle from the side face (c) was measured to be about 40°±2° in total with approximately half angle 22.5°±1° & 17.5°±1° on one side and the other half was 21.5°±1° & 18.5°±1° on the other side (d). However, the angles from the front or the back face are much steeper. The slope of the tip near the apex is sometimes around 10 to 12° only (see figure 7.4(a-b) top).

### 7.4 Estimation of Tip Magnetic Volume

Initially some basic estimates were made for reduction in the tip’s magnetic volume by using the SEM images and some simple geometrical formulae, such as pyramidal volume for Step1 and Step2, volume of a tetrahedron for Step3 & 4 and volume of a cone for Step5.

<table>
<thead>
<tr>
<th>FIB Process</th>
<th>Base Area $Si_{x}Co_{y}$ (nm$^2$)</th>
<th>Height $Si_{x}Co_{y}$ (nm)</th>
<th>Vol. $Si_{x}Co_{y}$ (nm$^3$)</th>
<th>Vol. Co$_y$ (nm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unmodified</td>
<td>4.50 x10$^7$</td>
<td>1.30 x10$^4$</td>
<td>1.95 x10$^{11}$</td>
<td>4.51 x10$^9$</td>
</tr>
<tr>
<td>Step 1</td>
<td>1.40 x10$^7$</td>
<td>6.50 x10$^3$</td>
<td>3.03 x10$^{10}$</td>
<td>1.24 x10$^9$</td>
</tr>
<tr>
<td>Step 2</td>
<td>4.18 x10$^6$</td>
<td>3.25 x10$^3$</td>
<td>4.53 x10$^9$</td>
<td>3.41 x10$^8$</td>
</tr>
<tr>
<td>Step 3</td>
<td>3.21 x10$^5$</td>
<td>1.63 x10$^3$</td>
<td>5.21 x10$^8$</td>
<td>9.18 x10$^7$</td>
</tr>
<tr>
<td>Step 4</td>
<td>4.84 x10$^4$</td>
<td>8.13 x10$^2$</td>
<td>3.94 x10$^7$</td>
<td>1.58 x10$^7$</td>
</tr>
<tr>
<td>Step 5</td>
<td>2.59 x10$^3$</td>
<td>4.06 x10$^2$</td>
<td>3.51 x10$^5$</td>
<td>5.18 x10$^4$</td>
</tr>
</tbody>
</table>

*Table 7.1: The roughly estimated magnetic volumes of the tip and its dimensions (length of one base side & tip height) (Data collected by N.E.Mateen)

These results are given in table 7.1, which include the tip’s decreased height (magnetic sections) as well as the respective reduced tip base length. The height in the table 7.1 denotes the approximate height of the tip from the point of remaining magnetic coating.

---

* This as well as the other tips in the batch
Firstly, the volume of the total tip was determined and then the volume of the Si (without the magnetic coating) was estimated. The difference between the two values was the remainder magnetic volume of the tip calculated for each step.

The remaining magnetic volume of the tip after Step5 could also be estimated by using the SEM images of the tip apex, (side view) shown magnified in figure 7.5(a) and (b). The tip apex was approximated to be 30nm in diameter. If the thickness of the CoCr magnetic coating was about 60nm and the diameter of the tip at the end of the last step, (Step5) was around 30nm then the volume of remainder of the magnetic material would approximately be the volume of a cylinder, on the assumption that after FIB the tip apex had an almost circular area. Depending on how the angles were selected for the tip apex, the vertical height estimation might vary considerably. With these assumptions, the volume of the magnetic material after Step5 was calculated to be $V = \pi r^2 h$ where the radius is $r$ and $h$ is the vertical thickness of magnetic material at the apex. Therefore, volume of the approximate cylindrical magnetic particle would be $2.44 \times 10^5 \pm 3.7 \times 10^4 \text{nm}^3$ for half angle of $10^\circ \pm 1^\circ$ at the apex at the vertical height of $346 \pm 52 \text{nm}$. This value is bigger than the magnetic volume calculated in table 7.1(Step5). However, if the half angle was taken to be $17.5^\circ \pm 1^\circ$ near the apex, the cylindrical height estimation would be $\approx 200 \pm 21 \text{nm}$ giving the volume to be $1.41 \times 10^5 \pm 1.5 \times 10^4 \text{nm}^3$.

Taking anisotropy and exchange constants and saturation magnetisation for CoCr from the literature ($K=3 \times 10^5 \text{J/m}^3$, $A=10^{-11} \text{J/m}$, $M_s=4 \times 10^5 \text{A/m}$) the critical radius $^*$ for single domain particle behaviour was estimated to be 80 nm by using the formula below;

$$r \approx 9\sqrt{AK/\mu_0M_s^2} = 7.75 \times 10^{-8} \text{m} \approx 80 \text{nm} \quad (7.1)$$

\(^*\)is the radius beyond which the particle will no longer be able to retain its single domain state and would become multidomain
According to this argument, a particle whose radius might be equivalent to, or smaller than, this critical value should have to be a single domain, and only those particulate structures, whose radius might be greater than the value given above, would possess multidomain configuration. Therefore, the CoCr tip, milled to Step5, possessed at its apex a magnetic particle (conical shaped or might be construed as cylindrical at best) whose radius was reduced below the critical radius. Thus, it may be assumed that Step5 of FIB milling resulted in a volume of magnetic material on the apex exhibiting single domain in behaviour. As shown above, the radius of the tip calculated, using these parameters was approximately 80nm or less, which seemed to be supported by SEM image of the modified tip shown in figure 7.5(b). To test if the Step4 equivalent spherical radius lay within the critical range of the value for a single domain particle, then using the values from table 7.1, the equivalent spherical radius came out to be ~156nm, which is almost twice as big, thus suggesting the apparent presence of multidomain structure in the magnetic coating in Step4.

7.5 Modelled Estimation of Tip’s Magnetic Volume

The magnetic volumes calculated in table 7.1 were estimated from basic geometrical formulae, using the scaled data from SEM images. In order to verify the accuracy of the
above results the tip’s magnetic volume was estimated with the help of modelling software AutoCAD. Provided initial parameters are fed into the software correctly, a higher degree of accuracy is expected from the modelled tip reduction simulations.

To set up the model the spatial coordinates from the SEM data were collected carefully, before and after each milling step at various angles in addition to the five major positions of the top, outer, inner, right and left faces with respect to the cantilever of the tip. In order to get the tip’s physical structure as accurate as possible, especially near the apex region, the SEM images at various magnifications (typically between x6K and x12K) were used. The zoom up and capture process continued, until the images were no longer in focus, and image distortion began to set in.

Once the data was taken, the model with the help of AutoCAD software was set up for the unmodified tip. At the base of the tip, a parameter (p1) was drawn in AutoCAD from the SEM images* taken from the top view. At that point, the magnetic coating thickness covering the entire tip, as well as the cantilever was unknown. The first set of data became available after the tip was milled to achieve what is referred to in this dissertation as Step1. The estimation of the coating thickness was then made (section 7.3). With an estimate of the average magnetic coating thickness on the tip, the respective values along the x-axis were fed into the AutoCAD. These values helped make a second boundary parameter (p2) inside that of the first parameter (p1) thus making a second frame† inside the first frame. Two-dimensional frames were constructed at positions where the original tip was FIB milled in an attempt to keep the appropriate thickness variation along the x-axis. After the outer frames were completed, they were then converted into solid objects. By deducting the inner solid (Si layer) from

* Pixel to scale conversion
† In AutoCAD initially line frames were built representing outer perimeters of the tip at various heights (see chapter 5 for details)
the outer solid (Si plus magnetic layer) leaves a thin shell, which is essentially the magnetic coating. The data extracted from the model is given in the table 7.2.

In table 7.2, the volume of the CoCr tip for Step5 estimated by the AutoCAD software was $2.47 \times 10^5 \text{nm}^3$ with the potential error of about $\pm 6.89 \times 10^4 \text{nm}^3$, making the volume at the apex range between $1.78 \times 10^5 \text{nm}^3$ and $3.16 \times 10^5 \text{nm}^3$, which could be compared to the values $1.41 \times 10^5 \pm 1.5 \times 10^4 \text{nm}^3$ or $2.44 \times 10^5 \pm 3.7 \times 10^4 \text{nm}^3$ stated in the previous section.

Table 7.2: The magnetic volume of the apex with the area and perimeter of the base of the tip as calculated using AutoCAD. The table also provided the probable errors of each coordinate determined from SEM graphs (pixel resolution & clarity) and the estimated error in the CoCr thickness (Data collected by N.E.Mateen)

<table>
<thead>
<tr>
<th>CoCr Tip</th>
<th>Perimeter (nm)</th>
<th>Base Area (nm²)</th>
<th>Si Vol. (nm³)</th>
<th>CoCr Height (est. base to apex) (nm)</th>
<th>CoCr Vol. (nm³)</th>
<th>Error SEM Image Pixel Coord. (nm)</th>
<th>SEM Spot Size (nm)</th>
<th>Total (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unmod.</td>
<td>$2.52 \times 10^4$</td>
<td>$2.71 \times 10^4$</td>
<td>$9.52 \times 10^3$</td>
<td>$1.02 \times 10^5$</td>
<td>$7.28 \times 10^4$</td>
<td>$\pm 140$</td>
<td>$\pm 1$</td>
<td>$\pm 141$</td>
</tr>
<tr>
<td>Step1</td>
<td>$1.36 \times 10^4$</td>
<td>$1.14 \times 10^4$</td>
<td>$6.39 \times 10^3$</td>
<td>$7.51 \times 10^4$</td>
<td>$3.23 \times 10^4$</td>
<td>$\pm 150$</td>
<td>$\pm 1$</td>
<td>$\pm 151$</td>
</tr>
<tr>
<td>Step2</td>
<td>$7.30 \times 10^3$</td>
<td>$3.28 \times 10^3$</td>
<td>$2.48 \times 10^3$</td>
<td>$1.75 \times 10^4$</td>
<td>$9.46 \times 10^3$</td>
<td>$\pm 179$</td>
<td>$\pm 1$</td>
<td>$\pm 180$</td>
</tr>
<tr>
<td>Step3</td>
<td>$8.91 \times 10^2$</td>
<td>$3.80 \times 10^2$</td>
<td>$3.69 \times 10^2$</td>
<td>$8.01 \times 10^3$</td>
<td>$1.28 \times 10^3$</td>
<td>$\pm 29$</td>
<td>$\pm 1$</td>
<td>$\pm 30$</td>
</tr>
<tr>
<td>Step4</td>
<td>$2.34 \times 10^2$</td>
<td>$3.74 \times 10^2$</td>
<td>$4.03 \times 10^2$</td>
<td>$4.79 \times 10^3$</td>
<td>$1.43 \times 10^3$</td>
<td>$\pm 30$</td>
<td>$\pm 1$</td>
<td>$\pm 31$</td>
</tr>
<tr>
<td>Step5</td>
<td>$1.01 \times 10^2$</td>
<td>$7.29 \times 10^2$</td>
<td>$7.21 \times 10^2$</td>
<td>$3.88 \times 10^3$</td>
<td>$2.47 \times 10^3$</td>
<td>$\pm 40$</td>
<td>$\pm 1$</td>
<td>$\pm 41$</td>
</tr>
</tbody>
</table>

The errors in table 7.2 were calculated using scale bars with pixel counts for each SEM image, as the simulation precision was dependent on them. In estimating the tip volume, both the geometrical method and the AutoCAD simulation had their respective pros and cons. In the direct approach, there is always an ambiguity regarding the height value of the tip volume or radius at its apex. However, in the simulated method no such problem arose. In fact, the estimated height, especially at the apex, is in the similar range $\sim 388 \pm 41 \text{nm}$ as was estimated for the magnetic layer coating on the cantilever $\sim 327 \pm 3 \text{nm}$. These similarities lead to the generalisation that the overall coating thickness on the cantilever and that on the tip apex have similar values but not the same.

As the FIB milling was done from the top of the tip, it cut the area/tip facets straight
down making the sides significantly varied in height with respect to the tip base. Therefore, the estimated tip heights were averaged for each step milled. Figure 7.6 shows the irregular milled edges of the tip.

Now, if the volume of Step5 simulated by AutoCAD is converted into a spherical volume to compare with a single domain particle size estimated in equation 7.1 approximately 80nm. The conversion of the simulated cylindrical volume to a spherical particle size renders the radius of \( \sim 39\pm4 \)nm.

<table>
<thead>
<tr>
<th>CoCr Tip</th>
<th>CoCr Vol. (nm(^3))</th>
<th>Eq. Sph. Radius (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unmodified</td>
<td>7.28x10(^6) ±2.80x10(^6)</td>
<td>1202±1</td>
</tr>
<tr>
<td>Step1</td>
<td>3.23x10(^7) ±3.44x10(^7)</td>
<td>917±1</td>
</tr>
<tr>
<td>Step2</td>
<td>9.46x10(^8) ±5.83x10(^8)</td>
<td>609±1</td>
</tr>
<tr>
<td>Step3</td>
<td>1.28x10(^9) ±2.70x10(^9)</td>
<td>145±1</td>
</tr>
<tr>
<td>Step4</td>
<td>1.43x10(^9) ±2.98x10(^9)</td>
<td>70±1</td>
</tr>
<tr>
<td>Step5</td>
<td>2.47x10(^9) ±6.89x10(^9)</td>
<td>39±4</td>
</tr>
</tbody>
</table>

Table 7.3: Spherical volume approximation for the CoCr volumes for each step after FIB milling (Data collected by N.E.Mateen)

Table 7.3 shows the volumes of the magnetic layer after each step, along with their estimated errors, and their equivalent spherical volumes. It suggests that the critical volume for both Step4 and Step5 should be below the predicted spherical volume, thus suggesting a probable single domain state in both of them.

However, considering the final shape of the tip after Step5 milling it is likely that there is some form of domain formation at the very apex of the tip. Even so, the overall behaviour of such a tip could be taken as that of an extended dipole \( /3, 4/ \). Although not to the extent of potential dipolar tips achieved by the CNTs it would not be farfetched to state that the tip behaviour should be much more stable compared to its unmodified state.

AutoCAD computations were the best way to know how and what portions of the magnetic coated layers were milled and how, as a result, the intermediate milling steps
played a role in understanding the behaviour of the tip. As it was vital to identify how the reduction in magnetic material affects the tip-sample interaction.

Fig. 7.6: The successive FIB tip steps (a, c, e, g, i, & k) show the magnetic tip with its base (CoCr and Si) and (b, d, f, h, j, & l) show the magnetic shell of the tip (CoCr) only. (h, j, & l) show tip at 7 times magnification (Images made by N.E.Mateen)
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Fig. 7.6: The successive FIB tip steps (a, c, e, g, i, & k) show the magnetic tip with its base (CoCr and Si) and (b, d, f, h, j, & l) show the magnetic shell of the tip (CoCr) only. (h, j, & l) show tip at 7 times magnification (Images made by N.E.Mateen)

Generally, simulations done regarding the magnetic properties and behaviour of the tip are simplistic (see chapter 4, figure 4.8). It would have been interesting to observe the
results of magnetic simulations by using the modelled tip (shape and structure) however, that task is for the future and not investigated during the course of this work.

Figure 7.6 shows a set of simulated images with and without the Si base under the magnetic coated layer of the tip. The wire structures were shown under the tip to bring the relative tip-sample size and distance in perspective. The ratios and dimension of the tip with respect to the wire sample were all modelled to scale. The modelled wires were 1µm in width and 70nm thick having a gap of 2µm between them (as mentioned in chapter 6).

The tip apex was 150nm higher than the wires and 220nm higher than substrate under the wires, set at height zero, in the model. The tip base at cantilever was at ~10440nm in the model, therefore the total tip height was ~10220nm (10.22µm). The estimation of tip height was accurate, as typically the tip heights vary between 8 to 13 micrometres. Furthermore, figure 7.6 demonstrates that the unmodified tip size is massive compared to sample structure (current wires). Conversely, by Step5, the reduction in dimensions of the tip became significant once more compared to the sample features. Figure 7.6(l) also suggests that the remaining magnetic material on the apex is approximately a cylindrical/needle shape.

Figure 7.7 shows the same FIB-Tip reduction from a side view, where (a) shows the standard tip side, (b) representing Step1 down to (f) showing the needle like remainder of the tip apex. The Si base in this case is represented in blue to show the distinction between the magnetic and the non-magnetic layer. Figure 7.7(f) indicates that the aspect ratio of the remaining tip length vs. its diameter is about 13:1 for Step5.

Thus, by Step5, due to the shape, it could be speculated that there was a strong tendency of the tip behaving like an ‘extended dipolar tip’ [3, 4]. If this were true then the tip at Step5 should be expected to behave like a highly stable tip, which would not be
influenced by the strong fields emanating from the samples. Thus, making Step5, a tip universally suited for imaging both very soft and very hard samples. Suited for soft samples because the magnetic coating left on the tip, inadvertently making the volume very small would have relatively weak fields as not to influence the stray field gradients of the samples observed.

Fig. 7.7: Side view of the AutoCAD representing successive stages of CoCr coated tip after each milling step. The images focus on the magnetic part tips respective shape. The blue represents the Si base of the tip (Images made by N.E.Mateen)

The suitability for the observation of magnetically hard samples would arise from the remaining aspect ratio of the needle like tip structure. As the tip should be normally magnetised along its long axis, it would not be easily influenced by an external field gradient.

* Effective or otherwise
Fig. 7.8: SEM micrographs showing the outer (a, c, e, & g) and the right (b, d, f, & h) facet of the tip from Step2 to Step5. (a'-h') show the corresponding magnified images of (a-h) respectively (Images captured by N.E.Mateen)
Confirmation of whether or not the tip apex was significantly altered came from further SEM images captured at various positions with higher magnification settings as shown in figure 7.8. The outer (a, c, e, & g) and the right (b, d, f, & h) facets of the tip from Step2 to Step5 having the SEM magnification of x17000 with the working distance of 20.2mm are represented in figure 7.8. The SEM micrographs a’-h’ shown in the top right hand corner of a-h represent further magnification x85000 to show clearly the area of interest at the apex. The SEM images of Step0 and Step1 are not shown here because the apex was completely intact until the Step3 as can be seen in figure 7.8 (a-d) and (a’-d’) respectively. For convenience, at the top right hand corner of each SEM micrograph in figure 7.8(a’-h’) are the corresponding schematic representations of tip orientation with respect to the cantilever. From figure 7.8g’ and h’ although the apex had significantly reduced sides making its appearance more needle like, no reduction of height was observed at the top of the tip apex. Furthermore, no noticeable change in the tip height from the base was observed.

From figure 7.7(e) and 7.9(a-e), the aspect ratio for Step4 can be estimated at around ~6:1. For other milled steps, the ratios are rather difficult to estimate due to the complex structure of the magnetic layer on the Si base as shown in figure 7.6. However, the estimated height of the tip after each step is given in table 7.2.

Figure 7.9(a-e) shows the tip after Step4 and (f-j) represent the remaining tip at Step5. In figure 7.9(a) and (f) the tip stage was tilted to an angle of 60˚ from a normal stage position of 45˚ for a clearer SEM image of the apex. The tip’s outer, inner, left and right facets are shown in the SEM images in figure 7.9(b-e) and (g-j), respectively. The SEM images in figure 7.9 not only showed that apex remained intact for the most part but that sufficient material reduction also took place after Step4.
As can be seen from figure 7.9 the tapering near the tip apex in Step5 may be indicative of a slightly larger volume of tip material at the apex than estimated by the AutoCAD software (see table 7.2)

**Fig. 7.9:** SEM images of Step4 CoCr tip (a-e) with their corresponding images captured at the Step5 (f-j) having the same tip orientation each time. Bottom left hand corner of images in (a-e) are the schematics of the tip orientation (Images captured by N.E.Mateen)

### 7.6 Effect of tip reduction on standard magnetic sample

After each milling step, the tip’s integrity was confirmed with the help of the standard magnetic tape sample. This standard test sample has periods of about 200nm. Once the tip was milled and then used to observe the magnetic pattern, it was noted that the magnetic pattern appeared to have better resolution with a slight increase in the image contrast, as seen in figure 7.10(b). Similarly, in figure 7.10(c) when the tip edges were further reduced (Step2) finer magnetic details appeared to come into focus.
Nevertheless, as the tip was milled further, figure 7.10(d) Step3, the magnetic image loses its previously improved definition from Step2, while still maintaining the image brightness.

Further tip milling in Step4 (figure 7.10(e)) the magnetic image possibly improves slightly compared to Step3 but the image seemed to have lost its clarity compared to (c). Here it could be speculated that the magnetic signal might have become weaker due to a significant amount of the tip material being milled away. This reduction in the physical dimensions has already been mentioned (see figure 7.7 & 7.8). The last milling, Step5, produced an MFM image with an overall weak image contrast, nevertheless the remaining magnetic volume was significantly reduced thus inclusion of signal to noise ratio in the image.

The reason for the increased noise in the MFM image for Step5 could be two fold. One cause might simply be the significant decrease of magnetic volume producing a weaker signal. Alternatively, some level of Ga\textsuperscript{+} ion implantations during the tip edge trimming might have instigated the noise. It could, quite possibly, be an amalgamation of both, the signal weakening, and ion implantation on a nano-scaled volume. Irrespective of the weakness and noise in the signal, the MFM image did retain its integrity. The drawback though was that it became difficult to reach a conclusive decision regarding the

---

Fig. 7.10: MFM of the standard magnetic tape captured by using (a) original CoCr tip (b) Step1, (c) Step2, (d) Step3, (e) Step4 and (f) Step5 respectively (Images captured by N.E.Mateen)
enhancement of the image resolution. Generally, the smaller the magnetic volume, with a limited stray field range detection, the better the expected resolution of the magnetic features. Of course, the material, its coating method and its anisotropy also play a significant contribution in the improvement of the image resolution [5-8]. In figure 7.10, it is also possible that due to the reduction in the magnetic volume of the tip, the magnetisation direction of the tip could have started to be influenced by the stray field gradients of the sample.

A closer inspection of the magnified MFM images of the magnetic tape, given in figure 7.11, reveal the effects of tip edge trimming on the resulting images. The MFM image line scans show an improvement in the image definition and clarity in Step1 and Step2 shown in figure 7.11(c & e) with the corresponding line scans in 7.11(d & f). In Step3, the magnetic image became hazy like the images captured by the unmodified tip. Figure 7.11(g, h, and their scans i & j) seem to have lost their focus. Beyond Step2 if there was improvement in image definition, the noise and weak signal made it difficult to assess the image integrity conclusively, further confirming the results shown in figure 7.10.

From the MFM line scans in figure 7.11, as the tip volume was reduced to Step2, it could be speculated that the resulting tip moment was ideally suited to the stray magnetic field gradients of the sample, consequently producing high definition images. In addition to the reduction of the magnetic volume from the tip edges, the resulting magnetisation direction due to the remaining shape might primarily cause image definition enhancement. Furthermore, it could be insinuated that the reduced magnetic volume in Step2 approaches the tip’s effective volume, which is the volume close to the apex that provides field sensitivity.

This study suggested that finding the effective magnetic volume of a material coated on a Si tip, for any image formation, is difficult to predict accurately. The only certainty that tip trimming provided was to ensure that the effective magnetic material volume in
each step was restricted by the physical volume of the tip coating.

Fig. 7.11: MFM images of the magnetic tape, with their corresponding pixel line scans, after each step of the FIB milling process (Images captured and graphs made by N.E. Mateen)

Thus, as the tip’s physical volume was reduced, the effective volume was either
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proportionately limited or remained unaffected for a particular sample’s field gradients. As the field gradient values for a given height above the sample vary from point to point in space, it is plausible that the effective volume increases or decreases according to the sample stray field at that point in space. In case the effective volume was reduced by limited trimming, it would only be influenced by limited stray fields of the sample contrary to when it might have been significantly affected by the larger variations in the stray fields before trimming.

Of course, it is not as simple as estimating the effective volume and finding the best-resolved and highly defined magnetic image. The magnitude and direction of magnetisation (of the tip-coated material) plays an important role in the formation of a high definition image. In addition to the tip’s physical volume, its effective magnetic volume\(^*\), the motion of the tip and changes in the field gradients from the sample all combine to produce an image that comprises a complex combination of processes. However, it is clearly crucial to the interpretation and quantification to know the volume of the magnetically active material on the tip. However, the effective volume is very difficult to measure and it might only be successfully estimated with the combination of magnetic simulations and experiment.

Figure 7.12 shows the peak height and the FWHM\(^†\) of the ridge approximately located at \(y = 2.75\mu m\) in figure 7.11. Gaussian fitting was done in Origin software on the data represented in each of the graphs in figure 7.11(b, d, f, h & j) to obtain the FWHM and peak height values. The lower the FWHM value the better the image definition\(^‡\), the higher the peak value\(^§\) the better the image contrast.

\(*\) Generally construed as the magnetic volume which actively contributes towards the image formation and which might be only a small portion of the entire magnetic volume of the tip

\(†\) Abbreviation for full width half maximum

\(‡\) Which some may call image resolution

\(§\) Which is the different between the maximum and the minimum of the phase shift data
Fig. 7.12: Shows the full width half maximum (blue) and the peak height value (green) of the central ridge at y~2.75µm (shown in figure 7.11(b, d, f, h & j)) for each step of the CoCr tip after FIB milling (Graph made by N.E.Mateen)

Figure 7.12, suggests that the image definition and the contrast improved until Step2, but then there was a sudden reduction of both the contrast and definition for Step3. It was not clear why this was. It was not because of tip contamination as no contamination was observed in the SEM. Alternatively, it could be a slight change in the magnetisation in the tip. Whatever happened between Step2 and Step3, one thing is certain that the definition as well as the contrast did slightly improve by Step5 again. However, the change was not as marked as it was when the tip was milled to Step1 or Step2.

Whatever the physical magnetic volume left at the tip with its shape (see figure 7.6-7.8) the MFM image could be said to be optimised at Step2. Before and after this milling step the volume, which inadvertently affects the moment of the tip, was either too large or too small to observe the magnetic tape sample optimally. Yet the volume of the tip at/near Step2 may not be optimum for any other sample observed. It might be prudent to infer that in order to optimise the tip-sample interaction effectively, the tip material, structures size i.e. volume and shape as well as its magnetisation must be compatible to the sample’s stray field gradients.
7.7 Estimation of tip moment

In chapters 6, the stray field gradients were modelled (with the help of MathCAD) for the current carrying conductors and compared with the actual MFM data gathered using various tips. Then the model was extended to predict the angle of tip magnetisation direction with respect to the sample’s field gradients. In this section the stray field gradient data extracted from the model was used in conjunction with the information gathered from the experimental MFM data, to estimate parameters like moment of the tip, as the moment of the tip is the volume integral of the tip’s magnetisation.

7.7.1 Evaluation of the constant $K_p$ for various tips

Table 7.4 shows the tip parameters extracted from the auto-tuning of the tips before they were set up for the MFM measurements along with their estimated physical magnetic volumes. The auto-tune parameters were used for the estimation of the $Q/k$ values because these values are generated directly by the tip whatever shape size it may have.

| Tip(s)       | $f_0$ kHz | $f_d$ kHz | $\Delta f_0$ kHz | $Q$ | $k$ N/m | $K_p=Q/k$ mN | $V_{mag}$ m³ | $|M_s|$ A/m |
|--------------|-----------|-----------|------------------|-----|---------|-------------|------------|-----------|
| CoCr         | 56.80     | 56.72     | 0.08             | 704.57 | 0.26 | 2746.84 | 7.28x10^-18 | 4.00x10^5  |
| Step1        | 57.91     | 57.82     | 0.09             | 632.63 | 0.27 | 2326.71 | 3.23x10^-18 | 4.00x10^5  |
| Step2        | 58.43     | 58.33     | 0.10             | 597.64 | 0.28 | 2140.53 | 9.46x10^-19 | 4.00x10^-3  |
| Step3        | 58.57     | 58.47     | 0.11             | 551.56 | 0.28 | 1960.74 | 1.28x10^-19 | 4.00x10^-3  |
| Step4        | 58.60     | 58.50     | 0.10             | 567.39 | 0.28 | 2014.16 | 1.43x10^-19 | 4.00x10^-3  |
| Step5        | 58.73     | 58.63     | 0.11             | 551.53 | 0.28 | 1944.06 | 2.47x10^-19 | 4.00x10^-3  |
| Metglas®     | 70.17     | 70.07     | 0.09             | 773.45 | 0.48 | 1599.36 | 1.88x10^-18 | 1.17x10^-9  |
| Ni-LM        | 61.32     | 61.23     | 0.07             | 837.86 | 0.32 | 2595.62 | 2.30x10^-18 | 7.00x10^-9  |

Table 7.4: Data shows the parameters required for CoCr (Unmod-Step5), Metglas2605SC ($Fe_{81}B_{13.5}Si_{3.5}C_2$) and low moment Ni tips. The magnetic volume data for the CoCr tip and its milled steps was calculated using AutoCAD and estimated for Metglas® tip of 100nm vertical thickness and LM-Ni tip with only one face magnetically coated. The last column represents the probable saturation magnetisation of such tips from literature (Data collected by N.E.Mateen)

In table 7.4 $f_0$ represents the values of the true frequency of the cantilever, $f_d$ shows the drive frequency and $\Delta f_0$ is the change in the true frequency. These values are used in the
calculation of the quality factor $Q$. The value of the spring constant $k$ was generated during the auto-tuning of the tip cantilever. $V_{mag}$ gave the values of the physical volume of the magnetic material coated on the tip whereas the values of $|M_s|$ were gathered from the literature [1, 9, 10] for the required materials.

Note that the spring constant for the same tip was almost unchanged but shows variations for different coated tips. However, the $Q$ values however change, hence the proportionality constant $K_p$ changes as well. A downward trend can be seen as the tip was trimmed from its original pyramidal shape. Although the variation in the $K_p$ values seem erratic but overall the values decreased from standard (unmodified) tip to trimmed Step5. Even though the value of $K_p$ is considered to be constant for one tip it is also believed that once the tip is in the presence of any field† these values may effectively change [11]. How much or how little this change in values is difficult to estimate, however, any change would be represented in the overall image formation, which may lead to an increase in the error values in the results.

| Tip(s)       | $V_{mag}$ m$^3$ | $|M_s|$ A/m | $|m^{tip}|$ Am$^2$ |
|--------------|-----------------|------------|------------------|
| CoCr         | 7.28x10$^{-18}$ | 4.00x10$^{-7}$ [1] | 2.91 x10$^{-12}$ |
| Step5        | 2.47x10$^{-22}$ | 4.00x10$^{-9}$   | 9.88 x10$^{-17}$ |
| Metglas$^{9}$| 1.88x10$^{-15}$ | 1.17x10$^{-9}$ [9] | 2.20x10$^{-12}$ |

**Table 7.5:** A general estimation of the magnetic moment of the tip (Data collected by N.E.Mateen)

An estimation of the tip moment could be made by using the estimated tip volume and the $|M_s|$ values see table 7.5. Assuming the tip edges were not trimmed the by using the SEM images given in figure 7.8 and 7.9 along with estimation of the remaining tip height from AutoCAD, the approximate apex volume would approximately be 7.31x10$^{-21}$±3.75x10$^{-21}$ m$^3$. Therefore, for magnetisation used in table 7.5, the apex moment would be about 2.92x10$^{-15}$±1.5x10$^{-15}$ Am$^2$. Due to large margin of error, this approximate at the

---

* It was unfortunate that the Ms for the tips used in this project could not be measured due to lack of time and resources
† Fields generated other than the tip itself, i.e. the samples stray fields in this case
apex moment value, would lie somewhere less than the estimated values of Step3 but greater than Step4. Thus, this apex moment value would be much smaller than that assessed for the CoCr tip given in table 7.5. As the main tip-sample interaction is usually assumed at the tip apex, therefore it is also widely believed that the effective tip volume lies at the apex.

7.7.2 Estimation of tip moment by using Model data in conjunction with Experimental data

In chapter 6, the mathematical model was improved to incorporate both the y and the z components to better conform to and interpret the experimental data. However, the model (as mentioned earlier) does not predict anything about the tip itself. This lack of information regarding the tip in the model could be used in a constructive manner if used in conjunction with the experimental data. The experimental data has both signals from the tip as well as the sample, i.e. the tip-sample interactive data. If the model only represents the data from the sample at a given location in space, then anything that is not part of the sample signal has to come from the tip. Using this information, the unknown variables like the tip moment may be deduced successfully. Provided the tip’s volume is known, which has already been estimated in section 7.4 and 7.5, the tip’s magnetisation at a given point above the sample and/or its field may also be successfully estimated. While predicting the tip’s magnetic parameters one must always be wary that the tip might also detect forces other than the magnetic force (which are not incorporated in the model).

In the literature [12, 13] the formula for the evaluation of the magnetic moment of the tip is given as under;

$$\Delta \varphi = -(180/\pi)\mu_0K_pm^{tip} \left(\frac{\delta^2H_y}{\delta z^2}\right)$$

(7.1)
where $\Delta \varphi$ represent the phase shift. The term $180/\pi$ was added to make the right hand side of the equation equivalent to the left hand side of the formula $\{12\}$. $\mu_0$ is the permeability of free space. The quantity $K_p = Q/k$ is the proportionality constant equal to the quality factor $Q$ associated with the tip’s cantilever and $k$ which is the spring constant of the tip. The tip moment, equivalent to the product of tips remanent magnetisation and magnetic volume, $m^{\text{tip}} = \int_{V_{\text{tip}}} M^{\text{tip}} dV^{\text{tip}}$. The term $\delta^2 H_z / \delta z^2$ represents the double derivative of the stay fields of the respective sample (see chapter 6).

In table 7.4, section 7.7.1, the value of $K_p$ was extracted from the experimental tip data from the auto-tune parameters. After updating the right hand side of the phase shift formula by replacing the double derivative of the field from its $y$ or $z$ component to appropriately incorporating the direction angle $\theta$ with the correct lift height (see chapter 6), the formula can be written as,

$$\Delta \varphi = \left(\frac{180}{\pi}\right)\mu_0 K_p m^{\text{tip}} \left(\delta^2 H_y / \delta y^2\right)$$

(7.2)

Note that the extra negative sign $\{12-14\}$ used in literature as the moment i.e. magnetisation directional compensator, was dropped because the directional angle incorporated to the (double derivative of the field) equation in chapter 6 automatically compensates for it. Furthermore, note that the values of $\Delta \varphi$ and $K_p$ in the above formula come from the MFM experimental data and the stray field gradients (of current carrying conductors) came from using the MathCAD modelling (chapter 6). Consequently, the angle upon which the stray field gradient would be dependent on, the $m^{\text{tip}}$, would be true for that angle (i.e. direction) only.

---

*Even though the tips were always magnetised before each study but it is realistic to assume that the tip’s magnetisation is not at saturation while scanning but somewhere near its remanent state. Of course the magnetic fields from the sample would affect the magnetisation of the tips i.e. tip-sample interactions and may in some instances saturate the tip in one direction or another.*
To simplify the problem, the experimental phase shift data was divided by the constants (also obtained from the experimental data) then only the moment of tip and the stray field gradient from the sample would be left to deal with. The equation then can be written as

\[ \Delta \varphi / (180/\pi)\mu_0K_p = \frac{m^{tip}}{\delta^2 H_{y\theta} / \delta y^2} \]  

(7.3)

Rearranging the equation 7.3 the moment of the tips can be estimated

\[ m^{tip} = \Delta \varphi / (180/\pi)\mu_0K_p \left( \delta^2 H_{y\theta} / \delta y^2 \right) \]  

(7.4)

### 7.7.2.1 A method to extract MFM data for tip moment estimation

In order to extract valuable information from the formula given above it is important to understand the methodology used for the data extraction, in the form of phase shift, from the MFM images. Normally the phase shift \( \Delta \varphi \) is adjusted to a zero value so that it is easier to observe the negative and positive tip response to the field gradients of the sample. The zero value is set to represent the central/midway grey of the MFM contrast of black and white.

However, when the MFM image is captured, it is a seemingly random set of coloured pixel values. These pixel values are assigned values between 0 and 255 (8-bit colour map). Where zero generally represents the complete black pixel colour and 255 represents the completely white pixel colour. However, for ‘section analysis’ the MFM (using its proprietary software) repopulates the data and sets the mean value to zero

---

* Even in the software provided
† In *.tiff file format
‡ In case the colour depth is higher, then it is advisable to covert the data into 8 bit as this conversion converts the image into basic grey scale and is much simpler to process. Besides no extra information could be extracted from excessive colour depth as the number of data points are set. This is true when it comes to assigning tangible values to the data points
§ In MFM, the dark colours generally represent the attractive forces and lighter colours are indicative of repulsive forces
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phase shift*. To manipulate the data in any way for the purpose required, it first had to be extracted from the original MFM images. This raw data generally needs further processing to get the same information as shown by the MFM software. This data extraction was performed using Origin software. Further processing, if required, could easily be performed in either Origin or MS Excel. For example, phase adjustment to zero degrees. Nonetheless, for the purpose of data extraction of the MFM phase shift and in conjunction with the modelled values, no attempt was made to adjust the central grey position†. Each additional image processing or manipulation step has some bearing on the results; therefore, to keep it simplistic no data adjustment was done‡. The second important reason for using the ‘raw’ (unadjusted) phase shift values was to extract the true data from the images. Although it seemed convenient to compare various MFM data sets by phase shift adjustment (to zero or some other value), but at the same time by doing so the overall tip’s true response with respect to the sample might be inadvertently lost. Good comparative data can be gathered from the phase shift adjusted values but the truly ‘unique’ nature of the tip response might be lost during such processing. Processing after the phase adjustment might be equally acceptable, but for these investigations, raw phase shift data was used. An example of the use of raw data is that one can observe the tip’s response in its truest of form relative to the overall contrast of the image, for instance in the past researchers have seen an overall negative (attractive) response in Metglas® coated tips of certain thickness {17-19}.

A straightforward method to extract the effective moment values from the experimental MFM image data was to divide the MFM data by the modelled values of $\frac{\delta^2 H_{y\theta}}{\delta y^2}$ (see equation 7.3 above). The only problem was the possibility of singularities,

---

* In degree units
† The phase shift adjustment and equating to zero grey scale was done in the previous chapters for graphical representational purposes. This adjustment is a common practice throughout literature with few exceptions {12, 13, 15, 16}
‡ For the estimation of the magnetic moment of the tip
depending on the zero point value in the modelling data*. When the set of values (from the double differential of the magnetic field) dropped to zero† and the MFM data was divided by them, singularities were a real possibility. Any such anomalies were avoided largely because the model used the same y increment values across the wire positions as the experimental data. The main reason for doing this was to ensure that for every value of ‘y’ in the experimental data there would be a corresponding value in the model data so that the division process could take place efficiently.

The phase data for the CoCr, Step5 and Metglas® tips was set at 3˚ see chapter 6). Therefore, the black 0 and white 255 image pixel values were assigned the phase data values from 0˚ to 3˚ respectively‡. Figure 7.13 shows the experimental and the modelled data as a function of distance y (similar to that of figure 6.12). However, here on the left hand side the MFM values are represented in the form of raw phase shift data, converted directly from the image pixel values to the phase shift values in degrees. Also represented in the figure 7.13 is the scale for the MFM data after dividing it by the constant§ values as stated in equation 7.3.

All the MFM data presented here was at least averaged over 21 scan lines at various locations on the wire structures. The error bars represent the standard deviation in the data collected. Note that in the case of Step5 due to the increase in the noise levels there is an overall larger error. As mentioned earlier (chapter 6 & 7), the case for the noise increment in Step5 was due to the physical reduction of magnetic volume and thus weakening of the overall signal detection.

---

* If the MFM data was to be phase adjusted to zero the problem might have been doubled by the possible 0/0 anomaly, a purely mathematical problem. This scenario was avoided by using the raw phase shift data
† Outside the vicinity of the current carrying conductors for y dominant component
‡ It should be noted that if the phase data range is not set appropriately, some crucial image information might be truncated i.e. lost. This loss of information will occur if the phase shift values are larger than the set parameter range of let’s say from 0˚ to 3˚. The MFM software in such a case would just show a complete black and/or white pixel value.
§ taken from table 7.4 & 7.5
Fig. 7.13: Shows the MFM data vs. the corresponding angular modelled data of (a) Standard pyramidal CoCr tip, (b) Modified CoCr (Step5) (c) Metglas®. The two scale bars on the left hand side of the graph represent the raw phase shift values and the phase shift values divided by the constant values (equation 7.3). Right hand side shows the $\frac{\delta^2 H_y}{\delta y^2}$. The angle used in the model to correspond to the CoCr tip data was $\theta=15^\circ$, for Step5 $\theta=5^\circ$ and for Metglas® it was $\theta=0^\circ$ (Graphs made by N.E.Mateen)

On the right hand side are the values of the gradient $\delta^2 H_y/\delta y^2$ with the appropriate angle fitted for each tip is shown (figure 7.13). For the CoCr tip data (figure 7.13 (a))
the corresponding angle was $\theta=15^\circ$, for Step5 $\theta=5^\circ$ (figure 7.13 (b)) and for Metglas® it was $\theta=0^\circ$ (figure 7.13 (c)) respectively.

As there was no change in the setup of the current wire structures therefore these angles were indicative of the tip’s angle of magnetisation. This variation in the tip magnetisation angles could be due to various reasons, such as the position of the tips when they were being magnetised on the magnetisation holder. Another reason might be that the shape of the tips may force the magnetisation to stay at a certain angle position, or in the case of strong sample fields, the angle of the tips may have inadvertently readjusted themselves for most stable configuration under a given scenario. Nevertheless, it is interesting that the direction of magnetisation for both the CoCr (unmodified) and its modified Step5 tip is similar but not the same. The Metglas® tip shows almost slight to no angular change.

This variation in the tip magnetisation angles might also explain the discrepancy in the values of tip moments for the CoCr tip compared to the Step5 tip given in table 7.5 compared to the signal strength shown in figure 7.13. Due to the angle of magnetisation of CoCr tip, which was larger than that of Step5, there could be a decrease in the magnitude in the CoCr tip in the dominant direction, which would explain why the signal strength of Step5 tip is apparently greater than CoCr tip. Other reasons might include the additional acquired stability of the Step5 tip as well as its direction of magnetisation the due to trimming.

For the raw MFM data shown in figure 7.13, the CoCr (a) and the Metglas® (c) tips showed an overall repulsive tendency whereas the Step5 (b) tip behaviour was that of neutrality or possibly slightly attractive. In other words, the tip’s behaviour with respect to the background contrast showed the overall tip’s tendency towards an attractive or repulsive behaviour. However, whether tendency has any effect on the phase shift sensitivity of the tip is another matter, which needs further exploration. Irrespective of
where the phase shift base line value lies relative to the overall image contrast, the beginning values and the end values of each scan line* were not the same, which ideally should have been the same as represented in the model. Yet, for all tips used in this study, a change was observed in the base line contrast to either a higher or a lower value† relative to the initial value at the beginning of the scan. Therefore, it was quite difficult to have a well-defined base line to compare to other phase shift changes.

7.7.2.2 Variation in estimated tip moment for different tips

Figure 7.14(a) shows the variations in the estimated tip moments, \( m^{\text{tip}} \), of the CoCr, Step5, and that of the Metglas\(^\circledR\) tip along the entire scan length ‘y’. Figure 7.14(b) gives the same data focused on the moment variations at, and near, the wire structures. The dark yellow represents the unmodified pyramidal CoCr tip, the blue represents the Step5 tip and the dark red shows the behaviour of the Metglas\(^\circledR\) tip over the length of the scan in (a) and on top of the wires in (b).

It seems that the tips’ experience sharp transitions at certain points during the scan. These transitions occur at the beginning and end of each wire and approximately at the centre of the two wire structures i.e. 2µm. In cases where the tip experiences both the y as well as the z components involved i.e. \( \theta\neq0^\circ \), the transition positions were slightly shifted. For the CoCr tip one such significant transition occurred at approximately \( y=2.19\mu m \), similarly at \( y=2.06\mu m \) for Step5 but \( y=2.00\mu m \) for Metglas\(^\circledR\) tip as \( \theta=0^\circ \). It seems that with the increase in the angle these transitional peaks tend to shift away from the central position between the wires and towards the wire themselves.

In chapter 6 it was mentioned that the exact central position between the wires \( (y=2\mu m) \) was not taken into account as the expected value for the y component at that position theoretically goes to zero. However, it was observed that although it is expected to go to

---

* From left to right
† Depending on the tip’s behaviour over the respective wire structure
zero the value did not. In figure 7.14 the tip moment showed a sharp increase or decrease in its magnitude and direction but does not go to zero or show a singularity, as might be theoretically expected.

![Graph showing tip moment variations](image)

**Fig. 7.14:** (a) Shows the estimated tip moment variations along the entire length of the scan y by using equation 7.4 for all three tips whereas (b) illustrates the same graph with emphasis to the tip behaviour on top of the wire structures. The dark yellow circles represent the unmodified pyramidal CoCr tip, the blue diamond represents the Step5 tip and the dark red shows the behavioural trend of the Metglas® tip (Graphs made by N.E.Mateen)

### 7.7.2.3 Estimated tip moment response for various heights at arbitrary y positions

Similar tip moment data to that of figure 7.14 was generated for the CoCr unmodified (Step0), Step5 and Metglas® tip for each lift height of 20, 50, 100 and 150nm (see figure 6.13, chapter 6).
Table 7.6: Shows the estimated values of tip moment for CoCr, Step 5 and Metglas\textsuperscript{®} tips at y positions of 1.3, 1.5 and 1.7\textmu m. The values are representative of an average of about 21 scan lines along with their corresponding standard deviation errors (Data produced by N.E. Mateen)

Table 7.6 (which is similar to table 6.4) shows the tip moment values for the CoCr, Step5 and Metglas\textsuperscript{®} tips, at three arbitrary y positions, y=1.3, 1.5 and 1.7\textmu m, at lift heights in the range 20-150nm. The tip moment values for Step5 were very close (or slightly greater) that those of the unmodified CoCr and Metglas\textsuperscript{®} tip(s), even though Step5 has a much-reduced tip volume compared to the CoCr and Metglas\textsuperscript{®} tips. A reduced tip volume should imply a relatively reduced tip moment or net magnetisation (see table 7.5). However, from the graphs shown in figure 7.13, the signal strength was for CoCr was the weaker compared to Step5, which might be due to its magnetisation orientation in a certain direction that in turn would affect the magnitude of the tip magnetisation (see chapter 6).

The increase in signal for Step5 could be due to the shape change of the tip. The orientation of the tip magnetisation could have increased the magnitude of the magnetisation for the component, which was more sensitive to the detection of stray field gradients. It must be noted that a slight change in the direction of the tip’s magnetisation angle could be enough to bring about a major change in the scan data.
(figure 7.13(b)). If anything, the sharp change in the phase shift values of Step5 at the top of wire edges indicates a directionally defined tip. However, in case of current structures, there was an increase in overall image noise for Step5, which may have resulted in increased error. Furthermore, as the magnetic particle on the tip apex is subjected to hysteresis (a minor loop), some increased Barkhausen noise might be experienced from the additional impurities and/or dislocations, a possible consequence from the ion implantation.

The data in Table 7.6 is shown graphically is shown in figure 7.15, which shows the tip moment variations in magnitude and direction with respect to lift height. Note the negative signs only represent the tip(s) tendency towards attraction at the given scan locations. Although a general trend of decreasing $m^{tip}$ with increasing, height was observed but that seemed to be strongly dependent on the tip orientation and position with respect to the wire structures. For example, at $y=1.3\mu m$ the CoCr tip shows a slight decrease of tip moment with the increase of height, which may mean less usage of the effective volume.

For Step5, this decrease of the ‘effective’ tip moment was significant from the fly height of 20nm to that of 150nm, indicating that the Step5 was sensitive at lower fly heights compared to its unmodified version (CoCr). Contrary to the unmodified CoCr and Step5 tip(s), the Metglas® tip at y=1.3μm position showed a slightly opposite trend. It appears that the effective tip moment at higher fly heights had slightly increased.

---

*Due to the reduced volume (reduced degrees of freedom for the tip moments) and better directional definition of the tip. Such a tip may be able to produce better image definition/resolution
† one explanation for the extra noise could be due to ion implantation from the milling procedure, another could be low signal strength
‡ A loop that does not achieve a saturating field is called a minor hysteresis loop, while one that does is called the outer loop
§ The tip moment is a quantity which is inherently tied to the magnetic volume of that tip, but at higher fly heights all of that volume and hence the moments might not be the active contributors towards the final image formation, hence the term ‘effective’ tip moment or ‘effective’ tip volume. From the figure 6.13, chapter 6, it would be safe to infer that there was no change in the direction of tips’ moments, thus was not the reason for any change during various fly heights.
**Fig. 7.15**: Represents the estimated tip moment values with respect to lift height of CoCr, Step5 and Metglas® tip, at y positions 1.3, 1.5 & 1.7µm. The CoCr (Step0) is represented by the dark yellow line, the blue shows the Step5 response and the dark red shows the response of the Metglas® tip (Graphs made by N.E.Mateen)
Depending on the sensitivity of the tips, these slight changes may be construed as within tolerance limits and could be considered as almost constant. Furthermore, this behaviour of the Metglas® tip could be put down as a possible error due to the slight uncertainty of the given fly heights vs. the instruments actual fly height*. In all for the graphs in figure 7.15(a), the tip moments effectively increase as the distance between the tip and the sample decrease (at low fly heights).

Similar trends of the CoCr tip, its Step5 version and the Metglas® tip could be observed, in figure 7.15(b) y=1.5μm & (c) y=1.7μm, for various fly heights. Apart from the fact that all the tips tend to show an increase of tip moment values as the y position is chosen closer to the central location between the wires (y=1.7 μm), a noticeable change occurred in the Metglas® tip†. Both the unmodified CoCr as well as its modified version Step5 tip maintained somewhat similar behaviour at y=1.5μm and y=1.7μm as the fly height was increased as that of y=1.3μm. For all three positions on the wire, there was a noticeable change in the Step5 tip moment with the change in the heights compared to CoCr. On the other hand, for the Metglas® tip, at y=1.5μm (figure 7.15(b)) and (figure 7.15(c)) y=1.7μm, with the height increase, the tip moment estimates decreased, unlike its behaviour at y=1.3μm. Furthermore, at the wire position of y=1.7μm the Metglas® tip follows the trend of Step5 tip quite closely. Out of the three scenarios‡ of the tips properties, the Step5 tip (at least at these ‘y’ locations) showed stability as well as sensitivity.

From table 7.6 and figure 7.15, it could be observed that some Step5 calculated tip moments are greater than those from volume in table 7.5. One reason might be the use of height at very end of the tip for equation 7.4. Another reason might be that the Step5

*Although, the possibility of such fly height discrepancy was low.
†From slightly increasing moment values for higher fly heights at y=1.3μm position to decreasing values at higher fly heights and close to central wire locations i.e. y=1.7μm
‡CoCr tip - a commercial fully coated, relatively hard and stable tip, Step5 tip – same CoCr tip with significantly reduced volume, a stable and possibly weak tip and Metglas® tip – an established [18] amorphous soft tip.
tip have a relatively larger volume than initially estimated, because the estimation are
generally made using a perfect geometry, which might underestimate the tip volume to
what it actually was thus increasing the margin of error. Furthermore, as the tip size is
extremely minute therefore any small increase in error would reflect greatly on the over
all results.

Figure 7.16(a-c) is the same as figure 7.15(a-c) on the left hand column and on the right
hand column is figure 6.14(a’-c’) from chapter 6 for comparison. Other than the
Metglas®, tip exhibiting slightly different trend at y=1.3μm for lower fly heights, the
CoCr unmodified as well as its Step5 follows the expected trends. Metglas® tip is also
the one which follows the $\delta^3 H_y / \delta y^2$ trend from figure 7.16(a’) for which $\theta=0^\circ$, whereas
for CoCr and its Step5 tip both show slight influences of y as well as z components in
the stray field gradients.

---

**Fig. 7.16:** Represents the estimated tip moment values of CoCr, Step5 and Metglas®
with respect to lift height variations at three different locations(a) y=1.3, (b)1.5 and
(c)1.7μm (same as in figure 7.15). On the right hand side column, is figure. 6.14(a’, b’
& c’) from chapter 6, of same respective MFM tips at same locations and at same lift
heights, for comparison (Graphs made by N.E.Mateen)
7.7.2.4 Tip moment response magnitude for average and mean values at various heights

In figure 7.17(a), gives the magnitude of the tip moments, averaged over the entire 8μm scan length, for increasing fly heights. Figure 7.17(b) shows the tip moment, as the mean magnitude of only the maximum (repulsive) and the minimum (attractive) values of the scan, at given fly heights. The results are intriguing if the data is analysed as the aggregate of absolute values averaged over the entire scan as in figure 7.17(a), the only significant variation for the change in the fly heights was that of the Metglas® tip. The Metglas® tip at the fly height of 20nm showed the highest average magnitude of the tip moments decreasing rapidly as the height increased. Furthermore, the Metglas® tip moment magnitude values on average were greater than the values of CoCr and Step5, even at the fly height of 150nm. Contrary to the Metglas® tip behaviour, CoCr and Step5 tip(s) show relatively little to no change with fly height variations. On closer observation, the Step5 tip showed a slight magnitude increase at the fly height of 50nm compared to fly heights of 100 or 150nm but then drops to a low value again at 20nm height. The unmodified CoCr tip shows even less variation and remains relatively constant for all fly heights. It might be speculated that the CoCr tip shows a probable increase of moment magnitude at the fly height of 100nm, but that is not at all clear from the figure 7.17(a).

The maximum magnitude of a tip’s moment (for a particular tip type) at a particular fly height can be observed in figure 7.17(b). The CoCr tip shows the maximum magnitude of the tip moment at the fly height of 100nm. For the CoCr tip there was significant decrease in moment magnitude at both higher (i.e. 150nm) or lower fly heights (i.e. 50nm and 20nm) compared to that observed at the fly height of 100nm.
At the fly height of 50nm, the Step5 tip showed the maximum tip moment magnitude. When fly height was 20nm, the magnitude of the Step5 tip moment was relatively less than the 50nm height.

![Graph](image)

**Fig. 7.17:** (a) Represents the magnitude of tip moment values, averaged over the entire scan length of ~8μm, with respect to lift height variation of three different CoCr, Step5 and Metglas® tips, whereas (b) shows the magnitude of mean tip moment values i.e. mean of only the maximum and the minimum value for each tip scan, at various fly heights. The dark yellow colour represents the CoCr tip values, blue shows the Step5 tip values and dark red shows the Metglas® tip values, the lines are a guide to the eyes only (Graphs made by N.E.Mateen)

However, the tip moment values progressively decreased at increasing fly heights of 100nm and 150nm. In the case of the Metglas® tip a steady increase in the values of tip moment magnitude was observed with the decrease in the fly heights. If a decrease in
the magnitude of the tip moment after hitting a maximum were to be expected, it would probably be below 20nm fly height. However, for the given fly height values it seems that the Step5 had the maximum tip moment magnitude at 50nm height and the CoCr tip achieved its maximum at 100nm. This was indicative of the Step5 tip’s optimal working height to be 50nm and CoCr tip’s optimal height at 100nm. It might be construed from the observations mentioned above that for a particular tip a particular fly height could be best for optimal operation.

The results in figure 7.17(b) are also interesting for the reason that they verify the presence and effects of short-range forces such as van der Waals forces that are known to affect the MFM image results at low fly heights. The previous work of Al-Khafaji et al. [20] mention such observations when a study of bulk single crystal RE-FeB using standard CoCr tips at various fly heights was carried out. Al-Khafaji et al. showed (see figure 4.9) that the phase shift value was at its maximum at the fly height of 200nm, at lower fly height it was suggested the interplay of short-range forces.

7.7.3 Estimation of tip magnetisation and effective volume at various heights at arbitrary y positions

If the tip moment is known for a particular height and position then in order to estimate its magnetisation at that point, the volume of the tip must be known. It might be argued that for the total volume of the tip, only the maximum attainable magnetisation i.e. saturation magnetisation may be estimated, as the total magnetic volume of the tip may or may not be fully involved in the process of image formation. Only a small portion of the total volume of the tip coating may be significant for the final image, as this percentage is strongly dependent of the tip-sample interaction itself at a particular position in space. Put simply, a sample with relatively weak magnetic field strength may
only be able to influence* a small portion of the tip’s magnetisation (dependent on its) volume. Therefore, in estimations of tips magnetisation or volume, one must be careful and be wary of potentially false or misleading results.

In this section, an attempt has been made to estimate the magnetic properties of the tip by the use of the tip’s moment calculations and the volume estimations carried out earlier in the chapter. Such magnetic properties would only give solution for the case† when all of the magnetic volume‡ on the tip may be used. Still it might be able to shed some light on the tip’s potential behaviour compared to the real behaviour and thus help understand the tip’s sample interactive behaviour a little better. The tip magnetisation§ values found in the literature for standard CoCr tips lie in the range of $4 \times 10^5$ {1} to $7.568 \times 10^5$** {12} and for Metglas® $1.17 \times 10^6$ {9} (See table 7.4). Nonetheless, the values from the literature were used to have an estimate how the respective values of tip magnetisation of field might behave. In addition to this, the interpretation of such results could be complicated as each tip(s) magnetisation changes at different rates at a particular height and position during the scan.

Table 7.7 shows the tip magnetisation values calculated using the tip moment and the tip volume. The tip magnetisation had the highest values for the Step5 tip compared to the CoCr unmodified as well as the amorphous Metglas® tip. Apparently Step5 was the only tip which showed magnetisation closer to (or higher than) the values quoted in the literature. This could be indicative of the tip volume, its shape and the direction of magnetisation all contributing constructively towards the higher value of the remanent

* Or conversely influenced by
† That might not be the case in reality
‡ Under the assumption that the tips total physical volume is equivalent to its active volume
§ It was unfortunate that the magnetisation of the tips used in this project could not be measured due to lack of time and resources available at that time
** Average value of the remanent magnetization of various MESP-type MFM tips that were used by Kebe et al. {12} was $M^{\text{tip}}=756.8$ emu/cm$^3$. Kebe et al. measured the magnetization $M^{\text{tip}}$ was with (SQUID) a superconducting quantum interference device magnetometer. They noted that $M^{\text{tip}}$ varies only slightly for different tips taken from the same wafer.
tip magnetisation. Conversely, it could also be interpreted as the contribution of the tip volume in CoCr and Metglas® tip(s) is much less than the actual physical volume.

<table>
<thead>
<tr>
<th>y (µm)</th>
<th>Lift Height, [nm]</th>
<th>CoCr ( M^\theta ) (A/m) - avg. of 21 lines</th>
<th>Step 5</th>
<th>S.D. (±)</th>
<th>Metglas®</th>
<th>S.D. (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>150</td>
<td>-6.62 (10^-10)</td>
<td>-1.48</td>
<td>0.22</td>
<td>-3.22</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-5.90 (10^-10)</td>
<td>-2.66</td>
<td>0.16</td>
<td>-2.81</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-6.43 (10^-10)</td>
<td>-3.38</td>
<td>0.41</td>
<td>-2.09</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-8.80 (10^-10)</td>
<td>-6.31</td>
<td>0.42</td>
<td>-2.51</td>
<td>0.17</td>
</tr>
<tr>
<td>1.5</td>
<td>150</td>
<td>-19.10 (10^-10)</td>
<td>-4.85</td>
<td>0.73</td>
<td>-13.30</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-19.30 (10^-10)</td>
<td>-10.50</td>
<td>0.63</td>
<td>-15.40</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-23.70 (10^-10)</td>
<td>-15.50</td>
<td>1.37</td>
<td>-19.60</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-32.30 (10^-10)</td>
<td>-30.40</td>
<td>2.12</td>
<td>-38.20</td>
<td>3.24</td>
</tr>
<tr>
<td>1.7</td>
<td>150</td>
<td>-45.20 (10^-10)</td>
<td>-13.60</td>
<td>1.66</td>
<td>-42.50</td>
<td>3.78</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-48.00 (10^-10)</td>
<td>-29.20</td>
<td>1.67</td>
<td>-51.50</td>
<td>3.09</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-56.60 (10^-10)</td>
<td>-42.30</td>
<td>3.07</td>
<td>-82.00</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-74.70 (10^-10)</td>
<td>-87.90</td>
<td>5.14</td>
<td>-173.00</td>
<td>11.30</td>
</tr>
</tbody>
</table>

Table 7.7: Shows the estimated values of tip magnetisation for CoCr, Step 5 and Metglas® tips at y positions of 1.3, 1.5 and 1.7µm. The values are representative of an average of about 21 scan lines along with their corresponding standard deviation errors (Data produced by N.E. Mateen)

One possibility was that the volume measurements of Step5 with the help of AutoCAD (tables 7.2 & 7.3) may still be too simplistic as it does not take into account the slight tapering of the milled edges (see figure 7.9). Instead it abruptly cuts off the unwanted tip edges (see figures 7.6 & 7.7), thus the tip volume values may be smaller than the actual figures. Clearly, this was not a concern for the CoCr unmodified Step0. In fact, for Step0 CoCr tip the probability was that a small portion of the total physical volume (likely near the apex) was influenced by the sample’s stray field gradients. However, estimating the effective volume could only be achieved by computer simulation*.

Using the respective values of the tip’s remanent magnetisations from the literature†, the tip volume could be estimated. Table 7.8 shows the corresponding values of the tip volume if tip moment values from table 7.6 and the average tip remanent magnetisations

* Computer simulations were beyond the scope of this project
† If assumed constant
for the respective tips, (see table 7.4, CoCr $4 \times 10^5$ (1) and Metglas® $1.17 \times 10^6$ (9)), are assumed to be correct. The estimated tip volume for the Step5 was $2.47 \times 10^{-22} \pm 6.89 \times 10^{-23}$ m$^3$ (table 7.2). It is interesting that the volume of all the three tips show more or less similar data range to that of Step5 comparatively. This could very well be the ‘effective’ volume of the respective tips. This would indeed support the theoretical predictions of ‘effective’ volume of the tip, considerably smaller than the total physical volume of the tip (21).

<table>
<thead>
<tr>
<th>$y$, (µm)</th>
<th>Lift Height, (nm)</th>
<th>$V^{e_f}$ (m$^3$) - avg. of 21 lines</th>
<th>CoCr</th>
<th>S.D. (±)</th>
<th>Step 5</th>
<th>S.D. (±)</th>
<th>Metglas®</th>
<th>S.D. (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>150</td>
<td>12.00</td>
<td>0.35</td>
<td>9.14</td>
<td>1.37</td>
<td>5.15</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>10.70</td>
<td>0.27</td>
<td>16.40</td>
<td>0.98</td>
<td>4.51</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>11.70</td>
<td>0.32</td>
<td>20.90</td>
<td>2.50</td>
<td>3.34</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>16.00</td>
<td>0.75</td>
<td>40.20</td>
<td>2.58</td>
<td>4.03</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>150</td>
<td>34.80</td>
<td>1.14</td>
<td>30.00</td>
<td>4.51</td>
<td>21.30</td>
<td>2.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>35.20</td>
<td>0.89</td>
<td>65.00</td>
<td>3.88</td>
<td>24.60</td>
<td>1.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>43.10</td>
<td>1.32</td>
<td>95.70</td>
<td>8.44</td>
<td>31.40</td>
<td>1.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>58.70</td>
<td>2.24</td>
<td>188.00</td>
<td>13.10</td>
<td>61.20</td>
<td>5.20</td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>150</td>
<td>82.20</td>
<td>2.69</td>
<td>83.90</td>
<td>10.30</td>
<td>68.10</td>
<td>6.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>87.30</td>
<td>2.47</td>
<td>180.00</td>
<td>10.30</td>
<td>82.50</td>
<td>4.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>136.00</td>
<td>6.26</td>
<td>543.00</td>
<td>31.70</td>
<td>277.00</td>
<td>18.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.8: Shows the estimated values of tip volume for CoCr, Step 5 and Metglas® tips at y positions of 1.3, 1.5 and 1.7µm (Data produced by N.E.Mateen)

The ‘effective’ volume for any tip is a function of stray field gradients from the sample and thus is subject to change for different samples with different stray fields*. The problem become further complicated when the direction of the tip’s magnetisation changes even slightly†. As in the case of the current wire structures, the response from the CoCr tip was weak to begin with. More than likely, it was because of the orientation of the tip magnetisation and its effect on the magnitude in that particular direction or the

* from sample to sample and even point to point in the same sample
† Changing the ‘y’ or ‘z’ component dominance and hence the final image formation
effective volume or an amalgamation of both that was contributing towards the final image formation?

7.8 Summary & Further discussion

Yamaoka et al. {22-24} suggested that if the thickness of an MFM tip coating is reduced, then the moment reduces with the overall volume of the tip. The results presented in this chapter strongly suggest that even if the moments may be reduced with the reduction of the overall volume, it is very hard to observe the effect of such a reduction in MFM studies. The direction of these moments coupled with the overall domain formations in the tip would have a significant effect on the results.

The image contrast is expected to be reduced, for tips having lower net moments. However, in section 7.6 this assumption was shown not to be true. It was observed that after the first few milling steps the overall image definition and contrast was improved for the standard magnetic tape sample. Further milling to Step5 significantly reduced the tip’s overall volume that the final signal became altogether weak and there appeared a significant increase in noise. It might be argued here that the initial signal increase occurred due to the change in the tip shape coupled with the favourable direction of magnetisation Step2 was the optimal stage for the observation of the magnetic tape. Thus even if the net moment was being reduced the tip did not behave proportionately to that reduction.

The Step5 tip, in figure 7.13, showed a weaker image contrast and increased noise indicative of lower net moment. However, the phase shift signal was greater than that of the unmodified CoCr tip for the current wire structures indicating that although essentially the same tip(s) behave vastly different to different samples. In the investigation with the current wires, the Step5 tip data showed more tip sensitivity to the stray field gradients from the observed wire sample.
Investigations were also carried out to verify the commonly believed final image formation dependence on only the material near/at the tip apex. Although there were strong indications towards the tip apex being the main contributor in the MFM image formation this was not entirely true and is subject to further investigations probably with the help of power computer simulation, which were beyond the scope of this project and fit for future investigations. There was strong evidence that the volume within close vicinity of the apex plays some role in the tip-sample interaction. Here it could also be speculated that depending on the position and the tip-sample relation, the effective volume is subject to change during a particular scan and would definitely vary from sample to sample.

Thus, for the investigation carried out in this chapter it could be concluded that each tip’s behaviour for a given sample is different for a given location. A set of tips may show similar behaviour or trends but when considered under specific conditions, each tip is unique*. It is this uniqueness of every tip, which may be utilised in understanding the sample’s behaviour better. Thus, it would not be wrong to suggest that each tip sample interaction is unique as well. However, similar tips, i.e. material, shape and history (for example Fe-CNTs) with samples† of a specific kind (such as hard disk drives), the results might be averaged to some acceptable extent.

As the list of variables involved is huge, it is quite impossible to replicate any two tips exactly. For argument’s sake, if two identical tips are possible‡, in the dimensions§ that the MFM tips need to work at are so small that any slightest of variation may become significant. From the inherent properties** of the material, factors like the tip’s magnetised state during the scan, its relative distance from the sample to its relative

---

* And as such behaves uniquely
† Same/similar nature
‡ May be by using a deposition technique such as MBE
§ 10s of nm
** Conditions under which it was deposited, to its shape, thickness and its magnetic history
location in space, its speed of scanning and most importantly the sample’s interaction with it, are some of the factors that contribute in influencing the final image formation. From the findings mentioned above, there were strong indications of the tip behaviour would be unique for any given scenario.

It can also be concluded that for every tip ‘effective’ volume there is a corresponding sample strength, which will optimise the tip sample interaction for that particular tip, and the sample at a particular height. The smaller the tip volume, the smaller the net moment, but it cannot be expected that the moment would (or would not) flip or change direction for every sample, as it is highly dependent on the type of sample being observed.

A shortfall with the estimated moment of the tip (in the literature*), is that the values are usually estimated only for a fixed point in space above a sample† (usually at some central location) with presumed symmetric field distribution. Generally, any asymmetry in the data is ignored as it increases the uncertainty in the calibration/estimation process. The fact that (fine scale) asymmetry‡ is an inherent part of MFM should not be ignored (where possible), in order to have a true understanding of the phenomena involved in the final image formation and thus its quantitative interpretation. This is especially true if the investigations involve the data sensitive to small-scale variations, captured at low scan heights e.g. 10 to 200nm range (see chapter 6). The most probable cause might be the presence of stronger fields influencing significant volume of the tip. Furthermore, at such low fly heights the asymmetric position of the tip due to its cantilever in addition to the limitations due to the cantilever§ significantly influencing the tips motion. Hence

---

* Irrespective of point dipole approximation \cite{4, 13, 25-27} or volume integral calculations over the entire tip \cite{28-34}
† Manufactured sample generally in the shape of circles, current rings or meso-/nanodots and sometimes parallel-current wires.
‡ Originating from the pinning of the cantilever end, its complex motion (local and along scan length) to the uncertainty in the fine scale changes in the moment/magnetisation of the tip especially at low fly heights
§ Being pinned at one end
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the tip-sample interaction resulting in asymmetric image production of symmetric structures on the sample. Due to the acceptance of the symmetrical parameters in mainstream literature \cite{12-14, 35, 36}, the mathematical models also conform to such symmetric parameters. Further refinement was required for the model to become more like the realistic cases (see chapter 6), still the model is far from perfect as it does not cater for the extra noise that the MFM signal generally has.

Furthermore, generally the literature emphasises on the position central to the calibration sample as in case of Kebe et al. \cite{12} and corresponding modelled values. They rely on the assumption that the z component of the tip is the dominating part in the MFM image and thus the theoretical modelling emphasises on the z component as well. Indeed, it might be true in some cases but certainly not all, as shown in the chapter 6. Although the z component of the tip may be more dominant than other configurations found commonly in the MFM tips but the tip’s shape also has a crucial role on determining where the actual magnetisation direction would lie. Estimating the z component of tip’s parameters at the central position is convenient for some studies as the z component of the model gives non-zero values, which is not the case for the entire model values spanning over scan width also shown in chapter 6.
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Probe-Sample Variations: Effect on MFM Imaging

8.1 Impact of tip-sample variations on magnetic imaging

The impact of the variations that occur in the tips and the sample when the tip and sample interact with each other on the image formation are investigated in this chapter. The properties of a particular sample are complex; it becomes increasingly difficult to predict how a particular tip is going to behave with such a sample. Unless the specific properties of the tip or those of the sample are known, only then the tip-sample interactive data (in the form of images) may begin to deliver any meaningful quantitative results. The tips as well as the samples can be generalised in broad categories, and it is prudent to group certain types of tips for particular types of sample observation (see chapter 4). Nevertheless, when it comes to extracting significant numbers from the raw data for the tips, it becomes a tedious and laborious task. Furthermore, due to the complex nature of the tip-sample interaction, the numbers are usually estimates or guidelines for the data interpretation and do not fully explain the inner workings of a tip. For that, detailed computerised* tip-sample modelling is a likely solution to understand the intricate workings of a tip and its interaction with various samples. This task was not undertaken during this project and should be pursued in the future. The modelling of the tips is quite complicated, as the tip must be modelled to the exact 3D specifications. Realistically each tip should be modelled individually, as no two tips are 100% alike. That is because normally each tip varies slightly from its so-called identical counterpart, if not significantly. Since all MFM tips are three dimensional in nature, the tip behavioural predications are far more complex than normally anticipated.

To show the diverse range and complicated yet unique nature of each individual tip-sample interaction, in this chapter samples such as thin film Au/Co soft multilayers, thin film hard REFeB* as well as single crystal REFeB were studied. Also included in the study is the Step5 tip (trimmed version of the CoCr tip) as well as the other tips such as Metglas®, low-moment CoCr and low-moment Ni tips, where possible in order to conduct comparative studies.

8.2 Soft multilayered Au/Co thin film with CoCr, Step5 and low-moment CoCr tips

In this section, three tips were used to observe the behaviour of a soft magnetic sample. The standard CoCr pyramidal (unmodified) tip failed to produce any visible magnetic image while observing magnetically soft Au/Co multilayers. The Au/Co multilayered sample was prepared by magnetron sputtering and was provided by M Kisielewski {6}. The composition was [Co(1nm)/Au(1.5nm)]x15. The absence of a MFM image was because the field from the CoCr tip was too strong and was capable of temporarily re-writing the magnetic configuration to remove field contrast. Clearly, the tip strength should always be such that it does not significantly change or damage the magnetic patterns on the sample unless the purpose of the tip is to write on top of the sample.

Therefore, a tip such as a low moment CoCr tip was used. However, as was shown in previous results chapters that the Step 5 (CoCr trimmed) tip showed a stronger signal for the current wires and weak response to the standard magnetic tape. Therefore, Step 5 tip was also used in the observation of the Au/Co soft multilayers. As the low-moment CoCr tip and Au/Co multilayer sample were only temporarily available, the investigations with low moment CoCr tip and the multilayer sample were limited. However, the real test was of the Step5 tip if it showed the same or at least similar

* grown at different temperatures to achieve highly perpendicular anisotropy
domain structure of Au/Co multilayer films compared to the low moment tip. It was expected that the Step5 tip would act like a low moment tip as well because of the substantial reduction of the magnetic volume.

Fig. 8.1: Show the AFM image (a) of Au/Co multilayered soft sample. The respective domain patterns observed using MFM low moment MESP Veeco CoCr tip (b) and FIB modified Step5 CoCr tip (c) are also shown here (Images captured by N.E.Mateen)

Figure 8.1(a) shows the surface topography of Au/Co multilayered sample. Figure 8.1(b-c) represent the MFM image captured with phase shift data of the sample having maze like domain pattern. Figure 8.1(b) illustrates the domain patterns of the sample by using the low moment MESP Veeco CoCr tip and 8.1(c) shows the domain patterns of the same sample imaged via MFM using Step5 (standard CoCr) tip. Similar to the
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results obtained by the modified tip for standard magnetic tape (see chapter 7), the overall image brightness was reduced significantly for the Step5 tip. This reduction could be attributed to the significantly reduced magnetic volume of the Step5 tip. Here it might be argued that the ‘effective’ magnetic volume of the Step5 might have been modified in such a way as to produce a much weaker signal. It should be kept in mind that although the ‘effective’ volume is limited by the physical volume of the magnetic coating, it is also dependent on the initial magnetisation direction as well as nature of the stray magnetic field from the sample. Notice that the phase data setting was reduced to 1° for Step5 tip from 3° setting of low moment commercial tip.

Even though the phase shift signal was weak and there was some noise in the image generated by the Step5 tip (figure 8.1(c)), the overall image shows much more uniformity and stability as compared to the low moment CoCr tip.

It is imperative to keep the instrumental settings as consistent as possible for good comparative studies and observations. For example, the lift height for this particular case study was kept to be 40nm having the (approximate) same scan location on the sample. The MFM images had the scan area of 2.5x2.5µm². Throughout this dissertation, the fly heights were selected as the minimum that was reasonably achievable to ensure that no small-scale features were missed out, and the maximum magnetic details were captured by the MFM. In this case, the fly height of 40nm was selected for both the tips. Breakthrough of the topographical contrast was a limitation for the low-moment CoCr tip, but for the Step5 tip, there were no such problems even at a fly height of 20nm.

Figure 8.2 shows the MFM image taken using the low moment CoCr tip in (a) with its corresponding section analysis (line scan for one pixel line data) shown in (b) and Step5 tip MFM data shown in part (c). Figure 8.2(d) shows the corresponding line scan of the MFM data gathered in (c). Due to the significant variation in the brightness of the
images, the phase data for Step5 was set on a lower value as mentioned earlier. There was no expected length scale change between the two images. One quite noticeable variation in the MFM image data collected using the low moment CoCr tip and the Step5 tip was that the overall signal in the low moment CoCr tip seemed to be roughly equal (repulsive or lighter phase shift compared to the troughs) within the margin of error. Conversely, with the Step5 tip the image data shows relatively thinner peaks to the slightly broader troughs, in addition to the overall darker contrast representing attractiveness of the tip with the sample.

![Images of MFM imaging](image)

**Fig. 8.2:** Shows soft Au multilayers using (a) CoCr LM (b) line scan from across the image given in (a) Step5 tip is used in the MFM imaging of the soft multilayer sample in (c) along with its line scan graph shown in (d) (Images captured by N.E.Mateen)

The overall numbers of domain periods remain the same. For the low moment CoCr tip, the total wavelength (on average) was found to be 207±33nm and for the Step5 tip the wavelength was 198±36nm. Although the sum of light and dark domains for the images using both the tips is very close to each other (i.e. within the margin of error), nevertheless, it is interesting that both the tips magnetised in the same direction, and
showed slightly opposing behaviour. The graph of figure 8.2(b) is more of a simple sinusoidal wave compared to the graph represented in figure 8.2(d). Thus, figure 8.2(d) might be indicative of the Step5 tips’ capability of following the domains more precisely with improved detail and sharper transitions through the domain wall width. However, differences between types of tip as well as significant tip-to-tip variations of some type were observed. These findings again indicate that each tip has its own unique behaviour when it interacts with a particular sample. It is also interesting that on larger scales (larger scan areas and relatively higher fly heights), the general behaviour of similar types of tips with a particular sample is quite alike. However, when fine scale magnetic structures especially at low fly heights of are observed, the tip-sample interaction seems to be inherently unique.

In the graphs shown in figure 8.2(b) & (d) the phase shift calculations used the maximum and minimum values of the total area exposed in the MFM image. It made the image intensity for Step5 MFM lower than zero phase-shift (on average). To estimate the peak and trough values the graphs used had averaging data instead of using the maximum and minimum method.

As mentioned, depending on the definition of magnetic resolution {7-11}, it could be argued that the resolution in the Step5 tip might have increased marginally (as the pixel size and the area scanned were kept equal in both the images). Although, one tip image is hampered by the topographical break through and the other image seemed to be too weak to be dominated by the background noise, still the combinations of using both the

† Keeping in view the findings thus far, it would be appropriate to state that no two tips are alike and therefore, no two tip-sample interactions are alike. There is always some inadvertent variation in the form, structure or the magnetic history of the tip.

The width of peaks formed by using LM-CoCr tip were relatively wider compared to those formed by the Step5 tip and the width of troughs made by Step5 tip were relatively wider than the troughs formed by using LM-CoCr tip. For the low moment CoCr tip the FWHM of domain peaks and troughs were 109±33nm and 98±0 respectively whereas for the Step5 tip the FWHM values for similar domain peaks and troughs were 83±21nm and 115±15nm respectively (see figure 8.2(b) & (d)).
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Tips helped verify the dimensions of the sample structure. At least these results verified the stability and integrity of the Step5 tip, and helped in establishing it as a multipurpose and robust tip, which so far could be successfully used in the observation of soft and moderate materials.

8.3 Thin Film RE-FeB Samples: Observations using CoCr*, Step 5†, LM-Ni‡ and Metglas§§ tips

Tang, et al. grew four samples of RE-FeB about 600nm thick at different temperatures of 300˚C, 430˚C, 470˚C and 510˚C on Si substrate with 200 nm of Ta as a buffer layer in an effort to increase the c-axis texture and the hard magnetic properties such as the angle** of anisotropy {12-14}. Tang, et al. wanted to fabricate the excellent permanent magnetic films with highly perpendicular anisotropy. One of the methods used in the assessment, of whether the RE-FeB films possessed hard magnetic properties specifically high perpendicular anisotropy due to sample growth-temperature variations, was the MFM instrument.

In this study, the four RE-FeB samples (in as-grown state) were observed using four tips with different magnetic properties. Although the main purpose was to observe the behaviour of distinctly varied MFM tips with respect of a magnetically hard sample i.e. the effect on MFM imaging with probe-sample variations. Another reason to investigate a diverse range of MFM tips was to select the best tip suited for such RE-FeB film(s).

* standard
† trimmed CoCr
‡ part coated commercial
§§ home grown at University of Sheffield
** parallel or perpendicular to the surface of the film sample
One tip was the standard CoCr tip; the second was the same tip trimmed to Step5 and another was a commercial low moment Ni tip was used. The fourth tip was the Metglas® tip.

It would be reasonable to assume that the CoCr and Ni tips used had their magnetic material deposited with a commercial sputtering instrument. The material on the CoCr was deliberately milled away later for Step5. The Metglas® material was deposited to a standard Si tip with a non-commercial sputtering instrument. However, the Ni tip had the material deposited only on one of the four faces of the typical pyramidal tip and hence confining the moments to a limited volume in a way similar to that of the milled tip in Step5. Thus, all in all the term ‘effective volume’ may only be another simplistic way of interpreting a complex problem.

Due to the amorphous nature of Metglas®, a certain degree of consistency in the images was expected, as there was no crystalline anisotropy to influence the resulting magnetic image from by the MFM. The details of these tips have already been given in the works of Heydon et al. and Scott et al. [15, 16].

8.3.1 Thin Film RE-FeB Samples: The surface topography and roughness

Figure 8.3 gives AFM images with their respective section analysis of the four samples to show the correlation between the magnetic images (see section 8.3.2 & 8.3.3) with their corresponding topographical counterpart. There was not difference in the AFM images takes by using Step5, LM-Ni or Metglas® tip of the four samples and therefore

---

* pyramidal commercially available
† This Step5 CoCr tip was treated as an individual tip as the physical magnetic volume was significantly reduced (see sections 7.4 & 7.5 in chapter 7)
‡ which, according to the information provided by the manufacturer, had the magnetic material coating on one face only and hence low moment
§ an amorphous material expected to be very soft
** With a particular shape and size
†† Although the shape and size of the two were significantly different
the AFM images taken from the standard CoCr tip are shown in figure 8.3. The AFM knowledge was helpful in the study of the c-texture and hard perpendicular anisotropic magnetic properties of the material and the possible manufacturing method.

Fig. 8.3: AFM images of RE-FeB (A1) 300°C, (A2) 430°C, (A3) 470°C & (A4) 510°C using a standard CoCr tip. The corresponding line scans are given under each image (Graphs plotted by N.E.Mateen)

The surface roughness of the film topography is shown in figure 8.4. This emphasises the limitation set on the lift height due to the significantly rough samples. The roughness also indicates that the c-axis perpendicular anisotropy was achieved when the crystal growth (in the final sample4) was mainly in the c-axis \{14\}.

Fig. 8.4: Surface roughness over the area of 10x10μm² of the 600 nm RE-FeB on 200nm Ta buffer layer grown on Si at substrate temperatures of 300°C, 430°C,470°C and 510°C (Graph plotted by N.E.Mateen)
8.3.2 Thin Film RE-FeB Samples: The magnetic images from CoCr*, Step 5†, LM-Ni‡ and Metglas®§ tips

The sample grown at 300°C (sample1) was dominated by the stripe domains with some scattered spike domains indicating that most of the sample had some out of plane anisotropy yet there was some indication of perpendicular anisotropy in the c-axis. For films grown at 400°C (sample2) the stripe domains reduce in width and length as compared to sample1, and the spike domains become more evident in this REFeB sample scattered between the stripe patterns. At 470°C (sample3) the stripe domains become almost extinct and the spike domains started to dominate the sample. The films grown at 510°C (sample4) only the spike domains existed, the stripe (nested) domains were completely absent. These properties of the samples provided an excellent basis for the investigation of a variety of tips.

Figure 8.5 shows a sequence of MFM images representing the four magnetic films as captured using a variety of tips**. Figure 8.5(a1) through to (a4) were all scanned using the standard CoCr tip, similarly from image 8.5(b1) to (b4) low moment Ni tip was used, 8.5(c1) to (c4) used the Metglas® soft tip and from (d1) to (d4) the Step5 CoCr trimmed tip was represented. All images were scanned using a lift height of 50nm since the film sample in (a4-d4) had surface topography that restricted the fly height to at least 50nm (see section 8.3.1, figures 8.3 and 8.4). All the image data was captured at the phase setting of 3° in the MFM instrument.

---

* standard
† trimmed CoCr
‡ part coated commercial
§ home grown at University of Sheffield
** from standard moderately hard to softer tips
Fig. 8.5: Four different tips were used to observe the behaviour of Re-FeB (NdFeB) thin film samples (a) standard pyramidal CoCr tip, (b) a low moment Ni (one face coated) commercial tip, (c) home grown* Metglas® tip & (d) the Step5† (modified CoCr) tip. The four samples of thin film Re-FeB home grown‡ at different temperatures (1) 300ºC, (2) 430, (3) 470 & (4) 510 respectively observed using the four tips. For instance, MFM image in (a1) is of the thin sample grown at 300ºC using standard CoCr tip. All images were captured at a lift height of 50nm with phase setting of 3˚; each image represented here shows an area of 5x5µm² (Images captured by N.E.Mateen)

* Metglas® tip used in this study was part of a set of Metglas tips grown at the University of Sheffield in 1998 by Heydon, G. P [16].
† Step5 tip was modified by Mateen, N. E. using FIB at the University of Sheffield in 2006.
‡ Re-FeB sample grown at varying temperatures at the University of Sheffield in 2005 by Tang, S. L. for the study of c-axis texture and hard magnetic properties [12]
The variations in the domain patterns can be clearly seen as a function of film growth with temperature, figure 8.5. What was more interesting were the effects variety of tips had on the final image formation of the exact same set of samples at same locations. Here it is worth remembering some of the characteristics of the tips used in this study. For example, the CoCr tip used, was considered moderately magnetically hard and the physical magnetic volume on the pyramidal area of the tip was estimated to be approximately $7.28 \times 10^9 \pm 2.80 \times 10^6 \text{nm}^3$ (see chapter 7). As for the low moment Ni tip, one of the selling points from the manufacturer was that only one face of a typical pyramidal tip was coated with Ni, claiming to be low moment.

If it is assumed that the Ni tip had approximately the same amount coated thickness of material as a standard CoCr tip but only on one of its pyramidal faces then the magnetic volume of such a tip would be approximately $2.3 \times 10^9 \pm 2.80 \times 10^6 \text{nm}^3$, which is little less than one third of the total volume of CoCr tip. The estimated volume of a tip coated with 40nm Metglas® would be around $7.51 \times 10^8 \pm 5.83 \times 10^6 \text{nm}^3$, which is almost equivalent to the volume estimate comparable to Step2 (see table 7.2 in chapter 7). The physical magnetic volume left at the Step5 tip stage (also in table 7.2) was around $2.47 \times 10^5 \pm 6.89 \times 10^4 \text{nm}^3$. Keep in mind that only two tips in this study were related and had the exact same tip apex i.e., the CoCr standard tip and Step5 tip.

The change in physical volume alone affects a tip’s interactive properties as well as other contributing factors such as shape anisotropy, magneto crystalline anisotropy or any other inherent magnetic properties of the tip like the magnetic history. As mentioned in section 7.6, chapter 7 the optimal magnetic volume for the observation of the standard magnetic tape sample was at or near Step2. By observing the values of the magnetic volume given in the paragraph above, one could expect that the respective tip moments were accordingly reduced. A decrease in total magnetic volume might be indicative of less magnetic moment; however, the tip’s magnetisation direction also
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plays a significant role in the final image formation. Softer tips are expected to be strongly dependant on their magnetic susceptibility, volume and magnetic fields from the sample. All these factors add to the complexity of the tips behavioural dependence.

There was a marked increase in magnetic signal intensity when the set of samples were observed using MFM (figure 8.5(1-4), left to right) except sample2 (430°C). The average phase shift intensity increased from <2˚ to >8˚. This increase was consistent, irrespective of which tip was used to capture the image. However, every tip-sample showed individual variations in the increase/decrease in the magnetic signal. This could be seen by observing the line graphs of the MFM image data represented in figure 8.6. On comparison of the whole set of tip-sample interactive behaviour for sample1 (300°C) all tips showed similar signal intensity but when sample4 (510°C) was observed each tip behaved differently.

The CoCr tip showed quite an increase in the phase shift signal intensity >±4˚ shown in figure 8.6(a4) but when the same sample was observed using a low moment Ni tip, the signal intensity (although the largest for the Ni tip in the four samples measured) was lower than the CoCr tip. This behaviour of the Ni tip might be attributed to the lower volume of the tip (i.e., lower net moment). Additionally the total image phase shift seemed to tend towards the darker (attractive) side, a clear indication of a relatively low moment tip. When the behaviour of Metglas® tip was investigated in 8.6(c4), there was considerable increase of signal indicative of a high moment tip. Furthermore, there were no clear indications of tip flipping, implying that although the Metglas® was high moment tip but had coercivity value sufficient as not to allow the samples fields to affect the tip stability. As Metglas® was also considered a soft amorphous tip [15, 16]; it was not a low moment tip. On the contrary, this Metglas® tip was a relatively high moment tip. It is due to this high moment, the image (phase shift) signal was the strongest amongst the other tips.
Fig. 8.6: The line graphs or the section analysis of the MFM images given in figure 8.5, the phase setting were changed to 15° to ensure no data was truncated. NdFeB films grown at temperatures ranging from 300 to 510°C were used to observe the effect the tip behaviour had on the receptive MFM data. (a1-4) represents the set of temperature-varied samples using just the CoCr tip, (b1-4) shows the section analysis of the set of samples using LM-Ni tip, (c1-4) illustrates the data using the Metglas® tip and lastly (d1-4) shows the set of samples observed by using the Step5 tip respectively (Graphs plotted by N.E.Mateen)

When the Metglas® tip was used to image the sample4* it showed the maximum signal intensity almost exceeding the 10° setting of phase data, which was more than both the CoCr and the Ni tips. The physical magnetic volume of this Metglas® tip was estimated to be less than the CoCr or the Ni tip and it was 40nm of amorphous coating. This tip shows a significantly greater response when it comes within the range of sample4. Thus, in the case of the Metglas® tip it appears that this particular tip was dependent entirely on its magnetic volume and that the effective portion of the volume varied considerably

* (510°C) of the RE-FeB set
from sample to sample. Other than being hailed as a soft tip [17], the major difference as compared to other tips was that it was amorphous with high moment.

When the Step5 tip was used to image sample4, the signal intensity was found to be the lowest of all the tips used. In fact, due to the lower intensity, the Step5 tip was the only tip that managed to show the domain structure of the RE-FeB film grown at 510°C (sample4) without any need for changing the phase data settings. This suggested that the physical limitation of the magnetic volume prove to be beneficial in most cases including this.

In figure 8.7, notice that the magnetic image data captured for the sample4 using the Ni tip and the Step5 tip were relatively constrained in the variation of image signal intensity from sample to sample and the CoCr as well as the Metglas® tips had almost similar intensities for amorphous phase REFeB films (Sample1). It is also interesting that up to sample3 all tips showed a steady increase in signal intensity. However, in sample4 the Metglas® tip overshoots the intensity of the CoCr tip, showing the maximum response to the stray field of the sample4.

![Graph](image.png)

**Fig. 8.7:** The overall signal intensity increase of various tips when the sample growth temperatures were increased. The dotted lines are used as a guide to the eye (Graph plotted by N.E.Mateen)
The Ni tip began to show evidence of (what may be called) instability in sample2 (see figure 8.5(b2)) and which increased in sample3 (see figure 8.5(b3)). In case of sample4, the instability of the Ni tip was so pronounced that it became difficult to distinguish between the tip magnetisation (i.e., moment) reversal and the unperturbed image. The effect on the images captured by the Metglas\textsuperscript{®} coated tip was more profound. However, the Metglas\textsuperscript{®} tip flipped its magnetisation state quite readily in sample2 and sample3. For sample4, the Metglas\textsuperscript{®} tip seemed to be overwhelmed for the phase shift range of 3\degree and the overall interaction of the tip-sample is repulsive instead of normally expected attractive interaction (see figure 8.5(c1-c4)). These observations were interesting, thought provoking and merit further investigation in the future.

8.3.3 RE-FeB Sample grown at 300\degree C: Effect on the image

Sample1 (300\degree C) was an interesting sample as it was mostly amorphous with a few scattered crystallites with perpendicular anisotropy. Hence, sample1 was a good example for both the horizontal as well as the vertical stray fields. Investigations in this section are mostly concentrated at the sample1 with the four tips mentioned above. MFM images with four different tips represented in figure 8.8 show stripe (nested) domains.

Stripe domain patterns are generally observed in amorphous films with the principle component of magnetisation lying in plane \{18\}, suggesting an amorphous phase of REFeB has been deposited at this temperature. Gao, \textit{et al.}, further reaffirmed this in their work on Re-Fe-B thin film grown at 300\degree C \{19\}. In this study however, MFM observations show that the stripe domains dominate most of the sample area (figure 8.5), with only a few scattered spike domains (crystallites) to be seen.
Fig. 8.8: Re-FeB sample grown at 300°C observed with four tips of differing properties along with their corresponding line graphs to show the subtle variation in the imaging of the same domain patterns. Scan size of 2x2µm², lift height of 50nm and the phase data set to 3° were the parameters set of these images (Images and graphs plotted by N.E.Mateen)

In figure 8.8, the same area of the sample1 was imaged using the four tips as used to generate figure 8.5. The (b), (d), (f) and (h) show the line scans of the respective images shown in (a), (c), (e) and (g). The domains imaged are roughly evenly spread in the case
of CoCr tip, Ni, Metglas® and Step5. Interestingly the Ni (c) and Metglas® (e) tips seem to have brighter image contrast. That is, the Ni and Metglas® tips appear to be in a repulsive mode compared to the CoCr and Step5 tips. However, similar to the trend observed in figure 8.2(d) Step5 tip in figure 8.8(h) also showed a less sinusoidal wave pattern with sharper transition between domain patterns. Furthermore, the domain pattern image in 8.8(g) also show that the domain transition from one state to another is more defined indicating that the Step5 tip response is little more sensitive compared to its counterpart.

However, the periods shown in the given area of the sample remain the same. From figure 8.8 the variation in domain widths could be estimated and compared when using the given four tips. Table 8.1 represents the values extracted from the graphs in figure 8.8 for all four tips. The average value of the domain width seems to be smallest for the Step5 tip with significant standard deviation (SD) values.

<table>
<thead>
<tr>
<th>Tips Used</th>
<th>Average Values</th>
<th>Peaks</th>
<th>Troughs</th>
<th>$D_{\text{Width}}$</th>
<th>Period$_{\text{Total}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>nm</td>
<td>S.D.</td>
<td>nm</td>
<td>S.D.</td>
</tr>
<tr>
<td>CoCr tip</td>
<td>137</td>
<td>±11</td>
<td>140</td>
<td>±15</td>
<td>138</td>
</tr>
<tr>
<td>LM-Ni tip</td>
<td>142</td>
<td>±19</td>
<td>147</td>
<td>±27</td>
<td>144</td>
</tr>
<tr>
<td>Metglas®  tip</td>
<td>145</td>
<td>±48</td>
<td>130</td>
<td>±59</td>
<td>138</td>
</tr>
<tr>
<td>Step5 tip</td>
<td>131</td>
<td>±50</td>
<td>126</td>
<td>±55</td>
<td>128</td>
</tr>
</tbody>
</table>

Table 8.1: Average values of peaks and troughs i.e., white (repulsive force) and dark (attractive force) for the four tips used in this study. From these averages the domain width as well as the total period was estimated along with their respective standard deviations. The standard deviation represents the variation in the domain widths (Data produced by N.E.Mateen)

To test the variation in estimates of domain widths given in table 8.1 for an area of 2x2µm$^2$ (mainly dominated by the stripe domains) compared to a larger area size of 10x10µm$^2$, the domain widths were calculated by using the formula found in the literature [18]. For the larger scan size area the domain width were calculated using the section analysis data taken in the direction of the (near perpendicular) stripe domains [19] from at least five various locations, for more accuracy.
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\[ D_{\text{width}} = 2l_t/\pi i_n \]  

(8.1)

where \( l_t \) and \( i_n \) are the total test line length and the number of intersections with the domain lines respectively. Although in this case the average domain widths from all four tips lie very close to each other with very small SD there was a marked difference of ~50nm between the values calculated with the help of the formula in table 8.2 as compared to the values in table 8.1. Even though both sets of values in the respective tables 8.1 and 8.2 are correct, the reason for the variation lies in the size of the area considered in each case. In table 8.1, the scan line section was only 2µm and thus the domain width calculated takes a smaller area with predominant stripe domains without any spike domain pattern in the vicinity. In contrast, table 8.2 provides data from a five times larger area of 10x10µm\(^2\), which was large enough to include a more complex domain structure like the nodule like spike domains as shown in figure 8.9. The spike domains along with the stripe domains, contribute towards the average domain width of the sample under discussion.

From the observation made above, it is apparent that not only the tip’s behaviour at a particular height and the sample interaction contribute to the final image formation but the field size and location of the sample is as important. On average, all four tips behaved in a similar manner as far as the estimation of domain dimensions were concerned (for the samples1), subject to acceptable tolerance.

It is important to note that each image could be uniquely identified, which in turn could be traced back to tip used in the tip-sample interaction. Thus, each tip left its own unique mark during the image capture. Acceptable tolerance ranges may vary greatly and strongly depending upon the requirements of the user.

<table>
<thead>
<tr>
<th>Tips Used</th>
<th>Avg. ( D_{\text{width}} ) nm</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoCr</td>
<td>179</td>
<td>±8</td>
</tr>
<tr>
<td>LM-Ni</td>
<td>188</td>
<td>±12</td>
</tr>
<tr>
<td>Metglas*</td>
<td>183</td>
<td>±4</td>
</tr>
<tr>
<td>Step5</td>
<td>185</td>
<td>±7</td>
</tr>
</tbody>
</table>

| Table 8.2: Domain width estimated from using the formula (18) (Data produced by N.E.Mateen) |
Fig. 8.9: Larger rotated image scan areas along with its corresponding section analysis of sample 1 (300°C) captured by using (a-b) CoCr tip, (c-d) low moment Ni tip, (e-f) Metglas® tip and (g-h) modified Step 5 tip respectively (Images and graphs produced by N.E. Mateen).

Figure 8.9 provides a larger area than shown in figure 8.5* along with their respective line scans, which show the variation in the phase shift data. These variations in the signal amplitude also produce an impact on the domain widths as represented in table 8.2. Furthermore, each tip’s response to the same sample at almost the same position at the same instrument setting was slightly yet consistently different, giving a strong indication to the fact that the tip-sample interaction is indeed unique.

* The images were rotated so that they could all fit on the same page.
For the 40nm coated Metglas® tip, an interesting observation was that it did give both a positive/light and negative/dark contrast as is seen from the magnetic images captured by it (see figures 8.9(e), 8.8(e) and figure 8.5(c1-c4), in a fairly unique way. In the works of Heydon et al. [16, 17], for tip having coating thickness of 30nm it was predicted that such tips may have some remanence and coercivity and were found to be relatively hard. Heydon et al. also emphasised that the tip having coating thickness greater than 50nm were relatively stable and had lower coercivity to be amorphous and to give an overall negative contrast.

However, when the Metglas® tip (~40nm thick) used in this study scanned areas with higher perpendicular anisotropy (for example sample4, (see figure 8.5 c4)) an attractive (negative/dark) contrast behaviour was observed. Similarly, when the tip was used to observe samples1, the tip behaved predictably by always reverting to a dark/negative phase shift wherever it encountered a (high perpendicular c-axis anisotropic) spike domain in the sample. Nonetheless, the overall contrast of the images captured using the Metglas® tip was lighter than the other tips, indicative of a high moment tip.

While the other tips detected the attractive or repulsive force gradients at and/or near the nodes of the stripe domains for every image of sample 1, the Metglas® tip showed a consistent attractive behaviour. In other words, the Metglas® tip behaved quite predictably as long as the sample fields were slightly out of plane (i.e., amorphous stripe domains) but not when the sample fields became completely perpendicular as in sample4. As the sample fields tend towards high perpendicular anisotropy, the Metglas® tip appeared to show the largest response to the sample fields. This is a small example indicative of the Metglas® tip not always showing an attractive/negative phase shift. These were interesting results and shed further light of the work done by Heydon et al.
8.4 An observation of bulk RE-FeB single crystal: Impact of effective volume of the tip on the image

A study was conducted with the CoCr tip and the respective Step1 and Step5 (milled versions of the same tip) on bulk single crystal RE-FeB. Bulk single crystal is known to have hard magnetic properties and highly complex domain structures \([20-22]\). The settings of the MFM instrument were kept as consistent as possible and the lift height used for the tip to scan the sample, was 20nm for this investigation. Before the scanning would commence the tips were magnetised every time in the same direction with the same magnetisations holder. In order to keep the study influence free, every effort was made to keep the parameters as consistent as possible.

However, FIB milling of the tip changed some of the parameters that the instruments adjusted automatically. For example, the auto-tune values changed each time the tip was trimmed. The reason being that the tip physically lost some of its mass and thus there were some changes in the cantilever frequency. It would be an interesting just to note how much the parameters of the same tip in general changed if it was not moved from its holder or when it was removed and replaced in its holder as that too could change the position of the tip slightly.

Figure 8.10(a) shows the surface of the sample via AFM of an area of approximately 2.5x2.5μm², where (b) represents a magnetic image formed by the interaction of the standard CoCr pyramidal tip. Figure 8.10(c) shows the resulting image formation at the exact same area of the single crystal, using the modified CoCr tip referred here as Step1. Lastly, figure 8.10(d) shows the magnetic domain image (of the same area) by using the Step5 tip, which was FIB milled to a needle-like structure (as mentioned in chapter 7).

In addition to the large changes observed in the phase shift data in the form of the signal intensity, at a glance, the domain patterns look significantly different. The only known
change was the trimming of the tip (hence, the reduction in the physical magnetic volume, which in turn was expected to influence the effective magnetic volume of the tip).

**Fig. 8.10:** (a) shows the AFM of the single crystal RE-FeB area observed by the standard pyramidal CoCr tip, (b) represents the corresponding MFM image with the same tip, (c) the MFM image of the exact same area captured using the CoCr tip after FIB trimming (Step1). In (d) a significant reduction in the magnetic signal was observed as the tip was sufficiently trimmed down near its apex (Step5). All MFM images were captured at the lift height of 20nm and all the other instrumental settings were kept the same (Images captured by N.E.Mateen)

It should be noted that the CoCr, Step1 and Step5 tip had the same apex. Having the same apex and still showing completely different magnetic images indicated that the tip apex, although a contributing factor, was not the only active area (solely influential) in the formation of a magnetic image. It might be that the magnetic influence of the tip coating could reach beyond the apex.
The CoCr tip (unmodified or Step0), had the maximum phase shift of 46° (see figure 8.10(b)) and Step1 had a maximum phase shift of 41.6° (see figure 8.10(c)) for the same area captured. When the CoCr tip had its volume reduced by FIB milling almost to its apex (i.e. Step5 figure 8.10(d)) it showed a maximum phase shift of 8.72° and the signal was reduced about ~5 times that of in figure 8.10(b). As the tip volume was reduced, the signal/amplitude decreased. This can be better explained/visualised from the 3D graphs in figure 8.11 representing the same magnetic images shown in figure 8.10.

Fig. 8.11: Illustrates 3D graphs of the MFM scans shown in figure 8.10. (a) represents CoCr unmodified tip i.e. Step0, (b) shows the Step1 and (c) Step5. The phase shift variations are shown in the form of rainbow colours. Red being the maximum or repulsive and blue the minimum or attractive phase shift region (Graphs plotted by N.E.Mateen)

The 3D graphs in figure 8.11 were made keeping all the parameters of phase shift the same in all cases of (a) CoCr tip, (b) the Step1 and (c) Step5. The variations in the phase shift were represented in the form of the rainbow colours. Red represents the maximum
values, which lie in the positive/repulsive phase-shift region and the blue shows the negative attractive phase shift change. As all the parameters in the graphs were kept constant for comparative reasons, therefore it becomes very difficult to see any patterns in the figure 8.11(c). Of course, there were magnetic patterns in that image but when compared with the other two images it seemed negligible variations in the phase shift data.

However, when the same image (figure 8.11(c)) was captured at the phase data setting of 15° (taken with Step5 tip), it showed highly defined magnetic patterns (figure 8.12). At this setting of 15°, the MFM images of the CoCr and Step1 tip showed only black and white image contrast, and all image details were lost.

Fig. 8.12: Shows the same MFM micrograph as in figure 8.10(d) and 8.11(c); however, the phase data range was set on 15° instead of 60°. The magnetic features are much more vivid here. This image has the magnetic information limited to ~36nm², as one pixel is equivalent to ~6nm across (Images captured by N.E.Mateen)
The MFM image of the same area captured using Step5 tip at phase shift of 15° is shown in figure 8.12. The vivid magnetic pattern in figure 8.12, captured by using the Step5 tip, at a first glance still looks different compared to figure 8.10(b) & (c) and complex. Yet it should be remembered that it is the same sample with exact the same area. It is only the tip and its very small remaining volume, which enabled this pattern to emerge.

Figure 8.12 shows only the Step5 tip’s response to the sample field gradients. If each shade could be considered, the direction of field or field gradients with their particular directions with respect to the tips magnetisation then the Step5 tip manages to capture the areas of most variability (at the fly height of 20nm), thus enabling the observation of finer details and changes in the domains and/or domain wall directions.

The structure of magnetic patterns might be complex but the tip is converting the stray field into attraction or repulsion. In a 2D image, each shade represents a change in the direction in the field the tip detects with respect to its own magnetisation direction as mentioned before. The same image observed in 3D in figure 8.13, showed the wavy or ‘rick rack’ magnetic patterns as areas of higher gradients. If these were domain walls then the Step5 type tip not only was good for imaging soft, moderate and hard samples but also for the observation of fine scale details of domains or domain walls of very hard samples like RE-FeB single crystal.

In figure 8.13 the 3D graphs representing the magnetic images scanned by the Step5 tip show their maximum phase shift settings. The larger scan area (figure 8.13(b)) does suggest that the tip’s field of detection for gradients were limited to a small local area hence making it prone to detecting the domain walls rather than the domains themselves. Larger scan areas reveal that on the same sample the intensity of the field gradients may change. The intensity increased in this case (figure8.13). Such variations
coupled with larger tip volumes may produce an averaging effect in the images captured by Step0 and Step1.

![Graphs](image)

**Fig. 8.13:** (a) Shows 3D graph of RE-FeB crystal captured with Step5 (b) represents the same graph area when zoomed out at the scan size of 12.5x12.5µm$^2$ from an area of 6.25x6.25µm$^2$ as in (a) (Graphs plotted by N.E.Mateen)

A larger scan size area of the single crystal sample is shown in figure 8.14 to emphasise the fact that at the same position three very different images were captured using the standard CoCr tip and its modified versions. Corresponding magnetic patterns were marked in the images given in figure 8.14 to eradicate any ambiguity that some factor other than the tip(s) was playing a part in the image formation. The area just below the mark 4 in the images was shown in figure 8.10.
Fig. 8.14: (a-c) Shows the larger MFM scan areas of the RE-FeB single crystal represented in figure 8.10(b-d) respectively. The dotted square in each image represent the exact physical location of the sample (topographic image not shown here) and the numbers 1-5 are indicative of the respective domain locations for each image. (a) used the standard CoCr tip phase data setting at 60° (b) used the Step1 at phase data setting at 60° and (c) utilised Step5 tip respectively phase data setting at 15°. (a) & (b) indicate that the tip magnetisation direction did not change completely during scanning. Step5 shown in (c) indicated that it behaved very much like a low moment tip (Images captured by N.E. Mateen)

The magnetic images in figure 8.14(a) and (b) were captured at the phase data setting of 60° while the image captured using Step5 had the setting of 15°. The unmodified tip, Step0 and the modified version Step1 showed stability and did not seem to flip their magnetisation direction. This was verified by the lack of contrast change from black to white in the images given in figure 8.14(a) & (b). Nonetheless, there is always a possibility that the angle of magnetisation might have changed along with the lowering
of the net moment, as there was definitely less magnetic material on the base of the tips compared to the unmodified version of the same tip.

Step5 however, as shown in figure 8.14(c) depicts a distinctly different picture. As the single crystal has a strong perpendicular anisotropy amongst the samples observed so far, the Step5 tip in relation to the sample behaves like a relatively low moment tip. The magnetisation of Step5 tip might be construed as flipping its magnetisation direction every time it scans over the areas of significantly higher field gradients, as traditionally expected from low moment tips. Note that the earlier experiments showed that Step5 tip generally behaved as a reasonably stable tip from soft multilayers to reasonably harder materials like thin film RE-FeB. For example when Step5 tip was used to observe high perpendicular anisotropy thin film RE-FeB sample grown at 400°C (see section 8.3.2) the tip behaved most resiliently, even though the phase shift values were low enough that disturbance from noise started to interfere in the images. In fact, as can be observed from figure 8.14(c), in case of single crystal RE-FeB sample, the image had no apparent noise problems. Thus, the Step5 tip seemed to have been a perfect tip for the observation of bulk RE-FeB as the changes in the tips magnetisation direction* helped observe in depth the possible wall boundaries of the otherwise highly complex microstructure. Furthermore, the image in figure 8.14(c) using Step5 tip seems to be the least perturbed. The magnetic structures did not seem distorted skewed or stretched, which might have been the case with Step0 tip image in figure 8.14(a) and Step1 tip image in figure 8.14 (b).

Collectively these images in figure 8.14 might give some indication that the standard CoCr tip’s contribution in the image formation (a) not only included the magnetic

*Iglesias et al. [23] mentioned (see chapter 4, section 4.4) of the capability of a tip which could map the z component of the samples gradients as the tip apex acted as a soft tip capable of sensing the subtle variation in the field gradients. They also emphasised the significance the fly height of the tip has in regards to the image maps. It is highly likely the Step5 tip is capable of image mapping the sample in a similar fashion.
coating on the pyramidal section but also the coating on the base of the tip*. In addition, the base of the cantilever that may have contributed towards the image formation as the sample observed was expected to be a considerably hard material with perpendicular stray fields. Furthermore, with so much of a magnetic volume being actively involved in the image formation, the image in (a) lost some of its finer details. However, the phase shift values were a maximum and had to be set at around 60˚ in order to capture the magnetic images†. When the sample was imaged with reduced magnetic volume and somewhat altered base shape of the tip (b), the resulting image could be observed at a relatively smaller phase setting, but still it could be reasonably assumed that the magnetic volume of the tip involved in the process of image formation was still significantly active. It is a strong possibility that all the magnetic volume, which remained on the tip, was active in case of RE-FeB magnets in figure 8.14(b). Moreover, the near needle shape of the Step5 tip and its small volume must have been completely active due to large perpendicular gradients from the sample. However, due to very small physical volume, the image only represents the gradients that lie within its range of detection and sensitivity.

Thus, from the observations made with Step5 tip on the resulting images (8.14(c)) it would be reasonable to suggest that the tip sensitivity became limited to a specific range of stray fields (thus field gradients)‡. If that were the case then the Step5 tip captured the magnetic domain walls, instead of the domains§ especially in case of RE-Fe-B single crystal sample. Therefore, not only the tip sensitivity changed and may have become less sensitive/responsive to a relatively larger range of stray fields and their gradients, but also the tip sensitivity may become limited to a relatively smaller range of the stray fields (and their gradients). This happened especially for Step5 due to the highly

---

* Which might have also included the magnetic coating on the tip cantilever
† without the tip hitting the sample and being damaged as a result
‡ emanating from the sample
§ which are at much larger length scales compared to domain walls
reduced volume (i.e., limited active/effective volume) and a very small needle like shape (i.e., a probable change in the shape anisotropy).

8.5 Summary

Yamaoka et al. (24-26) suggested that if the thickness of an MFM tip coating is reduced, then the moment reduces with the overall volume of the tip, a fact which is further confirmed by these investigations. Although the moment might be reduced due to reduction of the magnetic material, it is only the material near and at the tip apex, which predominantly contributes to the final image formation. In addition, the low net moment makes the image contrast weaker but in these studies, it can be observed that the contrast might be low compared to other tips yet showed stability, especially for hard, high coercive material like REFeB. This observation could be verified by the studies done with the modified CoCr tip i.e., Step5 on the REFeB bulk as well as thin films.

Thus, it can be concluded that for every tip volume there is a corresponding sample strength which will optimise the tip sample interaction for that particular tip, and the sample (at a particular height). The smaller the tip volume, the smaller the net moment for a given material, but it cannot be expected that the magnetisation direction would change for every sample everywhere even for the purported superparamagnetic tips, as it is highly dependent on the type of sample, its relative field strength being a major contributing factor. However, it can safely be said, as a general rule, that higher the field strength of the sample to be observed the more active the tip volume would be, thereby more contribution from the tip in the tip-sample interaction.

8.6 References
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Chap 8 - Probe-Sample Variations: Effect on MFM Imaging

By N.E.Mateen (Tara Rigby)


Conclusions & Future Work

9.1 Conclusion

The relationship between an MFM tip* and the sample† along with the impact their interactive behaviour makes on the image, was extensively investigated. For this purpose, the mathematical model‡ was improved and then used in combination with the image data gathered from the experiments. The enhanced model was thus successfully implemented to predict the probe parameters for the image quantification. Three tips were used in this study namely, standard CoCr§, trimmed Step5 and thin film** Metglas®†† tips.

In order to predict the tips parameters quantitatively a purpose built sample consisting of gold parallel wires‡‡ was constructed as a standard test bed for testing various tips and their behaviours. Although, it was ensured that no surface topography of the wire interfered with the magnetic images taken here, it is, nonetheless, important to make the wires close to ideal as possible. As MFM tips scan over the surface of a wire, the fly height mode alters the MFM instrumentation adjustments regarding the position of the tip with respect to the sample. This complicates the image interpretation process because the tip shape is not symmetrical.

* Chiefly pyramidal CoCr (standard and trimmed Step5) and Metglas® tips were used additionally, low-moment CoCr and low-moment (side coated) Ni tips were also used for some experimental investigation
† Most experiments were performed using straight parallel wire current conductors in conjunction with the mathematical model to extract quantitative data. The standard magnetic tape was also used as test sample. Additional samples such as Au/Co soft multilayer, REFeB (thin and bulk) to ensure a sufficient variation in the type of samples used.
‡ Further developed from the works of Kebe et al. [1] which were based on Biot-Savart law for the calibration sample of current carrying parallel wire-structures
§ ~327±3nm measured at the cantilever base or ~388±41nm at the tip apex for both the original CoCr as well as Step5 (as they were the same) tip
** ~40nm measured at the cantilever base
†† amorphous
†‡ The sample configuration was conceived from the works of Kebe et al. [1]
Subsequent studies* suggested that the ‘y’ component definitely plays a significant role in the formation of final MFM image(s) along with the contribution of the ‘z’ component. This result contradicts the popular belief, found in the prevailing literature, which suggest only ‘z’ component contributes in the final image and ‘y’ component is negligible (if at all).

The mathematical model used by Kebe et al. [1] was enhanced to incorporate the variations caused in the MFM images by using different fly height modes, i.e. lift fly height mode or linear fly height mode. As the two modes use a different approach and the images captured by them are different when there is surface topography involved in the sample.

The mathematical modelling work has shown not only the variation that the stray field gradients that may be encountered when various (‘z’ and ‘y’-components of the field) are investigated with respect to the tip fly height but also the effects of currents as it varies on the resulting image. Thus, the improved model dealt with the sample topography by making a reasonable adjustment for the fly height in a standard MFM instrument.

A method was devised and then implemented, for the modification of an MFM tip, with the help of FIB milling, with a view to minimise† the damage to the tips integrity by ion implantation. The tip was milled in 5 stages, with the tip used to generate MFM images for each stage.

After successful reduction of the commercial CoCr MFM tip(s) and estimation of the thickness of the magnetic coating, magnetic imaging of the magnetic tape‡ was conducted. It was concluded that for the magnetic tape, the tip performance became

---

* Using original CoCr, Step5 as well as the Metglas® tip(s)
† If not completely eradicate
‡ a standard test sample
optimal between the FIB milling steps 2 to 3. It is speculated that the reason of the increase in tip’s performance might be due to the remaining magnetic volume of the tip after step 2. It is also likely that the remaining shape of the tip and the magnetisation direction* became favourable for the imaging of the magnetic tape after step 2.

However, when the standard CoCr tip versus its FIB milled counterpart Step5† was used to image a variety of samples (such as thin current conductors, magnetic tape, soft Au/Co multilayered film, thin REFeB film and bulk single crystal REFeB), the tip’s behaviour, as anticipated, differed for each sample used. After the volume reduction, Step5 tip behaviour was markedly different from the original CoCr tip. Therefore, it was shown beyond doubt that the tip apex is not the only part that actively contributes towards the image formation. The apex might still be the major contributing factor in the image formation but the tip’s eventual shape, volume and magnetisation direction were also of crucial importance in the final image formation.

The first most noticeable change in all the images (of every sample used apart from the current conductors) due to the volume reduction to Step5 was the drop in the signal strength. For example, the signal strength for CoCr standard tip was found to be at least 3 to 5 times greater than that of Step5 when used for the samples such as thin REFeB film and bulk single crystal REFeB. Where the standard tip was capable of producing good images on average, it was found that high signal strength obscured many finer details‡. Only the modified Step5 tip’s resolution and ability to image finer§ domain structures remained resolute. The only potential down side working with Step5 tip was

---

* Even though the tip was always magnetised in the exact same way with the same magnetising source, unless otherwise stated
† the tip apex of the standard CoCr and Step5 was the same because it was originally same tip
‡ For example, the fine scale structure present in bulk REFeB sample
§ detailed
that the phase shift data setting had to be put considerably lower (≈3* to 5† times) compared to standard tip settings.

For current conductors, the phase shift data for the CoCr tip over the wire structures showed relatively less change compared to that of Step5 (see chapter 6, figure 6.12). This difference could again be attributed to the lesser volume, shape and magnetisation direction of the Step5 versus the unmodified original CoCr tip. In the case of the current conductors, the variations in the magnetisation direction‡ could be ruled out as the major cause of the image variations. As the tip was magnetised in the same fashion for both cases (Step5 and CoCr) (see chapter 6, figure 6.12 and compare it with figure 6.18, which shows the effect on the images because of change in the magnetisation direction). Thus, the possible cause of the image variation for the current conductors was the reduced tip volume.

Although there was an increase in the noise in the signal in Step5, the signal near the wire edges was better resolved. Therefore, it could be concluded that Step5 tip had the ability to not only better resolve but also become sensitive to local minute§ stray field gradients. In contrast, the unmodified CoCr tip, with due to its larger volume**, has a rather averaged out effect on the resulting image. For the current conductors this effect of volume variation (amongst the tip) was easier to notice compared to other magnetic samples having complex domain patterns. As the current wire structures were small and discrete in shape and size compared to an average magnetic sample††, therefore any

* For example, Au/Co soft multilayers
† For REFeB samples
‡ This could be quantitatively measured with the help of the improved mathematical model. Although there were almost always slight angular variations found in the magnetisation direction (in either ‘y’ and ‘z’ components or both ‘y’ and ‘z’ components) of the tip, but they were not large enough to be of significant consequence in this case
§ Approximately areas less than 100nm²
** ~ 2.95x10⁴ times
†† Where there are domain patterns, which extend to all the area scanned and beyond. In addition to the variations in the shape and sizes of those domains including the highly varied stray field gradients (in some cases like bulk REFeB sample)
variation in the resulting image could be solely attributed to the variations within the tip(s).

This volume contribution of the tip in the images might also be the reason why a tip like Step5 might be able to capture fine scale details (or even domain walls) of sample like bulk REFeB whereas a standard CoCr tip can only capture the generic larger domains of the same sample. Furthermore, for the same reasons in case of Au/Co soft film multilayers the Step5 tip shows reasonable images whereas the CoCr tip fails to produce any image at all.

These findings suggest that the Step5 tip, gives a low contrast high-resolution, yet magnetically stable and a robust tip would be ideal for imaging soft as well as hard magnetic materials. The modified (Step5) tip was shown to be capable of observing a range of materials, hard and soft. As mentioned above, this tip was not only used to observe single crystal and thin films of REFeB as well as soft Au/Co multilayered films. It was also able to resolve the finer details of a variety of magnetic samples, which were not either visible or otherwise clear with standard (unmodified) CoCr tip.

Interpretation of the MFM images has always been difficult due to the lack of detailed understanding regarding the tip-sample interactive behaviour. The changes within a tip might be reversible or irreversible, depending on the sample’s relationship with that particular tip. By reducing the tip’s volume and keeping the apex unaltered, it was observed that any changes that occurred within the tip influenced the resulting image, of the sample observed, in a specific way. Thus, variations in the final images caused from the use of a different tip could easily be ruled out.

* Generally, soft tips are exclusively used to observe soft magnetic materials and relatively harder tips are used to observe hard magnetic materials
† In case of soft Au/Co multilayered films
‡ In case of single crystal bulk REFeB sample
It has been successfully shown that changes of any kind\textsuperscript{a} in an MFM tip would result in significantly changing the relationship of that tip with the sample it is interacting with (during a scan) and therefore, the resulting image. While it is true that an MFM tip is capable of generating reproducible images, to some acceptable level (subject to requirement), however, it is not true for all cases. In any case, the relationship between the tip and the sample, under given conditions, was found to be (similar, yet) unique. It is thus concluded in light of this project that the tip-sample interaction is unique for each observed tip and the sample combination.

9.2 Future Work

The experimental investigations of the current carrying calibration sample revealed that the physical integrity of the test wire is imperative. As the wires need to be used as MFM probe calibration sample, efforts should be made to ensure high standards. For the test wire structures, the wire morphology is dependent mainly on the materials and the manufacturing technique. Issues like current constriction and hot spots adversely affect the resulting image measurements\textsuperscript{b} so improvement in the construction of the wire structures would prove to be beneficial. A method must be devised to ensure such issues do not arise\textsuperscript{c}. It would be interesting if the effects of surface roughness could be extensively studied and the impact the wire coarseness might have on the overall MFM probe calibration results. Similarly, the issue of noise is another major concern that needs attention. With the new manufacturing technologies, these issues may possibly be resolved. However, this area is open to further investigations.

Additionally, in some cases sample topography contributes to the practical problems, especially when the topography of the calibration sample does not match that of the sample to be investigated. As most samples used in the MFM studies are either flat or

---

\textsuperscript{a} Temporary or permanent
\textsuperscript{b} As the wire samples to be used for the calibration of MFM probes need to have very precise geometries
\textsuperscript{c} especially when the wire structures are to be used as MFM probe calibration sample(s)
polished, it would be beneficial if the test sample were planerised\(^*\) as well. Either this can be dealt with by using only planerised sample configurations or alternatively, altering the software to cater for any topographical changes that may bring about any significant change in the image interpretation. Although, the later method was used and applied in this project, the former still is a possible avenue for future instigations.

In addition, it would be beneficial for the MFM tip characterisation if the discrepancies such as the change in image contrast due to change in the scan size, or noise/electrical interference, could be reduced or eradicated.

The study conducted has not only provided valuable information in regards to the characterisation of the MFM probes, but also the role of a tip’s magnetic volume in the image formation. This study also brought into focus, the uniqueness of the tip-sample interaction by using a variety of tips and samples. Nevertheless, several aspects need further refinement. For example, even with the enhancement of the model used in MFM probe characterisation, parameters like the signal contribution from the tip cantilever were not investigated. In this regard, the MFM probe has not been comprehensively deciphered.

In case of the tip modification, even if excess ion implantation was reduced by completely avoiding the target area in the ion field, new methods should be devised to remove the unwanted implantation by the FIB instrument absolutely.

It would be beneficial to devise high aspect ratio magnetic tips in a cost effective way by the improvement of existing commercial technologies so that a better metrologically characterised MFM probes become easily available.

Another promising investigative avenue is to model the MFM probe and the sample extensively. By manipulating various parameters of the probe and the sample, further

\(^*\) For the ease of calibration if required
incite in the workings of the probe along with its sample could bring about better understanding of the image formation. In addition, the impact of the cantilever on the probes overall performance with respect to the sample would also be a good area for future investigations.

9.3 References
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<table>
<thead>
<tr>
<th>Method Of Domain Observation</th>
<th>Sensitivity Of Small Variations in Magnetisation</th>
<th>Evaluation of Magnetisation Vector</th>
<th>Allowed Magnetic Field Range</th>
<th>Sample Preparation Quality Requirements</th>
<th>Necessary Capital Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFM</td>
<td>Good</td>
<td>Indirect</td>
<td>300kA/m</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Bitter</td>
<td>Very Good</td>
<td>Indirect</td>
<td>10kA/m</td>
<td>Moderate/Low</td>
<td>Low</td>
</tr>
<tr>
<td>Defocused TEM</td>
<td>Very Good</td>
<td>Indirect</td>
<td>300kA/m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Differential TEM</td>
<td>Good</td>
<td>Quantitative</td>
<td>100kA/m</td>
<td>High</td>
<td>Very High</td>
</tr>
<tr>
<td>Holography TEM</td>
<td>Good</td>
<td>Quantitative</td>
<td>10kA/m</td>
<td>Very High</td>
<td>Very High</td>
</tr>
<tr>
<td>Pol. SEM</td>
<td>Good</td>
<td>Quantitative</td>
<td>10kA/m</td>
<td>Very High</td>
<td>Very High</td>
</tr>
<tr>
<td>Digital MO</td>
<td>Good</td>
<td>Quantitative</td>
<td>Any</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Magneto-optic</td>
<td>Fair</td>
<td>Direct</td>
<td>Any</td>
<td>High</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

Table 3.A: The table shows various magnetic imaging techniques with their instrument specific pros and cons [1]
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Koblischka et al. first milled using the FIB technique using an uncoated pyramidal shaped tip into a sharp needle shape to give a high aspect ratio. Then the magnetic material (CoCr) was coated onto a sharpened tip from one side as shown in chapter 4 figure 4.3(a) [1]. They suggested that due to the spatial concentration of magnetic coating on to the tip apex, the field gradient becomes significant. By using tips in figure 4.3(a), even if the field magnitude was low, they claimed that the field gradient was high and on average obtained spatial resolution of about 20nm [1-3].

In figure 4.3(b), Khizroev and Litvinov et al. used the FIB technique to sharpen the tip to form a needle with a flat apex. They deposited a double-layered magnetic material (Cr/CoCrPt~40nm and Ti/CoCrPt~11nm) as a tiny magnetic particle on to the flattened tip apex. According to them, due to the in-plane and out-of-plane magnetisation of the layered materials, the tip became sensitive to in-plane and out-of-plane field components of the magnetic field gradients [4, 5]. They also claimed that the dimensions of the achieved particle was ~50nm in diameter and 10nm in height and that it not only increased the spatial resolution of the MFM image but also helped in relating the physical size of the actual particle to the point dipole approximation. With this method of fabrication, an MFM probe of any type of magnetic material could be used in point probe approximation[6].

Liu et al., with the help of a FIB trimmed tip coated on one side with the multilayered soft magnetic coatings (Ta3-NiFe2-FeMn20-CoFe20) (figure 4.3(c)), reasoned that it enables a tip to stabilise and improve the image resolution compared to the conventional multi-sided coated pyramidal tip [7].

Phillips et al. FIB milled batch fabricated Co tips (figure 4.3(d)) in such a way that all the magnetic material was removed except from the high aspect ratio thin bars of Co
attached to one side of the pyramidal tip [8]. A magnified image of ~50nm thick Co material is shown on the top left hand side of figure 4.3(d). Their research was yet another attempt to increase the resolution of the MFM and claimed that a resolution could be achieved down to 30nm using these tips.

Gao et al. claimed that their tips, made of high coercivity bulk CoPt material were FIB milled into a spike near the apex (figure 4.3(e)) and were capable of achieving the resolution of about 15nm on average [9]. However, they attempted to avoid excessive ion contamination from FIB into the magnetic surface by milling the tip from the lateral direction. They claimed that the lateral orientation of the ion beam prevents modification of magnetic properties at or near the tip apex. Therefore, they speculated that even if the surface magnetic layer may have been damaged, the magnetically active layer underneath would still be capable of producing reasonable MFM images.

Folks et al. FIB milled a hole at the tip apex of a batch fabricated CoCr tip, as shown in figure 4.3(f). They argued that the reason for drilling a hole at the apex and magnetising it in the direction parallel to the long axes of the cantilever was to enhance the imaging of in-plane components of the stray magnetic field [10]. For that, they assumed that the magnetisation distribution of the sample dominates the MFM signal from these perforated tips as it interacts with the stray field from the pole gap. Thus, the diameter of the hole milled at the tip determines the image resolution. They claimed to attain a resolution comparable with that achievable for out-of-plane fields. Furthermore, they hypothesised that the smaller the perforation at the tip apex the higher the image resolution and that it is determined by the diameter of the hole milled at the apex.

Winkler et al. made a perforation at the apex of a non-magnetic pyramidal tip by the use of FIB shown in figure 4.3(g) and once the perforation had sufficient depth, Fe filled carbon nanotube (Fe-MWCNT) was inserted in the perforation [11]. Winkler et al. claimed that these nanotube MFM probes have a significant potential for high spatial
resolution of magnetic stray field as well as topography. Due to the high aspect ratio for, iron nanowires within the nanotubes the authors claimed that the probes could be considered as stationary effective magnetic monopole moments opening the possibility of quantitative stray field measurements. However, considering the probe to be a monopole is an approximation yet to be proved. More serious downside of a magnetically filled carbon nanotube MFM probe manufacturing process is that it needs to be optimised for the commercial batch fabrication.
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Now, if the $z$ component were to be traced, the beginning would be from the left (in figure 6.3) as it is the first wire structure. According to the model at any point $z$ moving along the $y$-axis the values of $y$ or $z$ can be estimated. At $y=0\mu m$ the yellow line representing $H_z$ is at its minimum value of $-27.87kA/m$. Then it moves right across the wire to the positive value of $35.58kA/m$ at $y=1\mu m$.

Depending on the wire separation $b$ (which in this case was $2\mu m$) the value of $H_z$ starts to decrease until the centre of the wires at $y=2\mu m$. The value of the $z$ component of the field at $z=100nm$ drops down to $15.41kA/m$. Since the second wire has opposing current direction, therefore the values of $H_z$ would act as the mirror image of the first wire. Therefore at $y=3\mu m$ the value becomes $35.58kA/m$ followed by $-27.87kA/m$ at $y=4\mu m$. After that, the signal again gradually drops to zero. This can also be presented in a simple tabular form (see table 6.A.1).

<table>
<thead>
<tr>
<th>$y$, ($\mu m$)</th>
<th>$H_y$, (kA/m)</th>
<th>$H_z$, (kA/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-27.87</td>
<td>-16.72</td>
</tr>
<tr>
<td>0.5</td>
<td>3.75</td>
<td>-32.04</td>
</tr>
<tr>
<td>1</td>
<td>35.58</td>
<td>-16.66</td>
</tr>
<tr>
<td>1.5</td>
<td>17.83</td>
<td>-0.76</td>
</tr>
<tr>
<td>2</td>
<td>15.41</td>
<td>-3.98x10^{-14}</td>
</tr>
<tr>
<td>2.5</td>
<td>17.83</td>
<td>0.76</td>
</tr>
<tr>
<td>3</td>
<td>35.58</td>
<td>16.66</td>
</tr>
<tr>
<td>3.5</td>
<td>3.75</td>
<td>32.04</td>
</tr>
<tr>
<td>4</td>
<td>-27.87</td>
<td>16.72</td>
</tr>
<tr>
<td>6</td>
<td>-2.48</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 6.A.1: Shows the corresponding values of $H_y$ and $H_z$ at given $y$ positions (Data produced by N.E.Mateen)
Appendices

Appendix: 6.B

In figure 6.7, the modelled results of y and z components of the stray field gradients are presented to show the difference between the lift and linear heights. Here z height was chosen to be 170nm for lift height and 100nm for linear height to represent the actual position in the MFM setup of 100nm of lift and linear heights. There is noticeable increase in the maximum signal in case of linear height $3.73 \times 10^{15}$ kA/m$^3$, compared to the lift height $6.66 \times 10^{14}$ kA/m$^3$, due to assumed sensor position relative to the wire structures. Note that the current ‘I’ for the first wire is set to be negative i.e., $I = -70mA$, which was done to make the model values comparable to the real sample setup.

The data presented in a familiar tabular form is given in table 6.B.1 at some y positions across the current wires that might be of some interest.

<table>
<thead>
<tr>
<th>y, (µm)</th>
<th>Modelled Lift Height</th>
<th>Modelled Linear Height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta^2 H_y / \delta y^2$</td>
<td>$\delta^2 H_z / \delta z^2$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>6660</td>
</tr>
<tr>
<td>0.5</td>
<td>-416</td>
<td>8.61</td>
</tr>
<tr>
<td>1</td>
<td>31.6</td>
<td>-6640</td>
</tr>
<tr>
<td>1.5</td>
<td>192</td>
<td>340</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>156</td>
</tr>
<tr>
<td>2.5</td>
<td>-192</td>
<td>340</td>
</tr>
<tr>
<td>3</td>
<td>31.6</td>
<td>-6640</td>
</tr>
<tr>
<td>3.5</td>
<td>416</td>
<td>8.61</td>
</tr>
<tr>
<td>4</td>
<td>29.6</td>
<td>6660</td>
</tr>
<tr>
<td>6</td>
<td>-2.51</td>
<td>-13.8</td>
</tr>
</tbody>
</table>

**Table 6.B.1:** Shows the corresponding values of $\delta^2 H_y / \delta y^2$ and $\delta^2 H_z / \delta z^2$ for equivalent lift and linear heights of 100nm at given y positions (Data produced by N.E.Mateen)
Appendix: 6.C

The respective values of the MFM data for both the Step5 and Metglas® tips at various fly heights as well as the corresponding model values, at y positions at or near the first wire (see figure 6.13(a, c, & e) are shown in Table 6.C.1. The MFM data was averaged over about 20 scan lines, the respective standard deviation (SD) values are also given in the table.

<table>
<thead>
<tr>
<th>y, (μm)</th>
<th>Lift Height, (nm)</th>
<th>Phase shift, ΔΦ (deg.) - avg. of 20 lines</th>
<th>Step 5</th>
<th>S.D.</th>
<th>Metglas®</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>δ²H/δy², (kA/m³)</td>
<td>δ²H/δz², (kA/m³)</td>
</tr>
<tr>
<td>-0.1</td>
<td>150</td>
<td>-</td>
<td>-</td>
<td>-0.19</td>
<td>±0.05</td>
<td>-2100</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-0.61</td>
<td>±0.07</td>
<td>-3800</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>-0.86</td>
<td>±0.02</td>
<td>-6200</td>
</tr>
<tr>
<td>0.0</td>
<td>150</td>
<td>-</td>
<td>-</td>
<td>-0.18</td>
<td>±0.05</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.40</td>
<td>±0.11</td>
<td>-0.46</td>
<td>±0.05</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>-0.79</td>
<td>±0.02</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td>150</td>
<td>-0.33</td>
<td>±0.05</td>
<td>-0.21</td>
<td>±0.07</td>
<td>2200</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.49</td>
<td>±0.06</td>
<td>-0.36</td>
<td>±0.06</td>
<td>3900</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-0.92</td>
<td>±0.03</td>
<td>-0.76</td>
<td>±0.01</td>
<td>6200</td>
</tr>
<tr>
<td>0.5</td>
<td>150</td>
<td>-0.36</td>
<td>±0.02</td>
<td>-0.25</td>
<td>±0.06</td>
<td>510</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.48</td>
<td>±0.04</td>
<td>-0.42</td>
<td>±0.04</td>
<td>420</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-0.93</td>
<td>±0.03</td>
<td>-0.81</td>
<td>±0.01</td>
<td>280</td>
</tr>
<tr>
<td>0.9</td>
<td>150</td>
<td>-0.25</td>
<td>±0.06</td>
<td>-0.25</td>
<td>±0.06</td>
<td>2200</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.33</td>
<td>±0.06</td>
<td>-0.30</td>
<td>±0.05</td>
<td>3900</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-0.87</td>
<td>±0.03</td>
<td>-0.72</td>
<td>±0.06</td>
<td>6200</td>
</tr>
<tr>
<td>1.0</td>
<td>150</td>
<td>-0.37</td>
<td>±0.02</td>
<td>-0.46</td>
<td>±0.09</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.45</td>
<td>±0.07</td>
<td>-0.39</td>
<td>±0.14</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-0.92</td>
<td>±0.05</td>
<td>-0.71</td>
<td>±0.06</td>
<td>20</td>
</tr>
<tr>
<td>1.1</td>
<td>150</td>
<td>-0.25</td>
<td>±0.05</td>
<td>-0.38</td>
<td>±0.08</td>
<td>-2100</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.18</td>
<td>±0.05</td>
<td>-0.66</td>
<td>±0.02</td>
<td>-3800</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-0.43</td>
<td>±0.07</td>
<td>-0.86</td>
<td>±0.03</td>
<td>-6200</td>
</tr>
</tbody>
</table>

Table 6.C.1: The MFM data extracted from both the Step 5 and Metglas® tips at various lift heights of 150, 100, 50nm at the positions having the y values at or near the first current wire structure. The current was forward bias that is I=70mAmps (perpendicular to the plane of the paper pointing inwards towards the paper). Corresponding MathCAD parameters: 90<z<220nm, t=70nm, w=1um, j1=+70/wt, b=2um (Data produced by N.E.Mateen)

Table 6.C.2 shows the values of the MFM and the modelled data at positions near and at the second current wire (see figure 6.13(b, d, & f).
**Table 6.C.2:** Represents the MFM data extracted from both the Step 5 and Metglas® tips at various lift heights of 150, 100, 50nm at the positions having the y values at or near the second current wire. The current was forward bias at I=70mAmps (perpendicular to the plane of the paper pointing outwards going away from the paper). Corresponding MathCAD parameters: 90<z<220nm, t=70nm, w=1um, j2=-70/A and b=2um (Data Produced by N.E.Mateen)

<table>
<thead>
<tr>
<th>y, (μm)</th>
<th>Lift Height, (nm)</th>
<th>Phase shift, ΔΦ (deg.) - avg. of 20 lines</th>
<th>S.D.</th>
<th>Metglas® S.D.</th>
<th>$\delta^2H/\delta y^2$, (kA/m²)</th>
<th>$\delta^2H/\delta z^2$, (kA/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.9</td>
<td>150</td>
<td>0.15 ±0.05</td>
<td>0.28 ±0.08</td>
<td>2100</td>
<td>1400</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.08 ±0.03</td>
<td>0.30 ±0.04</td>
<td>3800</td>
<td>1100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.19 ±0.07</td>
<td>0.54 ±0.05</td>
<td>6200</td>
<td>-1400</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>150</td>
<td>0.23 ±0.09</td>
<td>0.31 ±0.05</td>
<td>-420</td>
<td>3500</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.11 ±0.05</td>
<td>0.41 ±0.04</td>
<td>-320</td>
<td>6600</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.09 ±0.06</td>
<td>0.75 ±0.07</td>
<td>-200</td>
<td>19000</td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>150</td>
<td>0.24 ±0.07</td>
<td>0.33 ±0.06</td>
<td>-2200</td>
<td>1500</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.17 ±0.04</td>
<td>0.47 ±0.06</td>
<td>-3900</td>
<td>1100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.22 ±0.07</td>
<td>0.79 ±0.04</td>
<td>-6200</td>
<td>-1300</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>150</td>
<td>0.25 ±0.07</td>
<td>0.37 ±0.07</td>
<td>-510</td>
<td>-8.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.13 ±0.04</td>
<td>0.54 ±0.06</td>
<td>-420</td>
<td>-8.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.19 ±0.07</td>
<td>0.88 ±0.06</td>
<td>-280</td>
<td>-8.7</td>
<td></td>
</tr>
<tr>
<td>3.9</td>
<td>150</td>
<td>0.27 ±0.05</td>
<td>0.32 ±0.05</td>
<td>-2200</td>
<td>-1500</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.15 ±0.05</td>
<td>0.51 ±0.06</td>
<td>-3900</td>
<td>-1100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.20 ±0.09</td>
<td>0.85 ±0.03</td>
<td>-6200</td>
<td>1300</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>150</td>
<td>0.17 ±0.08</td>
<td>0.20 ±0.04</td>
<td>-39</td>
<td>-3500</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.12 ±0.06</td>
<td>0.45 ±0.09</td>
<td>-30</td>
<td>-6700</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.25 ±0.10</td>
<td>0.80 ±0.05</td>
<td>-19</td>
<td>-19000</td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>150</td>
<td>-</td>
<td>0.15 ±0.05</td>
<td>2100</td>
<td>-1400</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-</td>
<td>0.35 ±0.10</td>
<td>3800</td>
<td>-1100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-</td>
<td>0.63 ±0.10</td>
<td>6200</td>
<td>1400</td>
<td></td>
</tr>
</tbody>
</table>
Appendix: 6.D

Fig. 6.D.1: Shows the variation of $\frac{\delta H_x}{\delta z}$, with the height of $z=100\text{nm}$, wire thickness of $t=70\text{nm}$ and separation $b=2.0\mu\text{m}$. When the angles are varied, the $z$ dominant component is influenced by the $y$ component of the field gradients. At around $\theta=45^\circ$ both the $y$ and the $z$ components contribute equally to the resulting gradients. The position from $y=0$ to $1\mu\text{m}$ and $y=3$ to $4\mu\text{m}$ are to denote the wire positions in the model (Graphs plotted by N.E.Mateen)
Fig. 6.D.2: Shows the variation of $\delta H_z / \delta y$ with a wire separation $b=2.0\mu m$ at the height of $z=100\text{nm}$. With the variation of the angles, the $z$ dominant component is influenced by the $y$ component of the field gradients. At around $\theta=45^\circ$ both the $y$ and the $z$ components contribute equally to the resulting gradients. The position from $y=0$ to $1\mu m$ and $y=3$ to $4 \mu m$ are to denote the wire positions in the model (Graphs plotted by N.E.Mateen)
Appendix: 6.E

Fig. 6.E.1: Shows the variation of $\frac{\delta^2 H_o}{\delta z^2}$, with the height of $z=100$nm. At various angles, the influence of y and z components of the stray field gradients can be observed (Graphs plotted by N.E.Mateen)
**Fig. 6.E.2:** Shows the variation of $\frac{\delta^2 H_{z0}}{\delta y^2}$ with height of $z = 100\text{nm}$. At various angles, the influence of $y$ and $z$ components of the stray field gradients can be observed (Graphs plotted by N.E. Mateen)