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Summary

This thesis describes a digital signal processing analysis of diesel engine idle vibration in
automobiles, and an analysis of the human subjective response to the idle vibration which occurs
at the steering wheel. In order to quantify the variations in the diesel idle vibration that can be
introduced by the engine technology, the vehicle, and the fuel type, a set of acceleration time
histories were measured at the engine block and at the steering wheel for two automobiles

equipped with 4-cylinder engines which had different injection systems and which operated under
different fuel conditions.

A combination of time domain, frequency domain and time-frequency wavelet-based analysis
were used. Both the continuous wavelet transform and the discrete orthogonal wavelet transform
were applied to the steering wheel acceleration time histories in order to analyse the statistical
variation in terms of both instantaneous variations, and the cycle-to-cycle variations which occur
across complete thermodynamic engine cycles. The combination of orthogonal wavelet transform
and time-varying auto-covariance analysis, performed across a complete engine thermodynamic
cycle, was identified as the most sensitive method for describing the statistical variation in diesel
idle vibration.

The second-order engine harmonic H; was found to account for most of the vibrational energy
at the steering wheel when at idle. Amplitude modulation of the second-order engine harmonic H;
by the half-order engine harmonic Hi. has been identified as the main characteristic of the
steering wheel signature of automobiles at idle. The steering wheel idle vibration produced by
different engines and different fuel conditions have therefore been described in terms of the
amplitude modulation depth “m” that characterises the idle waveform.

Four psychophysical response tests, determined by the combination of two test protocols and
two semantic descriptors, were performed. A model of the growth in the human subjective
response to diesel idle vibration has been proposed in which the response scale is a function of
the modulation depth parameter “m”. The model is defined over two regions of modulation depth.
For values of “m” less than 0.2, humans have been found to be unable to distinguish variations in
idle modulation. For values of “m” greater than 0.2, the human response grows as a power
function with respect to modulation depth. Based on the current findings, suggestions for future
research are also provided.
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Chapter 1

Motivations behind the Research

1.1 The problem of Diesel Engine Idle

In city traffic automobiles spend much time operating under idle conditions. Engine idle affects
fuel economy, pollutant emissions and human comfort. During city driving automobiles typically
consume 30 percent of their fuel while at idle (Jurden, 1995). Decreasing the engine idle speed
(600-800 rpm) is considered a means of reducing fuel consumption. However, lower-speed
operation degrades the idle stability and increases engine speed oscillations. Even slight
fluctuations of engine idle can cause unpleasant vibrations of the vehicle leading to lower
customer satisfaction (Hoard and Rehagen, 1997). One of the many challenges facing today’s
automotive engine designers and fuel manufacturers is the need to perform measurements of
human subjective response to idle vibration. A positive human subjective response to idle
vibration is one of the often-conflicting requirements which include improved fuel economy

(Nishimura and Ishii, 1986; Jurden, 1995), reduced emissions (Ladommatos et al, 1996;
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Watanabe and Tahara, 1998), combustion stability (Ando and Motomochi, 1987; Ozdor et al.,
1994), noise, vibration and harshness (NVH) quality (Qatu et al., 2002; Stout et al., 2003) and
vehicle comfort (Griffin, 1995; Schoeggl and Ramschak, 1997). Studies on idle comfort of
passenger cars (Stout et al., 2003) have shown that the overall perception of vehicle quality is

mostly correlated to the level of satisfaction a customer has with the vehicle’s engine.

The vibration of a reciprocating internal combustion diesel engine is a complex phenomena
caused by two main excitatory forces: the unidirectional combustion forces and the muilti-
directional cyclic forces which are mechanically induced (Priede, 1992; Ozdor et al, 1994;
Rahnejat, 1998). The former can be considered as having a random component as well as a
periodic component with the combustion cycle, the latter can be considered periodic at idle due to

the cyclic operation of the engine, as presented in Figure 1.1.

@yllnder Combustion Exclt@
1

v ¥
Combustion Mechanically
Pressure Induced
Forces Forces
Cylinder-to-Cylinder] Cycle-to-Cycle Firing Process Unbalanced
Combustion Combustion between Inertial
Variation Variation cylinders Forces
Random Periodic Periodic
Combustion Combustion Inertial
Excitations Excitations Excitations
Half-engine Sacond engine
Random fluctuation i order and firing order harmonic
the vibration spectral frequency and its
pattem harmonics multiples

Overall Engine Idle Vibration

Figure 1.1 Sources of engine idle vibration.
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The combustion process in each cylinder acts as the initiating energy source for the vibration of
the powertrain system, introducing periodic oscillations at half the rotational frequency of the
crankshaft for a 4-stroke engine. For a 4-stroke engine, the half-order component is due to there
being only a single power stroke occurring in each cylinder every second crankshaft revolution.
The presence of this frequency, and of its higher harmonics (all integer multiples of half-engine
order), has been demonstrated by the experimental measurements performed by Dixon et. al.

(1994) and by the analytical treatment of the spectral contents of multi-cylinder engines by

Rahnejat (1998).

For a 4-cylinder, 4-stroke engine, the firing between consecutive cylinders, even with no cylinder-
to-cylinder combustion variation and no cycle-to-cycle variation, is known to produce frequency
components at the second engine order (firing frequency) and its higher harmonics (Lichty, 1967,
Priede, 1992; Rahnejat, 1998). In addition, unbalanced inertial forces which operate at the engine
rotational frequency and at its even-order multiples are mechanically induced by the reciprocating
motion of the pistons and of the connecting rods. At low engine speeds the combustion gas
forces are greater than the mechanical inertial forces, but at high speeds the opposite is true. In
4-cylinder, 4-stroke engines the first-order inertial forces are normally well balanced by employing
balancing masses attached to the crankshaft. Vertically acting second-order imbalance forces
and their multiples are, however, more difficult to deal with, normally requiring counter-rotating

balancing shafts.

The presence of the firing frequency operating at the second engine order accentuates the effect
of the secondary inertial forces since their main spectral content is at the same frequency. Thus
the second engine order is the dominant vibration signature for a 4-cylinder, 4 stroke engine
(Dixon et al., 1994; Rahnejat, 1998). For an automobile engine which is at idle, the crankshaft
rotational speed is typically in the range from 600-840 rpm, corresponding to linear frequencies

from 10 to 14 Hz. The firing frequency is thus in the range from 20 to 28 Hz. The half order
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harmonic originating from combustion forces in the cylinder is therefore in the range from 5 to 7

Hz, and the corresponding second order linear frequencies are from 20 to 28 Hz.

Superimposed on the periodic oscillation are random fluctuations in the crankshaft angular
velocity that are caused by the stochastic nature of the combustion process from cycle-to-cycle
(Ozdor et al., 1994, Hinze and Cheng, 1998) and by an unequal distribution of fuel from cylinder-
to-cylinder (Ando and Motomochi, 1987; Stout et al., 2003). The unequal combustion forces
among cylinders add frequency orders at odd, even and half-order harmonics of the engine
speed. Their amplitude and frequency can be highly sensitive to the relative engine torque
amplitudes and therefore they can be highly variable from cycle-to-cycle (Shim et al., 1996).
Figure 1.2 presents an example of an engine speed waveform during two complete engine cycles
for a four-cylinder, four-stroke engine at idle. From Figure 1.2 it can be seen that the engine idle
speed is not constant, but is characterised instead by instantaneous crankshaft angular speed

fluctuations caused by the combustion process.

720 T v Y Y ) g -r Y - T
: A
6800 2] A 8x

Figure 1.2 Typical waveform of the engine speed, in revolution per minute, during
two complete cycles in a four-cylinder, four-stroke engine at idle
(reproduced from Shim et al., 1996).

Under idle conditions, the non-stationary character of the combustion process can cause an
engine to run “rough” and stall easily (Hinze and Cheng, 1998; Wolf and Portal, 2001; Stout et al.,
2003). A more stable diesel engine combustion process can be achieved by means of high
pressure injection (Shundoh et al., 1991) and by using different combustion chamber geometries
(Yang et al., 1998). The quality and the timing of the combustion process, as well as the vibration
levels of the engine structure (Gu et al., 1996), are also affected, however, by the properties of

the diesel fuel.
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The advantage of a diesel engine is its superior combustion efficiency, which is defined as the
amount of work produced by the engine divided by the amount of chemical energy in the fuel that
can be released through the combustion process. Compared to gasoline engines, which are
about 30% to 33% efficient, diesel engines can achieve combustion efficiencies in excess of 50%
(Owen and Coley, 1995). As a result, diesel engines provide better fuel economy than gasoline

engines. In addition, in terms of cost, in most European countries the price of diesel fuel is lower

than that of gasoline (lvaldi et al., 2004).

From the viewpoint of a diesel engine manufacturer, the performance characteristics of an engine
are determined during its design and development stages (Pavletic et al., 1990). In order to
achieve the best engine performance, the design of the fuel injection system is generally finalised
based on extensive dynamometer and field testing using a reference fuel of standard
characteristics as required by national standards and by fuel quality guide specifications (Owen
and Coley, 1995). Several research studies have investigated the effects of the fuel properties
which are directly related to engine thermodynamic behaviour (i.e. viscosity, cetane number, heat
content, volatility, etc.), and of those characterising the physical properties of the liquid fuel (i.e.
homogeneity, cold properties, anticorrosiveness, etc.), on the combustion and emission
characteristics of diesel engined automobiles (Nylund, 1997; Kidoguchi et al., 2000; Lee et al.,
2004). By adding specific additives to ethanol-based diesel fuels, improvements have been

achieved in the combustion irregularity and pollutant emission characteristics (Satgé de Caro et

al., 2001).

Unsteady idle vibration can be interpreted by drivers to be a sign of poor engine or fuel
performance. Since smooth idle is an important vehicle attribute (Hoard and Rehagen, 1997, Alt
et al., 1999, Stout et al., 2003), engine and fuel manufacturers wish to take into account not only
the objective measures of performance, but also the driver's subjective response. Measurement
of driver subjective response requires, however, a metric which can translate the measurable

mechanical (objective) quantities which define human-vehicle interaction into perceived



Chapter 1 - Motivations behind the Research 6

(subjective) quantities. Such a metric would indicate the likely response of a test jury to questions

about the fuel, engine or complete vehicle. Figure 1.3 presents the embedded nature of the idle

vibration evaluation process.

Vibration perceived by™~ - -.*l*.-.". ST
driver in vehicle el
equipped with target

engine and target fuel

Figure 1.3 Idle evaluation process.

1.2 Quality and Comfort

In the automobile industry there has been in recent years an increased emphasis towards
producing high-quality products and providing high-quality services (Hoard and Rehagen, 1997;
Meier et al., 1998; Alt et al., 1999, Pflueger and Stuecklschwaiger, 2001). In order to discuss the
quality of products and services, it is necessary to define the term “quality”. The Oxford dictionary
(2000) refers to quality as: “the standard of something when it is compared to other things like it”.
The Webster dictionary (2004) refers to quality as: “a characteristic property that defines the
apparent individual nature of something”. Montgomery (1996) defined the same word to mean:
“the extent to which products meet the requirements of people who use them”. He further
distinguished between two types of quality: quality of design and quality of conformance. Quality
of design reflects the extent to which a product or service possesses an intended feature. For
example, an automobile with power steering, a sun roof, or other luxury options would be
considered to have better quality of design than a car without these options. Quality of

conformance reflects instead the extent to which the product or service achieves the intent of its
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design. These aspects of quality can be subjectively measured by taking into account the

individual's experience (Ljungberg et al., 2004) and satisfaction (Hoard and Rehagen, 1997).

Comfort, instead, is defined by the Oxford dictionary (2000) as: “the state of being physically
relaxed and having a pleasant life”, whereas the Webster dictionary (2004) refers to comfort as:
“contented well-being”. Several researchers have conducted interview and questionnaire-based
studies to analyse the meaning of the word of comfort. From studies conducted by Metzger
(1994) it was found that “comfort describes a quality which persons ascribe to specific objects or
situations”. Metzger's research suggested that the meaning of the term “comfort” is often
associated with well-being, pleasantness, relaxation and convenience rather than with
reassurance, luxury, elegance and style. It was also concluded that the meaning of comfort is not
mainly dependent on material resources, but rather that it is determinated by subjective needs
and benefits. Based on these empirical findings, the term comfort was related to the words “ease”
and “efficiency™ Ease refers to the degree of relief and relaxation (reduction of physical and
psychological strain) to which activities are performed, while efficiency refers to the objective
performance data and quality of an object. Also defining comfort in terms of human needs, Krist
(1994) proposed a hierarchical model of discomfort sensations based on Maslow’s hierarchy of
human needs (Maslow, 1954). He assumed that higher needs (i.e. psychological and social) only

become conscious if all basic (physiological) ones are satisfied.

The meaning of the word comfort differs according to the object, or the situation, to which it is
applied, but all meanings relate to the idea of subjective well-being. Slater (1985) proposed a
definition of comfort as “a pleasant state of physiological, psychological and physical harmony
between a human being and the environment’. Thus comfort may be both mental and physical.
Without comfort, Slater (1985) stated, “human existence loses its quality because persons are
permanently in an uncomfortable state”. According to some ergonomic studies (Pineau, 1982),

psychological definitions of comfort refer to a state of well-being under optimal conditions. As
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postulated by Pineau (1982), “comfort cannot be evaluated by the use of purely materialistic and

objective criteria, rather it should be analysed psychologically”.

With respect to the effects of physical motion, Griffin (1990) has stated that “the study of the
relation between vibration and comfort has mainly concerned the extent to which motions are
responsible for displeasure, dissatisfaction and discomfort”. Hertzberg (1972) referred to comfort

as an “absence of discomfort”.

In recent years vehicle quality and comfort have been gaining in importance as discriminating
factors influencing the vehicle development process (Baret et al., 2001). Figure 1.4 presents the
criteria of customer satisfaction for different intended sales markets as defined by AVL (Schoeggl

and Ramschak, 1997), an automotive sector consulting company.

Weight:
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Quality
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Figure 1.4 Vehicle evaluation criteria for different automobile sales markets
(reproduced from Schoeggl and Ramschak, 1997).

Among the criteria are performance, fuel economy and emissions which represent objective
quantities, whereas the design, image, comfort and quality represent subjective metrics.
Currently, automobile manufacturers usually evaluate vehicle quality by means of subjective
assessments performed by their experienced test drivers or by juries of normal drivers (Hoard
and Rehagen, 1997; Baret et al., 2001; Pflueger and Stuecklschwaiger, 2001). However, these

assessment criteria can be time and cost intensive, limited in repeatability, and do not always
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address the real issues affecting customer expectation. As a consequence, for vehicle, vehicle
component and fuel manufacturers, it has proved necessary to develop methods for quantifying
the human subjective response to vibration in order to gain a more accurate evaluation of the

customer’s perception of vehicle quality and comfort (Biermayer et al., 2001; Pielemeier et al.,

2001; Harrison, 2004).

1.3 The Problem of Steering Wheel Vibration

When investigating what aspects of engine idle vibration are important towards the driver's
judgment of fuel or vehicle quality, consideration must be given to the role of the fuel, the engine
and the vehicle intermediate mechanical structures which are found between the emission source
at the engine and the points of contact with the human body. As shown in Figure 1.5, the points of
contact through which the driver perceives engine vibration include the floor panel, the pedals, the

gearshift, the seat and the steering wheel (Giacomin and Abrahams, 2000; Baret et al., 2001).

—

steering

wheel
seat

backrest

seat
cushion gear

shift

floor panel

Figure 1.5 Vibrational disturbances acting on the driver.

Considering the research of Takeda (1982) and of Pottinger and Marshall (1986), it can be stated
that the vibration transmitted to the driver depends for its characteristics on:
¢ the nature of the engine (its rotating and reciprocating mechanisms, mass unbalance and
firing torque fluctuation); |
« the design of the engine mounting system and of the steering column of the vehicle;
e tyre, wheel and drive train design;

» the road surface profile.
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Of the car/driver interfaces, the steering wheel (Pak et al., 1991) is the fundamental subsystem in
the case of idle vibration due to the great sensitivity of the skin tactile receptors of the hand
(Verrillo, 1985; Bolanowski Jr and Gescheider, 1988) and due to the lack of intermediate
structures such as shoes and clothing which can act to attenuate vibration stimuli. Under idle
conditions the engine can be considered to represent the major source of the vibration that
excites the steering system (Bellmann et al., 2000; Demers, 2001). Focusing attention on the
steering wheel suggests the importance of the steering system components, which often have
important vibrational modes (either the wheel itself or the column assembly) in the frequency
range from 20 to 60 Hz (Kim et al., 1985; Pottinger and Marshall, 1986; Fujikawa, 1988; Demers,

2001) thus sometimes coinciding with the engine idling firing frequency (20-28 Hz) (Rahnejat,
1998).

The vibration at the steering wheel (Figure 1.6) is usually measured along the three principal axis
of the automobile defined by SAE standard J670e (1974). These are:
¢ the x - axis which is taken along the fore-and-aft direction of the automobile with the
positive direction taken as forwards, i.e. from driver towards front bumper;
e the y - axis which is taken along the lateral direction of the automobile with the positive
direction towards the left of the vehicle;
e the z - axis which is taken along the vertical direction of the automobile with the positive

direction towards the roof of the vehicle.

z (vertical)

X (fore-and-af.tvf”) y (lateral)

Figure 1.6 Measurement directions for steering wheel vibration.
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Vibration measurements performed in automobiles during representative driving conditions have
shown that acceleration magnitudes at the steering wheel are often several times greater than at
the seat and footrest (Parsons et al, 1982; Bellmann et al., 2000). Figure 1.7 presents an
example of the acceleration power spectral densities measured along the three orthogonal
directions, for both the seat and the steering wheel, for a mid-sized diesel passenger car when at
idle at 910 rpm (Bellmann et al., 2000). It can be seen that the acceleration levels at the steering
wheel (Figure 1.7b) are higher than those at the seat position (Figure 1.7a) in the frequency range
from 8 to 100 Hz. Research has shown that, for the frequency range 8 to 100 Hz, the vertical and
fore-and-aft directions are the directions where most of the vibrational energy is concentrated

(Peruzzetto, 1988; Amman et al., 2001; Giacomin et al., 2004).
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Figure 1.7 Acceleration power spectral densities of a diesel engined automobile at idle at
910 rpm (adapted from Bellmann, 2000).

a) driver’s seat rail measured at the right rear mounting bolt;

b) steering wheel measured at the 60° position, with respect to top centre.

For what regards perceived discomfort, research has shown (Peruzzetto, 1988) that the
equivalent discomfort ratio (defined as the ratio between hand vibration acceleration magnitude
and whole-body vibration acceleration magnitude having the same level of subjective discomfort)
can be as high as 7. This suggests that vibration occurring at the hand is likely to be a source of

discomfort, annoyance and fatigue. Figure 1.8 presents an example of the steering wheel
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acceleration measured for a mid-sized European passenger car while driving at 40 km/h over
seven different road surfaces (Giacomin et al, 2004). The figure presents the steering
acceleration power spectral densities measured at the 60° position with respect to top centre,
along the three orthogonal axes (see Figure 1.6). The figure also presents the average power
spectral densities of the data sets. It can be seen that the acceleration levels along the vertical

direction are higher than those along either the fore-and-aft or the lateral direction in the

frequency range from 8 to 100 Hz for all seven roads considered.
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Figure 1.8  Acceleration power spectral densities at the steering wheel measured for a mid-
sized European automobile while driving at 40 km/h over seven different road
surfaces. The thick solid line indicates the average power spectral density of the
data sets (adapted from Giacomin et al. 2004).

a) vertical direction; b) fore-and-aft direction; c) lateral direction.
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1.4 Research Objectives

For diesel engine idle, most existing literature treats the effect of motor controller design on
engine idle stability (Shim et al., 1996; Bidan et al., 1998; Hinze and Cheng, 1998; De Nicalao et
al., 1999) or it treats the subjective annoyance produced by diesel engine idle sound (Lowet et al,
1998; Shafiquzzaman et al.,, 2000; Gonzalez et al., 2003). To date, no scientific research has
evaluated the effect of fuel content on the human subjective response to engine idle vibration. In
addition, no research has previously been performed to produce a model describing the human

subjective response to diesel idle vibration perceived through the automotive steering wheel.

The research described in this thesis is focused on the digital signal processing analysis of diesél
idle vibration in automobiles, and on the human subjective response to steering wheel idle
vibration. The main objectives were to measure the engine and steering wheel idle vibration
signature of diesel-engined automobiles which had different engine technologies and which
operated under different fuel conditions, to determine the optimal wavelet-based signal
processing method with which analyse the data, and to develop a model of human hand-arm

perception of the resulting time-varying vibrotactile stimuli. The research activity therefore

consisted of the following tasks:

e to carry out a literature survey of diesel engine idle vibration, of steering wheel vibration

and of the existing methods for evaluating the human perception of hand-arm vibration:

e to measure the vibration emissions of several representative 4-cylinder diesel-engined

automobiles under several fuel conditions;

e to identify the salient statistical characteristics of steering wheel idle vibration by means of

time-varying signal analysis (wavelet analysis);
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¢ to determine the growth function which best describes the human subjective response to

the idle vibration stimuli occurring at the steering wheel.

The main questions which the research set out to answer were the following:

e What vibrational signatures occur at the steering wheel of diesel-engined automobiles
when at idle? And how much are these related to the vibration signature measured at the

engine?

o How do the vibration signatures change when changing from one fuel to another ? And

how much can the signatures vary from one engine to another ?

e What is the most appropriate wavelet-based signal processing method to use for

quantifying the statistical variation of diesel idle vibration signals ?

e What is the most appropriate psychophysical method to use for quantifying the human
subjective response to the diesel engine idle vibration which arrives at the driver through

the steering wheel ?

e How can the human subjective response to idle vibration stimuli, which are perceived
through the steering wheel, be modelled ? And how might this be used in practice by the

producers of fuels, engines and of complete automobiles ?
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Chapter 2

A review of the Human Response to
Hand-Arm Vibration

2.1 Introduction

When a vibrating device is held in the hands, the effect of interest is local to that source of
vibration. In such cases the terms ‘local vibration’, ‘hand-arm vibration’ and hand-transmitted
vibration are often used (Griffin, 1990). The last term is frequently used to refer to vibration
occurring at the hand which is transmitted into the body. ‘Whole-body vibration', in contrast, refers
to macroscopic body movements of the type which arise when a person is standing on a vibrating
surface, when lying supine on a vibrating surface or when sitting on a vibrating surface. This is
the case of sitting on a car seat which vibrates, or standing on the vibrating floor of a train. In this

thesis, human response to hand-arm vibration has been investigated.

Humans are normally exposed to vibration from daily activities on a regular basis. Studies have

shown that high levels of vibration exposure to the hand and fingers can result in symptoms of
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physiological disorder, such as peripheral vascular (Taylor et al., 1975), neurological or muscular
responses (Griffin, 1982; Pelmear et al., 1992), and bone and joint disorders (lwata, 1968). In
addition, somatosensory perception and tactile function may be temporarily decreased
(Nishiyama and Watanabe, 1981). Changes in tactile function have been linked to changes in the
sensitivity of specific types of mechanoreceptive nerve endings (Brammer and Verrillo, 1988).
Previous research on hand-arm vibration has mainly involved the occupational diseases and
hazards associated with the working tools (e.g. chain saw, drills, etc.) used by industrial workers
(Miura et al., 1957; Griffin, 1981). Conversely, many vibration exposures of the hand occur at low
magnitudes, or for short durations, and are more associated with discomfort or annoyance than
injury or disease. This is the case of automobile steering wheel vibration (Mansfield and Marshall,

2001; Giacomin et al., 2004).

Understanding the way in which vibration is transmitted to, and through, the hand-arm system
(Stelling and Dupuis, 1996; Sdrensson and Burstrdm, 1997) is a necessary step towards the
definition of the effects of vibration on human comfort, performance and health. Nevertheless, in
many applications, knowledge of how much vibration occurs at various locations is of little value
without knowledge of the relation between the vibration and its subjective judgement (Stevens,
1986; Gescheider, 1997). Therefore, the methods used to study hand-arm vibration operate at

different levels whose objectives can be categorised as the following:

Mechanical response: an important approach to the problem of assessing human vibration has
been to experimentally investigate the mechanical response of subjects to given stimuli. The
results of such studies are often expressed in terms of mechanical impedance or transmissibility,

and the values of the resonance frequencies.

Health effects and activity interference: since 1907 (HMSO, 1907) numerous investigations have

treated the symptoms and methods of diagnosis of physiological, neurological, muscular, bone
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and joint disorders due to hand vibration exposure. The interference produced by hand-arm

vibration on work and other every-day activities has also been the subject of many studies.

Subjective response: experiments have been performed to quantify the subjective response to
vibration in terms of equivalent comfort curves, vibrotactile thresholds, and frequency weightings.
Also, knowledge of the relationship between the physical stimuli and the subjective responses

has been used to define response scales which have a known relationship to discomfort.

The purpose of this chapter is to provide an introduction to the human mechanical and subjective
response to hand-arm vibration, with emphasis on studies performed relative to steering wheel
stimuli. The most popular psychophysical methods used to establish the relationship between the
physical characteristics of the vibration stimuli and the associated subjective response judgement

will be presented in Chapter 3.

2.2 Biodynamic Response of the Hand-Arm System

Measures of the vibration transmitted to the hand (via mechanical impedance) and through the
hand and arm (via transmissibility measurements) provide invaluable insights into the relative
importance of different vibration frequencies (Stelling and Dupuis, 1996; Sérensson and
Burstrdom, 1997). Biodynamic measurements are convenient tools for investigating the influence
of variables such as hand-arm posture, body size, grip force and grip contact area on the likely
effect of vibration at the hand (Reynolds and Soedel, 1972; Pyykkd et al., 1976; Lundstrém and
Burstrom, 1989). The dynamic response of the hand-arm system is typically quantified by means
of transfer functions: driving-point mechanical impedance in which the driving force acting on the
system and resulting velocity of the system are measured at the same point and in the same
direction, and transmissibility in which two measures of the same quantity are obtained at two
different locations along the hand-arm system, such as the acceleration at the hand and the

acceleration at the shoulder.
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2.2.1 Driving Point Mechanical Impedance of the Hand-Arm System

The most frequently used method of reporting human mechanical response to hand-arm vibration

is the driving point impedance measurement. It is defined as:

Z(f)=€((;—)) (2.1)

where F is the input force measured at the driving point, v is the response velocity measured at
the driving point, and f is the frequency of oscillation. The mechanical impedance Z can be
described as a mechanical structure’s resistance to an applied vibration (Pyykkd et al., 1976;
Lundstrdm and Burstrom, 1989). For the hand-arm system, the driving-point mechanical
impedance is usually measured using a T-bar handle that is rigid over the frequency range from
10 to 1000 Hz (1SO5349-1, 2001). The handle is attached to a vibration exciter (e.g. an
electrodynamic shaker) to produce the input stimulus into the hand. The handle is also equipped

with strain gauges for measurements of both the grip and the feed forces applied by the subject to

the handle.

The mechanical impedance characteristics of the hand-arm system have been investigated by
several researchers (Reynolds and Soedel, 1972; Mishoe and Suggs, 1977; Lundstrdm and
Burstrém, 1989; Gurram et al., 1995b). Considerable differences are known to exist among the
impedance measurements reported by the different investigators. These differences may be due

to variations in the experimental techniques used, the hand-arm postures used and the grip

forces adopted.

Reynolds and Soedel (1972) studied the mechanical response of the hand-arm system to
translational sinusoidal vibration in the frequency range from 20 to 500 Hz when gripping a
handle. They concluded that arm position had only a minor effect on the impedance of the hand
across the frequency range tested, but that grip tightness and hand pressure influenced the
vibration response at frequencies greater than 60 Hz. They also suggested that once a method of

grip had been established, the hand-arm system could be treated as a linear system.
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Lundstrém and Burstrom (1989) investigated the mechanical impedance of the hand-arm system
in the frequency range from 20 to 1500 Hz. Firmer grips as well as higher vibration levels resulted
in higher impedance magnitudes for frequencies above 100 Hz. Below 100 Hz, increasing the
vibration input lowered somewhat the hand-arm impedance, while the grip force had little or no
influence. All impedance curves had a pronounced minimum in the frequency range from 50 to
150 Hz, while the overall tendency outside that frequency range was of increasing impedance
with increasing frequency, indicating that remote elements of the arm become less active as the

frequency rises, eventually reaching a situation where only the fingers vibrate with the handle.

Typical values of impedance have been defined by summarising the values reported in the
literature for similar measurement conditions. The mechanical impedance of the hand-arm system
under conditions representative of power-tool operation is shown in Figure 2.1 (Gurram et al.,
1995b) for vibration along the directions X, Yn and Z, of the standardized coordinate system for
the hand (refer to Figure 2.11 for a definition of the coordinate system). The dotted line shows the
mean value of the data, while the dark solid lines indicate the maximum and minimum values

found in the data. Also shown is a dashed line which represents the impedance values of a 4-

degree-of-freedom biodynamic model.

From Figure 2.1 it can be seen that the mechanical impedance of the hand-arm system in the X,
direction increases in magnitude with frequency, with a maximum from 20 to 70 Hz. The variation
in the mean impedance magnitude in the Y, and Z, directions is less pronounced, and more
difficult to describe. The standard error in impedance magnitude approached 30-37 percent at
1000 Hz. From the analysis of their data, Gurram et al. have suggested that changes in the grip
force caused variations in the mechanical impedance magnitude and phase estimates of less

than 10 percent at all frequencies below 100 Hz.
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Figure 2.1 Mechanical impedance of the hand-arm system in the three orthogonal directions as
defined in ISO 5349: (a) X, direction (b) Y, direction (c) Z, direction.
(reproduced from Gurram, 1995b).

2.2.2 Vibration Transmissibility through the Hand-Arm System

Transmissibility is normally expressed in terms of the measured acceleration since
accelerometers are the mostly commonly used motion sensors (BS6842, 1987; 1SO5349-1,

2001). When expressed in terms of acceleration, transmissibility is defined as:

H(f )=M—) (2.2)
a,(f)

where the acceleration a is measured at reference points which represent the points of input and

output to the system, and f is the frequency of the vibration. The acceleration at the input is

usually measured by an accelerometer attached to the hand where the vibration enters, while the

acceleration at the output is measured by one attached to a specific location of the body, such as

the head , wrist, elbow, shoulder, neck, teeth, etc. (Pyykké et al., 1976; Reynolds and Angevine,

1977; Sakakibara et al., 1986) by means of an appropriate device.
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Common to the transmissibility results found in the literature is a considerable attenuation of
vibration at frequencies above 100 Hz (Pyykkd et al., 1976), whereas vibration at frequencies
below 40 Hz was generally found to be transmitted to the hand with little attenuation (Sérensson
and Lundstrdm, 1992). This suggests that the hand-arm system operates as a low-pass filter.
Iwata et al. (1972) studied the properties of the hand-arm system by using varying psychophysical
compression forces and an input acceleration level of 2 g in the frequency range from 6.3 to 100
Hz. They reported that at very low frequencies (from 6.3 to 20 Hz) the hand-arm system operates

like an amplifier due to the presence of resonances.

Sorensson and Burstrdm (1997) investigated the transmission of vibrational energy to three
selected points along the hand and arm (i.e. knuckle, wrist and elbow). They estimated the
transmissibility for two different kinds of vibration exposure: random vibration within the frequency
range 20 to 5000 Hz, and sinusoidal vibration at eight different vibration frequencies from 20 to
1600 Hz. They found that the energy transmission to different parts of the hand and arm
decreased with the distance from the vibration source. Moreover, a comparison with the random

exposure showed that sinusoidal excitation lead to higher transmission of vibrational energy.

2.3 Subjective Response to Hand-Arm Vibration

With respect to human subjective response, Reynolds et al. (1977) have stated that the human
subjective response to hand-arm vibration is composed of four main parameters: quality,
intensity, locus and affect. Quality is the subjective difference that allows a name to be associated
with a sensation, i.e. heat or cold, taste, smell, etc. Intensity represents the strength or amplitude
of perception. Locus indicates the position from which the sensation originates. Affect is the
characteristic of the sensation that allows a subject to classify the sensation as pleasant or

unpleasant.

The subjective response to hand-arm vibration has been found to depend on many vibration

variables (Griffin, 1990). In particular, research (Griffin, 1990; Giacomin and Onesti, 1999;
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Haasnoot and Mansfield, 2003) has shown that the subjective response to mechanical vibration is
highly dependent on the frequency of the vibration. This section therefore provides an overview of

the main independent variables which affect the subjective response to hand-arm vibration.

2.3.1 The Cutaneous Mechanoreceptors

The human skin acts as a sensor to various forms of external energy such as mechanical,
thermal, chemical or electrical stimuli. The sensory effect of stimulation of the skin is termed
cutaneous sensitivity (Martin and Jessell, 1999). Research has demonstrated that the glabrous
(non-hairy) skin of the hand contains different types of mechanoreceptors, the cutaneous end
organs responsible for transducing mechanical energy into neural signals. Bolanowski and
Gescheider (1988), in a series of experiments involving selective masking of the various tactile
receptors, provided evidence for the existence of four main afferent fibre types in glabrous skin.
These receptors are the Merkel's disks, Ruffini cylinders, Meissner's corpuscles and Pacinian
corpuscles (see Figure 2.2). The four receptors form the so-called four-channel model of
mechanoreception which is currently accepted by most psychophysical researchers (Bolanowski

Jr and Gescheider, 1988; Hollins and Roy, 1996; Gescheider et al., 2001; Morioka, 2001).

Sweat duct

Epdermis —

T Merkel'sdise (NP )

Messner s corpuscle (NP |)
| ORCTT subpapilary plesus

Dermis - s b Ruttini's ending (NP IIl)

(= e Dermal plexus

Figure 2.2 Cross-section of glabrous skin showing the different mechanoreceptors
involved in vibrotactile perception (reproduced by Griffin, 1990).
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Studies involving electrophysiological recording (Talbot et al., 1968; Mountcastle et al., 1972),
direct recordings from human nerves (Knibestol and Vallbo, 1970; Johansson et al., 1982; Phillips
et al., 1992) and psychophysics (Békésy, 1940; Verrillo, 1966b; Gescheider, 1976; Verrillo, 1985;
Bolanowski Jr and Gescheider, 1988; Lamoré and Keemink, 1988; Hollins and Roy, 1996;
Gescheider et al.,, 2001) have shown these mechanoreceptive fibres to possess distinct
capacities to respond to specific frequency ranges of vibratory stimuli. The mechanoreceptive
fibres are thus classified depending on how quickly they adapt to a steady stimulus, being defined
as either fast acting (FA) or slow acting (SA). Slowly acting units continue to respond throughout

the duration of the stimulus, whereas the response dies out quickly in the case of the fast acting

units (Johansson et al., 1982).

The four-channel model consists of the high frequency Pacinian (P) channel and the high
frequency non-Pacinian NP Il channel, along with the two low frequency channels non-Pacinian
NP | and non-Pacinian NP Ill. Research has suggested that stimuli detection may be performed
within the individual channel that is most sensitive to the signal in question (Bolanowski Jr and
Gescheider, 1988; Hollins and Roy, 1996; Gescheider et al., 2001). Evidence to support the
independence of the different sensory channels is found in studies of adaptation (Verrillo and
Gescheider, 1977), of enhancement (Gescheider et al., 1977) and of masking (Labs et al., 1978;
Hamer et al., 1983). Table 2.1 summarises the salient characteristics of the four channel model of
mechanoreception, while Figure 2.3 illustrates the differences in area and frequency selectivity

between the four tactile channels.

Table 2.1 Properties of the four-channel model of mechanoreception.

Frequency range Frequency range
Type of tactile Associated neural Phy gical P response Froq'u:‘::iu :':'::’:o‘:; Spatial Temporal
channel receplors characteristics small contactor large contactor uomlllvll funetion summation|summation
(0.008 cm?) (2.9 cm?) Y

Pacinian (P) Pacinian corpuscles | fast adapting (FA 2) none high freq. (40 + 700 Hz) | 250 + 300 Hz | U-shape YES YES
* K

Non-pacinian (NP 1) | Meissner corpuscles | fast adapting (FA 1) low freq. (3 + 100 Hz) low freq. (3 + 35 Hz) 30 + 50 Hz flat NO NO
* Kok

Non-pacinian (NP 1) Merkel disks slow adapting (SA 1) | high freq. (15 + 400 Hz) none 250 + 300 Hz | U-shape YES YES

koK )
Non-pacinian (NP Il1) Ruffini cylinders slow adapting (SA 2) low freq. (0.4 + 3 Hz) low freq. (0.4 + 3 Hz) 04 +2Hz flat NO NO

* Verrillo (1985). ** (Talbot et al., 1968; Mountcastle et al., 1972). *** (Labs et al., 1978; Gescheider et al., 1985). **** (Bolanowski and Gescheider,1988).
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Figure 2.3 Detection threshold as a function of frequency and of contactor area for the
four individual tactile channels (reproduced from Gescheider 2001).

2.3.2 Effect of Vibration Frequency on Subjective Response

The effect of frequency on human perceived discomfort has led several researchers to measure
perception thresholds and annoyance thresholds. Research has shown that a constant vibration
magnitude does not produce the same discomfort at all frequencies (Stevens, 1986; Giriffin,
1990). Figure 2.4 presents a set of contours of equal sensation magnitude obtained by Verrillo et.
al. (1969) using sinusoidal vibration stimuli applied to the skin of the index finger by means of a
vibrating needle. Each curve describes the combinations of frequency and amplitude that result in
judgments of equal subjective intensity. At threshold, the curve is U-shaped, resembling the
vibrotactile perception threshold of the hand (Verrillo, 1985), and has a flattened portion in the
frequency range below 40 Hz. As the vibration intensity increases the contours assume a
smoother shape over the high frequency range from 100 to 1000 Hz. The flattering of the equal
sensation curves as the vibration intensity increases is analogous to the behaviour of the well-
known equal loudness contours for hearing (Moore, 2003), indicating that high-intensity sounds

appear equally loud regardless of the frequency.
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Figure 2.4 Equal sensation magnitude contours. Each curve describes the combinations

of frequency and intensity that give rise to equal sensation magnitudes
(reproduced from Verrillo et al 1969).

Research has suggested that, when plotted in terms of acceleration amplitude, human subjective
response to hand-arm vibration decreases almost monotonically as a function of frequency.
(Miura et al., 1959; Miwa, 1967; Reynolds et al., 1977; Verrillo, 1985; Griffin, 1990; Giacomin et
al., 2001). Miwa (1967) for instance performed equal sensation and annoyance threshold tests for
10 subjects holding their palm flat against a vibrating plate, for vertical and horizontal vibration.
Acceleration threshold was found to reach a maximum sensitivity at 100 Hz. Reynolds et al.
(1977) studied the subjective response to vertical and axial direction translational handle vibration
by measuring perception and annoyance threshold curves for eight test subjects. For a fixed

acceleration amplitude, their results showed a general trend of reduced sensitivity with increasing

frequency.

Most previous research on the subjective response to hand-arm vibration has investigated the
change in perception threshold, or the change in the perceived intensity, at the finger and hand in
the horizontal and vertical directions for translating handles or plates. The literature relative to

rotational movement of handles, which is directly applicable to the vehicular steering wheel, is,
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however, limited. Giacomin and Onesti (1999) produced equal sensation curves for the frequency
range from 8 Hz to 125 Hz using sinusoidal excitation at reference amplitudes of 1.86 and 5.58
m/s?. They concluded that a linear iso-comfort weighting might be acceptable at 5-10% accuracy
for evaluating typical steering wheel vibration signals over the frequency range considered, and
that grip tightness would not greatly effect the evaluation. Giacomin et al. (2004) have
investigated the hand-arm perception of rotational steering wheel vibration by means of four equal
sensation and one annoyance threshold tests. All equal sensation curves showed a decrease in
human sensitivity to hand-arm vibration with increasing frequency. Giacomin et. al. suggested
that two characteristic transition points existed in the curves of equal subjective response (see
Figure 2.5) at frequencies of 6.3 Hz and in the interval of 50 to 80 Hz. The first was stated to be
due to mechanical decoupling of the hand-arm system, while the second was claimed be due to

the onset of Pacinian receptor output.
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. Hand hoking a handle in the axialdirection
(Reynolds etal 1977)

& Handpressing a flate plate in the vertical
direction (Miwa, 1967)
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® Bothhands holding a rotating steering
wheel(Giacomin et al 2004) /

Synthesis curve of lowest values /
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Figure 2.5 Synthesis curve of hand-arm system vibration perception: Equal sensation data from
studies of translational and rotational vibration (reproduced from Giacomin et al. 2004).

International Organization for Standardization 5349-1 (2001) and British Standards Institution
6842 (1987) define a frequency weighting, called W, to assess the severity of hand-transmitted

vibration over the frequency range 8-1000 Hz (refer to Figure 2.6). The same frequency weighting
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W, is used for each of the three axes of vibration at the point of entry of vibration to the hand. The
frequency weighting Wy, was primarily defined for use in reporting hand-arm exposures for the
purpose of quantifying health effects. As the only internationally standardised frequency
weighting, Wy, has often been used in the automotive industry for evaluating steering wheel
vibrational discomfort by means of measurements performed in both the translational and
rotational directions of the wheel (Peruzzetto, 1988; Pak et al., 1991; Isomura et al., 1995).
Giacomin et al. (2004) have proposed a frequency weighting, W; (refer to Figure 2.6), for the
purpose of evaluating the human subjective discomfort response to rotational vibrations of the
type encountered in vehicles, over the frequency range from 3 to 315 Hz. Comparison of W; to
the W}, suggests important differences at low (3 to 6.3 Hz), intermediate (6.3 to 50 Hz) and high
(greater than 50 Hz) frequencies. A particular point of note is the lower human sensitivity to

vibration indicated by Wy, at frequencies lower than 6.3 Hz.
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Figure 2.6 Comparison between the proposed frequency weighting W; for rotational
steering wheel vibration and the international standard frequency weighting W,,
(reproduced from Giacomin et al., 2004).

2.3.3 Effect of Vibration Magnitude on Subjective Response

The magnitude of a mechanical vibration refers to the extent of its oscillatory motion. It can be

measured in terms of either displacement, velocity, or acceleration. For practical convenience, the
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magnitude of vibration is usually expressed in terms of the acceleration, whose units are m/s?,
and is usually measured by means of accelerometers (ISO 5349-1, 2001). Magnitude of hand-
transmitted vibration is usually expressed as an average power of the acceleration, namely the

root-mean-square value (m/s® r.m.s.) defined by:

rms. = Ii% f a’(t) dt:l2 (2.3)

where T is the duration over which the r.m.s. value is determined, a(t) is the instantaneous

acceleration value and ¢ is a time increment. The r.m.s. value has generally been adopted as the
preferred method for quantifying the severity of human vibration exposures (ISO5349-1, 2001).
The acceleration magnitude can also be expressed as acceleration level (in decibels, dB) by

using a logarithmic scale. It is defined as:

L= 2010g,°[a"’""' ] (2.4)
a

0
where a,...;. is the root mean square acceleration being measured, and ay is the reference level of

10 m/s? defined for acceleration (1ISO1683, 1983). With the reference level of 10° m/s? an

acceleration of 1 m/s? corresponds to 120 dB, while an acceleration of 10 m/s? corresponds to
140 dB.

Another measure used in the evaluation of vibration severity is the vibration-dose-value (VDV)
which is defined as (BS-EN-1S08041, 2005):

VDV{ J: a‘(t)dtj|4 (2.5)

where T is the duration over which the VDV value is determined and a(t) is the instantaneous

acceleration. The VDV value provides a cumulative measure of the vibration exposure, and being
a fourth power method, has been shown in studies of whole-body vibration (Howarth and Giriffin,
1991) to account for the greater effect on human subjective response of the high amplitude peaks

which occur in the time history. While not having been formalised in any current international
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standard, VDV values have been used (Giacomin and Fustes, 2005) for quantifying the human
subjective response to hand-arm vibration since VDV is more sensitive to large amplitude

accelerations than are r.m.s. values.

Several studies have attempted to answer the question how the human subjective response to
hand-arm vibration changes as a function of the magnitude of the vibration. Verrillo et al. (1969)
for example determined the rate at which the subjective intensity of the vibration grows as a
function of the amplitude using sinusoidal vibration stimuli applied to the skin of the index finger
by means of a vibrating needle. The resulting curves, shown in Figure 2.7, suggest that the
subjective magnitude of the stimulation increases as the physical intensity of the vibration is
increased. At low intensities, the subjective response was found to grow approximately linearly
with respect to the intensity of the vibration stimulus at frequencies from 25 to 250 Hz. This result
is in agreement with Zwislocki's theory of vibration sensitivity (Zwislocki, 1960) which states that
sensory magnitude is approximately proportional to the stimulus intensity near threshold. The
subjective response curves of Figure 2.7 are parallel at the upper intensities except for the 500
Hz stimuli which is steeper. This result was thought to be a reflection of the flattening of the equal

sensation curves of Figure 2.4 as the vibration intensity increases.
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Figure 2.7 Subjective magnitude of suprathreshold vibration presented at the fingertip at
frequencies of 25, 100, 250 and 500 Hz (reproduced from Verrillo et al. 1969).
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Hollins and Roy (1996) investigated the perceived intensity of vibrotactile stimuli presented to the
left index fingerpad of the hand at sinusoidal frequencies ranging from 10 to 200 Hz. They found
that perceived intensity at a given frequency increased as a function of the physical amplitude in
all the subjects, as shown Figure 2.8. They also found that frequencies between 25 and 75 Hz

produced the most intense sensations.
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Figure 2.8 Perceived intensity of 10 Hz vibrotactile sinusoidal stimuli delivered to the index
fingerpad as a function of amplitude. Data are shown as mean plus or minus
one standard deviation (reproduced from Hollind and Roy, 1996).

Wos et al. (1988) studied the subjective response to hand-arm vibration as a function of the
vibration intensity, using sinusoidal stimuli of frequencies of 30, 75 and 187 Hz at five amplitude
values ranging from 26 to 5130 pym peak-to-peak values. The function describing the relationship
between the stimulus amplitude and the subjective response was determined for two different
groups of test subjects: one consisting of engineers with experience in analysing vibrational
phenomena, and the other of individuals with no specific experience in analysing vibrational
phenomena. Subjective response was found to be a negatively acceleration function of the

vibration intensity. As shown in Figure 2.9, the experienced engineers were found to provide
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higher intensity ratings at the test frequencies of 30 and 75 Hz. Figure 2.9 also presents the line
of best fit through the mean subjective response values, which was a power function with

exponent ranging from 0.72 to 1.10 (refer to section 3.3 for a definition of a power law).
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Figure 2.9 Subjective response to hand-arm vibration as a function of vibration intensity for
sinusoidal stimuli delivered to the hand. Data are determined for both engineers
with experience in analysing vibrational phenomena (indicated as Re),and
individuals with no specific experience in analysing vibrational phenomena
(indicated as Rine). Data are presented as mean value plus or minus one standard
deviation.

(a) perceived vibration intensity obtained with sinusoidal vibration of 30 Hz.
(b) perceived vibration intensity obtained with sinusoidal vibration of 75 Hz.

An important case of the effect of amplitude is that of amplitude-modulated (AM) vibration. This
stimulus type has been little investigated since the majority of the psychophysical studies have
used sinusoidal or random stimuli for vibrotactile intensity perception (for a review see Verrillo and
Gescheider, 1992). Evidence that the tactile system may have temporal processing abilities in
detection of amplitude modulated stimuli can be found in earlier experiments of flicker perception
on the skin by Békésy (1957). A work by Gescheider (1967) reported that two pulses stimuli
separated by more than 10 ms were perceived as different stimuli. In terms of sensitivity to
amplitude modulation, this implies that modulation frequencies up to 100 Hz (i.e.1/10ms) can be

perceived.
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One study, however, was that of Lamoré et al. (1986) who found that high-frequency (1000-2000
Hz) sinusoidal vibrations of the skin, which are normally imperceptible, induced maximum
sensitivity when amplitude modulation was applied at modulation frequencies between 100 and
300 Hz. However, the use of high-frequency stimuli makes this an atypical study being outside
the range of vibration frequency, up to about 350Hz (Verrillo, 1985), to which the tactile system is
normally responsive. Research by Weisenberger (1986) on temporal sensitivity in the tactile
system used modulated sinusoidal carrier frequencies within the range of human vibrotactile
sensitivity as well as wide band and narrow band noise carriers. The results showed that the
perception of amplitude modulation using sinusoids is superior to that with wide or narrow band
noise. Weisenberger determined the threshold value of the depth of the modulation, which is the
depth of the modulation necessary to just allow discrimination between a modulated and an
unmodulated waveform. The results, shown in Figure 2.10, indicated that the modulation depth at
threshold determined for an unmodulated sinusoidal carrier waveform of 25 Hz is about 0.2 for
modulation frequency ranging from 5 to 10 Hz. As the carrier frequency increases up to 250 Hz
the data showed large differences in modulation sensitivity reflecting the separate
mechanoreceptive response systems at low (0.4-100 Hz) and high (40-700 Hz) frequencies.
Weisenberg concluded that although not as sensitive to amplitude modulation as the auditory
system, the vibrotactile system can reasonably be expected to resolve temporally varying

waveforms.
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Figure 2.10 Modulation depth thresholds for detection of sinusoidal amplitude modulated

stimuli with carrier frequency at 25, 50, 100 and 250 Hz (reproduced from
Weisenberg, 1986).
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2.3.4 Effect of Vibration Direction on Subjective Response

The vibration along one axis of a handle may differ greatly from that along other axis.
International Organization for Standardization 5349-1 (2001) and British Standards Institution
6842 (1987) define the directions along which the vibration is transmitted to the hand, referring to
the anatomical and basicentric co-ordinate system, as presented in Figure 2.11. The anatomical
co-ordinate system is defined in both standards as centred on the hand in the head of the third
metacarpal bone. The basicentric co-ordinate system, instead, is defined as centred on (or

adjacent to) the vibrating surface. In practice, vibration measurements are usually made with

respect to a basicentric co-ordinate system (ISO 5349-1, 2001).

Xh’;y

Anatomical
co-ordinate system
Basicentric
co-ordinate system

Figure 2.11 Standardized anatomical and basicentric co-ordinate system for the
directions of vibration for the hand (reproduced from ISO 5349-1, 2001).

ISO 5349-1 suggests that the severity of vibration can often be sufficiently characterised by the
acceleration along the dominant axis of vibration. In the studies of equal sensation and
annoyance threshold tests reported by Miwa (1967), it was found that the subjective response to
hand-arm vibration was the same in both the horizontal and the vertical directions, for one or two

hands pushing against the plate, and for various shapes of the handle grip. Reynolds et al. (1977)
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studied the subjective response to vertical and axial direction, translational, handle vibration for
eight test subjects. For a fixed acceleration amplitude, they observed that vibration along the
vertical direction caused the greatest discomfort, while vibration along the tubular handle caused

the least discomfort.

For what regards perceived discomfort relative to an automotive steering wheel, Schréder and
Zhang (1997) have investigated the subjective response to steering wheel acceleration stimuli
measured along the three orthogonal axes on a mid-sized European passenger car for different
driving speeds ranging from 30 to 70 Km/h over three different road surfaces. Correlation analysis
between the subjective ratings and the measured steering wheel acceleration suggested that the
vibration level along the vertical direction of the steering wheel correlated best with the subjective
ratings of the drivers in the frequency range from 30 to 90 Hz, which is the frequency range where
most of the vibration energy is present at the steering wheel (Peruzzetto, 1988, Amman et al.,

2001; Giacomin et al., 2004).

2.3.5 Effect of Vibration Duration on Subjective Response

Extensive research has shown that the stimulus duration affects both the vibrotactile sensitivity at
threshold (Verrillo, 1965; Gescheider, 1976; Verrillo, 1985; Gescheider et al., 1990; Checkosky
and Bolanowski Jr, 1992; Gescheider et al., 1994b; Gescheider et al., 1996; Gescheider et al.,
1999; Gescheider et al., 2001) and at suprathreshold levels of stimulation (Verrillo et al., 1969;
Gescheider and Joelson, 1983). For stimuli frequencies greater than 40 Hz and stimuli durations
shorter than approximately 0.5 seconds, the threshold amplitude for detection has been found to
decrease monotonically with stimulus duration. The phenomenon is usually referred to as
temporal summation or temporal integration. For stimuli frequencies greater than 40 Hz, the
perception threshold does not change with increases in stimulus duration beyond 1.0 second. For

vibration frequencies less than 40 Hz, no temporal summation has been observed.
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Figure 2.12 illustrates the nature of the temporal summation effect in terms of perception
thresholds for vibratory stimulation at 30 Hz and 200 Hz delivered to the hand. It can be seen that
the non-Pacinian channels NP | and NP lll have an approximately constant sensitivity at low
frequencies below 40 Hz and thus do not present temporal integration properties (Verrillo, 1965;
Gescheider, 1976; Bolanowski Jr and Gescheider, 1988; Gescheider et al, 1994). Since
increases in stimulus duration produce decreases in the thresholds of the Pacinian receptors (at
200 Hz) and the non-Pacinian NP 1l receptors (at 30 Hz), these two sensory systems are believed

to be capable of temporal integration (Verrillo, 1965, 1966a; Gescheider, 1976; Gescheider et al.,
1985; Bolanowski Jr and Gescheider, 1988).
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Figure 2.12 Temporal summation effects on vibrotactile perception threshold (reproduced
from Gescheider, 1976):

Most laboratory studies in which subjects have been asked to judge the discomfort of vibration
have been conducted with rather brief vibration exposures. For example Miwa (Miwa, 1968) has
asked subjects to judge the relative discomfort produced by short periods of sinusoidal vibration,
and pulsed sinusoidal vibration, for signal durations up to 6 seconds. He suggested that for
vibration in the range 2-60 Hz there is no further increase in discomfort sensation for stimuli
durations greater than approximately 2.0 seconds, whereas for vibration in the range from 60 to

200 Hz the same limit is approximately 0.8 seconds.
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Chapter 3

Concepts from the Field of
Psychophysics

3.1 Introduction

Psychophysics is the study of the relationship between the properties of physical stimuli and the
psychologicalireactions to those properties (Coren and Ward, 1989). Sensation refers to the
process of detecting and encoding the physical stimulus by means of the sensory system, which
sends the information to the brain, while perception refers to the results of the mental processing
of the brain, which involves relationships, context, past experience and memory. Figure 3.1
summaries the psychophysical process through which the sensory information passes from the
physical stimulus to its perception, and subsequent subjective response. The first stage of the
psychological process is the physical dimension. The stimulus can be represented as a single
point along a certain dimension (e.g. the intensity of the vibration) and can be measured by
instruments (such as accelerometers) that assign a value along a physical (objective) scale. The

second stage is represented by the internal subjective experience. At this stage, the sensory
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systems undergo a stimulus coming from the environment, and the perceptual experience creates
an inner dimension of the stimulus. The last stage is represented by the subjective response. At
this stage the human subject can report his or her subjective judgment of the stimulus based on

his or her internal subjective experience.

Physical stimulus

i

|

Sensory Perceptual
':> process E:> process :>

Figure 3.1 Psychophysical process.

& Subjective
fesponse

Classical psychophysical methods, as proposed by E. H. Weber and Gustav Fechner (Guilford,
1954) as early as 1860, are concerned with the measurement of the sensory limits of the human
sense organs. The stimulus threshold (also called absolute threshold) is defined as the smallest
amount of stimulus energy necessary to produce a sensation. The difference threshold (DL) is
defined as the amount of change in a stimulus required to produce a just noticeable difference
(JND) in the sensation. For what regards tactile sensitivity, classical psychophysical methods
have been used to determine vibration perception thresholds (Verrillo, 1985; Morioka, 1999) and
to determine the difference threshold for the detection of changes in vibration amplitude for the

hand-arm system (Knudson, 1928; Craig, 1972; Gescheider et al., 1990).

Although the investigation of sensory thresholds provides valuable information about the senses,
it does not in itself provide a complete picture of a sensory system, since absolute and difference
thresholds are not stated in sensation units but rather in units of stimulus energy (Gescheide,
1997). It is assumed that many factors make a human subject respond differently on different
occasions to identical levels of sensory experience (Marks and Stevens, 1965; Algom and Marks,
1984, Zwislocki, 1991). The exact relationship between physical quantities and the sensations
they produce must therefore be determined experimentally. Psychophysical scaling methods are

used in order to establish metric scales which describe the human subjective response.
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Different psychophysical methods developed for the scaling of sensory attributes can measure
the human subjective response to many forms of nonmetric (i.e. stimuli that can be arranged only
on a nominal scale) (Stevens and Harris, 1962; Stevens, 1966) and metric stimuli (Verrillo, 1985;
Gescheider et al., 1990). Psychophysical scaling methods can be described as belonging to one
of two major classes. One class involves indirect rating of the stimuli, where the psychophysical
scale is constructed by means of statistical assumptions, which are imposed on the experimental
data. In this case, the measure of sensory magnitude comes from the discrimination of
differences between physical stimuli. On the other hand, the direct methods are based on scaling
procedures which assume that human subjects are capable of making direct and meaningful
evaluations of the magnitude of their sensory experiences. In psychophysical experiments
involving the direct methods, the test subjects provide an estimate of their subjective response to

the stimuli.

In the research presented in this thesis, psychophysical experiments were performed in order to
investigate the human subjective response to hand-arm vibration. This chapter therefore presents
an overview of the most commonly used scaling methods, and a review of the studies involving

the modelling of the human subjective response to vibration.

3.2 Weber's Law and Fechner’s Law

Psychophysical theory (Coren and Ward, 1989) has shown that to discriminate two stimuli as
different it is necessary that they present a specific difference, Al, in the magnitude of the
physical stimuli. The value of Al represents the smallest increment of a stimulus that can be
detected. The proportion by which a stimulus intensity 7 must be changed in order to produce a
just noticeable difference (JND) in sensation is referred to as the Weber fraction (WF):

AII_= c (3.1)
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where Al is the difference threshold in the physical stimulus of intensity I, and ¢ is the Weber
fraction. The difference threshold Al increases with increases in the magnitude of the vibration
stimulus I, whereas c is a constant which depends on the type of stimulus. The Weber fraction
indicates the amount by which a stimulus must differ from another stimulus so as to be detected.
The smaller the Weber value, the greater the sensitivity to stimulus differences along a sensory
dimension. The Weber fraction for hand-transmitted vibration has been found to vary from a
minimum of 0.05 as found by Knudson (1928) in a study for the detection of changes in vibration
amplitude using needles indenting the skin of the fingertips, to a maximum of 0.15 to 0.18 as
found by Morioka (1999) in a study using sinusoidal vibration at frequencies from 8 to 500 Hz
applied to a wooden handle. Common to all the studies is that the WF was found to be

independent of stimulus frequency.

Classical psychophysical methods are based on the assumption that sensations are not directly
measurable. Fechner, by assuming the validity of Weber's law of Eq. (3.1), derived indirect
measures of sensory magnitude from the physical measurements of the difference thresholds in
the stimulus magnitude. The general assumption made by Fechner and co-workers (Fullerton and
Cattel, 1892; Thorndike, 1910) was that all the JND’s were equal psychological increments in
sensation magnitude, regardless of the size of difference threshold AI, since the JND, which
represents the smallest detectable increment in a sensation, is always the same size
psychologically. Thus, Fechner developed a scale of sensation magnitude by counting the
number of JND's above absolute threshold for specific values of the stimulus intensity. Fechner
proposed that the sensation magnitude increased with the logarithm of the stimulus intensity,
deriving a general formula from the Weber's law, which is known as Fechner's law:

Y =clogl (3.2
where ¥ is the sensation magnitude, I is the intensity of the stimulus in units above the
absolute threshold, and ¢ is the Weber fraction. Fechner's law is presented in Figure 3.2 where it
can be seen that equal increments in sensation correspond to increasingly larger values of

stimulus intensity as the stimulus intensity increases.
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Fechner's law

Sensation magnitude

Stimulus intensity I

Figure 3.2 Relationship between stimulus intensity and perceived sensation
according to Fechner’s law (reproduced from Stevens, 1986).

3.3 Stevens’ Power Law

Stevens (1986) proposed that the psychophysical or perceived intensity of a stimulus was best
related to the physical intensity by a power law relationship, which in its most general form is

expressed as:

Y=Y +k(x-X,f (3.3)
where W is the subjective perceived magnitude, X is the stimulus magnitude, kis a constant
determined from the measurement units, the two constants ¥, and X, are the subjective and

stimulus magnitudes at threshold, which indicate the starting point of the growth function on the
response axis (y-axis) and on the stimulus axis (x-axis) respectively, and B is the power exponent
defining the growth of the human response. The calculation of the Stevens's power exponent B is
useful since it provides a metric which translates the measurable physical objective quantities into
perceived subjective quantities. The form of the psychophysical function is influenced by the size
of the exponent. An exponent of 1.0 corresponds to a linear function. An exponent of less than
1.0 corresponds to a concave downward function indicating a negatively accelerating relationship
between perceived intensity and physical stimulus amplitude, while an exponent greater than 1.0
corresponds to a concave upward function indicating a positively accelerating relationship.

Support that judgments of sensation intensity grow as power functions of stimulus intensity has
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been provided by experiments on a large number of perceptual continua. Power function
exponents have been found to be as small as 0.33 for brightness (Stevens and Stevens, 1963)
and loudness (Stevens, 1955), and as large as 3.5 for electric shock on the fingertip (Stevens et

al.,, 1958). An example of the Stevens’ power law obtained for three different modalities is

presented in Figure 3.3.
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Figure 3.3  Relationship between stimulus intensity and perceived sensation according to
Stevens’ power law (reproduced from Stevens, 1986).

In the case of vibrotactile perception, Stevens (Stevens, 1959) reported that the subjective
intensity of a 60 Hz vibration applied to the fingertip followed a power function with an exponent of
0.95, whereas for a 120 Hz vibration the exponent was 0.83 (Stevens, 1968). Similarly, Franzén
(Franzén, 1969) reported Stevens’ power exponents of 0.95 for 50 Hz, 0.81 for 100 Hz, 0.70 for
150 Hz and 0.58 for 250 Hz (see Figure 3.4).
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Figure 3.4 Subjective magnitude function of vibration stimuli presented at fingertip at
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Although a considerable amount of evidence (Stevens, 1986; Baird, 1997; Gescheider, 1997)
indicates that subjects obey the Stevens' power law (Eq. 3.3), the exponent values vary
considerably across individuals within the same experiment (Marks and Stevens, 1965;
Wanschura and Dawson, 1974; Logue, 1976; Hellman, 1981; Algom and Marks, 1984) and
across time within individuals (Logue, 1976; Teghtsoonian and Teghtsoonian, 1983; Marks,
1991). The fact that this occurs, despite averaging across multiple responses for each stimulus,
indicates that test subjects do not generally produce unique responses to the same stimuli
(Poulton, 1989). This suggests that the power exponent might be influenced by the

psychophysical scaling procedure used.

3.4 Psychophysical Scale Types

The type of scale achieved depends upon the character of the basic empirical operations
performed during the psychophysical test and on the nature of the sensory attribute being scaled
(Stevens, 1946; Marks, 1974a). Stevens (1986) distinguished two kinds of sensory continua
according to whether the corresponding stimulus dimension is based on quantity ( “prothetic”) or
quality (“metathetic”). Vibratory amplitude and vibratory frequency are two separate stimulus
dimensions, and the sensation evoked by each can be ordered by human subjects along the

prothetic scale of changing intensity or the metathetic scale of changing quality, respectively.

Different scaling methods can be applied to a given set of data, leading to different conclusions
(Marks, 1974a; Stevens, 1986; Gescheider, 1997). Four basic types of measurement scales have
been defined: nominal, ordinal, interval, and ratio scale (Gescheider, 1997). A nominal scale
categorises objects. The numbers on the nominal scale reflect only that the objects are different
from one another. Such nominal scales do not use numbers quantitatively and, therefore, cannot
provide a means of measurement. An ordinal scale uses numbers to rank objects with respect to
some characteristic such that different numbers have a greater-than-less-than relation between

them. The rank number represents the scale value for each measurement. However, in an ordinal
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scale, it is not possible to determine the distance between the objects with respect to the
characteristic being measured. In an interval scale, instead, the intervals between the scale
values represent meaningful distances between amounts of the property measured. In this way,
the difference between two scale values can be compared with the difference between two other
scale values. In an interval scale, the size of the differences between numbers, as well as their
ordinal relation, has meaning. However, the zero point of the scale can be set arbitrarily at the
scale value of one stimulus, and does not represent the zero amount of the property measured. A
ratio scale, on the other hand, as well as having the properties of order and distance, has a

natural origin where the ratios of the scale values have meaning.

According to Stevens (1960), the methods for constructing psychological scales can be classified
into three types: confusion scaling, partition scaling and ratio scaling. Each is designed to
generate a numerical scale of sensory magnitude, although each requires a different kind of
perceptual response from the test subject. Confusion scaling (also called discrimination scaling)
requires a test subject to make discriminative responses between stimuli that differ by a certain
number of JND’s. It relies on the ability of the test subject to make comparative differences and to
report whether the sensation produced by one stimulus is greater than or less than the sensation
produced by another stimulus. Confusion scales of sensation are based on indirect scaling
procedures, and are interval scales. Partition or category scales are obtained by direct scaling
procedures in which the test subjects have to make direct judgments of the psychalogical
differences among stimuli, and partition them into a limited number of categories. Partition scales
are therefore interval scales since the intervals between the scale values represent differences
between amounts of the property measured. Ratio scaling of sensation relies on the ability of the
test subject to make direct judgments of the ratio relationships between the magnitudes of
sensations. Table 3.1 summarizes the different type of psychological scales in terms of their

properties.
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Table 3.1 Main types of psychological scales.

Psychophysical | Scale type Empirical
Psychological process scaling method obtained operations Property of distance | Natural origin
. . . . Determination of
Ranking scaling Direct Ordinal scale greater or less NO NO
Confusion scaling Indirect Determi?atio? of
Interval scale squa ty o YES NO
Partition (category) Indi intervals or
sca"ng ndirect dl"erences
. . . . Determination of
Ratio scaling Direct Ratio scale equality of ratios YES YES

3.5 Psychophysical Scaling Methods

3.5.1 Indirect Scaling Methods

In the case of indirect scaling procedures, the sensory magnitudes of the stimuli are inferred from
measures of stimulus discriminability based upon comparative judgments. Thurstone’s law of
comparative judgement (Thurstone. 1959) is the indirect scaling method which is most frequently
used to construct a psychophysical scale, due to its generality and reliability. Classical
Fechnerian indirect methods based on JND counting are not considered suitable for constructing
scales since they depend on only the distance between the stimuli on the psychological
continuum, thus they do not take into account the statistical variability in the subjective estimates.
In this section, Thurstone's law of comparative judgement is therefore presented since it is the

best representative of the indirect scaling methods.

3.5.1.1 The Paired-Comparisons Method Using Thurstone’s Model

In the method of paired-comparisons (Thurstone, 1959; David, 1988), all stimuli are presented to
the test subjects in all possible pairs. The subjects are then required to make comparative
judgments for all the pairs, and to state which of the two stimuli greater than the other with
respect of the chosen semantic attribute (e.g. unpleasantness, intensity, etc.). The test subject is

not required to judge the magnitude of the stimulus presented. The method of paired-
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comparisons is not suitable when large numbers of stimuli are to be compared since the number
of comparisons required by the method is equal to the number of possible combinations, which

for a number n, of stimuli is given by:

n,(n,—1)=n?-n, (3.4)

Thus, the number of comparative judgments increases with the square of the number of the

stimuli considered.

Thurstone (1959) developed a mathematical model for deriving subjective scale values from
comparative judgment proportions. Thurstone’s model has been widely used in several scientific
disciplines (Stevens and Harris, 1962; Ekman and Kinnapas, 1963; Stevens, 1966; Franzén,
1969; Gescheider, 1997) because of its generality and ability to quantify numerous psychological
qualities for which there are no obvious physical stimulus properties (Guilford, 1954). Thurstone's
model assumes that a stimulus is capable of producing a range of momentary estimates of the

position of the stimulus along the human internal psychological continuum (S; values in Figure
3.5).

S

8 8 8 8
Figure 3.5 Distributions on the psychological continuum of discriminal processes
associated with four different stimuli. S, are the mean values of each
discriminal distribution (reproduce from Torgerson, 1958).

The variations in the estimates are assumed to be normally distributed along the psychological
continuum, and the standard deviation of each distribution is usually referred to as the discriminal
dispersion. The difference between the means of two distributions specifies the difference on the
psychological continuum between the sensations for two stimuli. Thurstone's law of comparative

judgments is:
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S,=8,= z,kJGf+cf—2rjkojck (3.5)

where §; and S, are the subjective scale values of stimuli j and k respectively, z,, is the normal
deviate corresponding to the proportion of times the stimulus j is preferred over the stimulus k
when they are compared, g; and o, are the standard deviations of the distribution of momentary

estimates and r,, is the coefficient of correlation between the pairs of discriminal processes.

In order to determine the difference between two scale values, S, ~-S,, all the terms on the right-

hand side of Eq. 3.5 must be known. From the results of all possible paired-comparisons, the
observed frequencies expressing the number of times each stimulus was judged greater than
each other stimulus are calculated, and next converted into the proportion of times each stimulus
is judged greater than every other stimulus. This provides a proportion matrix P [ns x ns]

(presented as Table 3.2) where the generic element p,, is calculated as:

I
Pt =2 @8
n

Jjudgemenis

where f,, is the number of times each stimulus j (in the j™ column) was judged greater than

stimulus k (in the k™ row), and n judgemenss 1S the total number of judgements per stimulus pair. Since

each stimulus is assumed to be judged greater than itself half of the time (Torgerson, 1958)

values of 0.5 are placed on the diagonal positions.

Table 3.2 Matrix P of the proportion of times stimulus j is judged greater than stimulus k.

stimulus j
Matrix P A B C D E
A 0.5 Ps>a Pc>a Po>A Pe>a
B Pa-8 0.5 PcsB Po-8 Pe>B
stimulus k C Pasc Ps>c 0.5 Po>c Pe>c
D Pa-p PB>D Pc>p 0.5 Pe>D
E Pa-E Ps>e Pc>E Pose 0.5
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The value of the normal deviate z,; in Eq. (3.5) corresponding to the element p > 1S obtained

from statistical tables of the normal distribution (Hinton, 1999). However, the remaining
parameters in Eq. (3.5) are still unknown. Thurstone (1959) presented five different cases of the

law of comparative judgment in order to solve Eq. (3.5), by making assumptions that simplify the

equation. They are:

Case I:the law is applied in its complete form as stated in Eq. (3.5), and the unknown terms must
be estimated from the data. In Case |, repeated judgments are made by a single test
subject.

Case ll: as in Case |, the law is applied in its complete form, but many test subjects make a single

judgment for each pair of stimuli.

Case lll: an assumption is made that there is no correlation between the responses to any pair of

stimuli, meaning that the responses for any two stimuli are independent. This
assumption is based on the homogeneity of stimuli, meaning that the stimulus series

has no distracting attributes and varies clearly in only one aspect. The term r, is

therefore assigned a value of zero. The discriminal dispersions are assumed to be
unequal, and need to be estimated from the experimental data.

Case IV: the discriminal dispersions are assumed to be approximately equal, but their values still
must be estimated.

CaseV: the simplest solution of all is provided by making the additional assumption that the

discriminal dispersions are equal.

The particular solution of the law used in deriving the scale values is dependent upon the
circumstances of each particular scaling problem. Analytical procedures have been devised to
give good estimates of the unknown terms when using one of Thurstone’s five cases (Burros,

1951; Burros and Gibson, 1954, Guilford, 1954; Torgerson, 1958).
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3.5.2 Direct Scaling Methods

Common to all the direct scaling methods is the assumption that the test subject is capable of
estimating quantitative relations between subjective experiences and that he or she can assign
numbers to stimuli to represent sensation magnitude (Stevens, 1986; Baird, 1997; Gescheider,

1997). Therefore no assumptions are imposed on the experimental data other than the

constraints implied in the instructions given to the test subject.

3.5.2.1 The Method of Magnitude Estimation

This method requires subjects to directly judge some attribute of the stimulus by assigning
numbers which should be chosen in proportion to the perceived sensation. The stimuli are
randomly presented and there is no limit to the range of numbers a subject may use. Magnitude
estimation thus offers the advantage of reducing the end effects that can be encountered by using
fixed scale techniques such as semantic scales or numbered scales. However, a major
disadvantage is that different subjects may give wildly different magnitude estimates
(Teghtsoonian and Teghtsoonian, 1983; Algom and Marks, 1984; Zwislocki, 1991), and tend to
avoid extreme judgmental ratios (Stevens and Greenbaum, 1966; Griffin and Whitham, 1976;
Teghtsoonian and Teghtsoonian, 1978) which is referred to as the regression effect. Therefore
subject training is required before the actual data is gathered. Inter-subject variability can be
addressed in a number of ways. One is to present a reference stimulus and to tell the test subject
that the sensation it produces has a specified magnitude, such as 10 or 100. On subsequent
trials, other stimuli are presented, and the test subject is instructed to make his or her judgments
reflect how many times greater one sensation is than another. Thus, the test subject is required to
perform ratio estimations between the two sensations. In either variation of the method, the
average of the numbers assigned to each stimulus is usually taken as its psychological scale

value.
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One important characteristic of direct scaling methods such as magnitude estimation is that they
can be affected by large artefacts (Teghtsoonian, 1971; Poulton, 1989) which are directly
dependent on the stimulus range used in the study. Also the preceding test signal (Cross, 1973;
Ward, 1973; Allan, 1975) effects the test subject's response since it provides a contextual
constraint on the subject’s judgments. Therefore the Stevens’ power law exponent obtained by
means of magnitude estimation must be used with care. In particular, it should not be applied to
stimuli having vastly different statistical properties and it should not be used to estimate human

subjective response to stimuli which are outside the original test range.

3.5.2.2 The Method of Magnitude Production

The method of magnitude production is the inverse of the method of magnitude estimation. In this
direct scaling method, the experimenter tells the test subject the numerical value of a reference
stimulus. Next the test subject is required to adjust the magnitude of a comparison stimulus, such
that the subjective sensation that it produces bears a required ratio to the sensation produced by
the reference stimulus. The psychological function is derived by plotting the prescribed subjective
magnitude values against the average setting of the stimulus obtained from the test. However,
this method can result in a bias towards low settings, since subjects do not like exposing
themselves to uncomfortable stimuli (Stevens and Greenbaum, 1966, Griffin and Whitham, 1976;

Teghtsoonian and Teghtsoonian, 1978).

3.5.2.3 Category Scaling

Category scaling is a direct method to quantify subject opinion about a certain attribute of the
stimulus presented (Stevens, 1986; Gescheider, 1997). It is an absolute method since the subject
doesn't have to judge a succession of pairs of stimuli, but each stimulus separately. In this
method the subject is required to assign each stimulus to a category such as comfortable, very
uncomfortable or extremely uncomfortable. The categories may be defined by numbers, the

numbers 1 to 7 being commonly used (Stevens and Galanter, 1957). The results obtained using



Chapter 3 — Psychophysics Concepts 50

semantic scales depend on the question phrasing and on the number of words used on the
scales. It is important that the choice of the attribute to describe the sensation be appropriate to
the application. The number of useful semantic labels has been found to be limited by the human
ability to resolve differences between stimuli and situations. Research (Pollack, 1952; Miller,
1956) suggests that the optimum is from 5 to 9 levels. A typical scale based on five levels is

presented in Figure 3.6.

very uncomfortable uncomfortable average comfortable very comfortable

Figure 3.6 Example of a five level semantic category rating scale.

In vibration testing applications different studies have employed different phrases to describe the
vibration, and widely differing results have been obtained (Hanes, 1970). The use of semantic
scales normally involves large inter-subject differences due to the fact that each subject attaches
a slightly different meaning to the descriptive label. It is a consequence of the fact that specific
words activate specific cognitive categories. Subjects may use the same meaning throughout an
experiment and thus produce a potentially useful set of data, yet not representing any absolute

statistical significance.

3.5.2.4 Borg Category-Ratio Scale Method

Based on the observation that ratio scaling methods were unable to make inter-individual
comparisons, Borg (1998) developed a category-ratio scale, referred to as the Borg category-ratio
CR-10 scale, to be used in clinical studies for evaluating the human subjective responses to
perceived intensity after physical exercise. Borg assumed that ratio scaling procedure, such as
magnitude estimation, could not be used in clinical settings since the difference between two
subjective responses were not due perceptual intensity evaluated, but were instead due to the
difference in the use of numbers. The Borg category-ratio CR-10 scale combines the advantage

of using categories of descriptive adjectives, with the advantage of obtaining a ratio scale for the
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determination of the numerical subjective response values. The use of descriptive adjectives
provides an “anchor” for the numbers which helps the test subject to make reliable judgments.
The method assumes that the perceived sensations described by the same adjective will be
experienced as the same by different test subjects, thus reducing the problem of response bias
(Borg and Borg, 1992). An assumption of the Borg CR10 scale is that the range of perceptual
intensities is approximately equal for different human subjects, in spite of the fact that the physical
stimulus intensities may differ for different stimulus modalities. Thus the range from zero to the
maximal perceived intensity is used as a frame of personal reference for the test subject. The
Borg CR10 scale, shown in Figure 3.7, consists of a numerical scale from 0 (nothing at all) to 10
(extremely strong) with nine verbal anchors placed along the number scale in an approximately
logarithmic fashion. The “extremely strong” 10 rating value is used to represent the strongest
perception of the current attribute that has ever been experienced by the test subject. The rating
“absolute maximum”, which is located below the value 10 and is indicated by a dot “e*, provides
an opportunity for estimating the value of any test stimuli which dramatically exceed the subject’s

past experience.

0 Nothing at all "No P"
0.3
0.5 Extremely weak Just noticeable
1 Very weak
15
2 Weak Light
25
3 Moderate
4
5 Strong Heavy
6
7 Verystrong
8
9
10 Extremely strong "Max P"
11
4’
®  Absolute maximum Highest possible

Figure 3.7  The Borg category-ratio CR-10 scale (reproduced from Borg, 1998).
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Test subjects are instructed to use the scale by first finding the verbal anchor which best fits the
perceived sensation, and by then choosing an appropriate numerical value from those associated
with the verbal anchor. Subjects are allowed to use any number on the scale, fractions or
decimals. If subjects experience the perceived intensity to be stronger than their own personal

experience, they are allowed to choose a number greater than 10 in order to avoid ceiling effects

(Gescheider, 1997).

Evidence of the reliability of the Borg CR 10 scale can be found in the study of the human
subjective response to hand-arm vibration performed by Wos et al. (1988), who claimed that the
Borg CR 10 scale is highly reliable, with reliability coefficients ranging from 0.841 to 0.986. Neely
et al. (1992) have reported coefficients of determination () of 0.79 between Borg CR 10 results
and subjective data obtained by means of a visual analogue scale, and also reported typical

retest coefficients of determination of 0.98.

3.6 Relation Between Different Psychophysical Scales

Since the different psychophysical scaling methods generate different scales (see Table 3.1),
various studies have been conducted to establish the relationships between them. For both kind
of continua, those based on metric stimuli and those based on non-metric stimuli, Stevens (1966)
has demonstrated that when the scales resulting from ratio scaling (direct judgement) are
compared with the scales resulting from the use of an interval scale (category scaling or an
indirect Fechner or Thurstone procedure) the relation is found to be approximately logarithmic.
Figure 3.8 presents a comparison of a Fechnerian-based JND scale, a category scale and a
magnitude estimation scale used to quantify the subjectively perceived duration of a noise
stimulus. From Figure 3.8 it can be seen that the form of the psychophysical laws are different.
Magnitude estimation produced a power function, the JND method of Fechner approximates a
logarithmic function, and the category scale produced an intermediate result between the other

two.
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Figure 3.8 Subjective response functions obtained using JND counting, category scaling and
magnitude estimation test protocols when measuring apparent duration of sound
stimuli (reproduced from Stevens, 1966).

The difference between the results obtained using interval scales (JND, Thurstone and category
scale) and those obtained using ratio scales (magnitude estimation, magnitude production) has
been explained by Marks (1974b) in terms of “fundamentally different psychophysical processes
that are involved in the two type of scales to describe a sensory/perceptual system”. Marks further
suggested that ratio scaling methods yield valid measures of sensory magnitudes, while scales
produced by means of interval scales yield valid measures of sensory discriminability. Therefore
the discriminability of two sensations was claimed to not correspond to the difference in
magnitude between the two sensations. Marks defined discriminability as “the capacity of a
sensory/perceptual system to respond differentially to a pair of stimuli”. This capacity is measured
in particular paradigms (e.g. paired comparison tasks) under conditions that minimize the
influence of central mechanisms such as memory or decision making. However, both
discriminability and subjective magnitude are considered to be equally meaningful dimensions of
perceptual experience, each being measured most effectively by means of a different scaling

procedure (Ward et al., 1996; Gescheider, 1997).
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Chapter 4

Concepts from the Field of Digital Signal
Processing

4.1 Introduction

The main objective of signal processing analysis is to determine the statistical properties of a
signal which can be used to identify and describe the nature of the signal being analysed (Bendat
and Piersol, 1986; Piersol, 1992). The identified signal statistics provide objective metrics that can
be used to quantify the overall effect of an individual signal condition, and to compare the signal
properties of different sets of data. The effectiveness of a signal processing technique depends
mainly on the type of signal being analyzed, and on the type of signal information that is to be
determined from the measured signal (Bendat and Piersol, 1986; Piersol, 1992). As stated in the
introductory Chapter 1, automotive engine idle vibration can be considered to be a mixture of
harmonic components and non-stationary random components due to the reciprocating
combustion event repeating every engine cycle (Dixon et al., 1994; Rahnejat, 1998) and due to

the random fluctuations in the crankshaft angular velocity that occur due to the stochastic nature
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of the combustion process (Priede, 1992; Ozdor et al., 1994; Hinze and Cheng, 1998). These
random phenomena cause the engine vibration signature to vary considerably with time (Shim et
al., 1996; Stankovic and Bohme, 1998; Gaberson, 2001). This chapter provides an overview of a

set of signal processing techniques which can be used to analyse temporally varying signals of

the type produced by an automotive engine which is at idle.

4.2 Signal Types

A mechanical vibratory system can be described using a schematic representation as shown in
Figure 4.1. The input time series x(t) represents the vibration source that excites the mechanical

system S, producing a vibration time series response y(t).

Vibration Mechanical System _ Vibration

source x() (S) y(t) " response

Figure 4.1 Schematic representation of a mechanical vibratory system.

Two broad classifications of signal are generally accepted by the scientific community (Bendat
and Piersol, 1986): deterministic and nondeterministic. If the excitation acting on the vibratory
system can be described by a mathematical function at any given time, the motion is said to be
predictable or deterministic. A deterministic signal can further be characterized as being periodic
or nonperiodic. A signal is periodic if it repeats with a characteristic period for all time. A signal is
nonperiodic, instead, if it only exists for a finite time range (transient signal) or when one or more
of the signal statistical parameters change with time (aperiodic). Periodic signals can further be
characterized by having one single frequency (sinusoidal signal) or being a superposition of two
or more harmonic waves (complex periodic). A generally accepted system of signal classification

is presented in Figure 4.2.
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Signal
Deterministic Nondeterministic / Random
r Periodic I | Nonperiodic I | Stationary I | Nonstationary I
Sinusoidal | Aperiodic Ergodic | Mildly
nonstationary
Complex Transient Nonergodic Heavily
periodic nonstationary

Figure 4.2 Classification of signals (adapted from Bendat and Piersol, 1996).

When the value of the excitation at a given time cannot be predicted, the excitation is instead said
to be nondeterministic or random. In this case, the signal can be described only in terms of
probability distributions and statistical averages computed over the ensemble of the sample
records representing the random process. The probability distribution P(x) for a random process

is defined as (Bendat and Piersol, 1986):
P(x)= [plx)dx (4.1)

where p(x) is the probability density function (PDF) expressing the probability that the random
variable takes a value between x and x+dx. A random process x(t) is said to be stationary if for

any time ty, t5, ..., t,, its probability distribution does not depend on time, i.e.
P{x(t, )x(ty hx(t, )} = Plx(t,+T) x( 8, + T ) x(1, +1)} (4.2)
where 7 is an arbitrary time displacement. In practice, low order statistics are employed to

describe random process, leading to the definition of the term “weak stationarity” to describe

stationarity up to order 2. Under this condition, a stationary random process can be described by



Chapter 4 — Signal Processing 57

the statistical averages up to the second order, computed over the ensemble of N; sample

records, i.e.
1 N
e the meanvalue y, =1_V—2x"(t); (4.3)
s k=1
1 N‘\'
o the mean square value: p2 =—Zx,§( t); (4.4)
S k=
Ny
. 1
¢ the variance ¢2 =—z [x,‘(t)—u,‘]2 : (4.5)
N-' k=1
1 N
o the auto-correlation function R (T )=—Zx,‘( t) x(t+71) (4.6)

S k=t
By definition, the weakly stationary condition implies that the mean value, the mean square value
and the variance are constant and independent of time, and that the auto-correlation function is
dependent only on the time displacement 7. If the random process is stationary and the
statistical properties as defined in Eq. (4.3) to (4.6) do not differ when computed over different

sample records k, the random process is said to be ergodic.

An important characteristic of a stationary random process is that its instantaneous values at any

time t have a probability density function given by:

p(x) =_15__ e~ 1?/263 —o00 < X < oo (4.7)
T

X

This probability density function, known as the Gaussian distribution, is commonly observed in
nature, and is thus an important model used in the analysis of a random process. Its statistical
characteristics can be completely specified using two parameters (refer to Eq. 4.7). This is not
true for other random processes, whose behaviour cannot be adequately described without the

use of several further metrics which define the departure from a Gaussian process.



Chapter 4 — Concepts from the Field of Digital Signal Processing 58

A random process x(t) is said to be non-stationary if for any time t,, t, ..., t, its probability
distribution depends on time. Non-stationary signals can further be subdivided into two
categories: mildy non-stationary and heavily non-stationary (Giacomin et al., 1999). A mildly non-
stationary signal is defined as a random process with a stable mean, mean square value and
variance for most of the record, but with short periods of changed signal statistics due to the
presence of transient behavior. A heavily non-stationary signal is defined as being similar to a
mildly non-stationary signal, but with the presence of transient events over large intervals of the

time history.

4.3 Time Domain Analysis

4.3.1 Global Signal Statistics

Global signal statistics (Bendat and Piersol, 1986; Erdreich, 1986) calculated from the time series
are commonly used in order to describe data sets and to quantify the extent of any departures

from stationary-Gaussian behaviour.

4.3.1.1 Root Mean Square Value

The root-mean-square (r.m.s.) value, which is a 2" statistical moment, gives a measure of the

overall energy of a signal. For a time series, the r.m.s. is defined as:

18 " |

2
rms.=<—>» Xx 48
where X; is the instantaneous value of the sampled process x(t) at time t= jAt and N is the

number of the sampled values. The sampling interval At is equal to 1/f, where f, is the sampling

frequency of the signal.

4.3.1.2 Skewness

The skewness, which is a 3 statistical moment, characterizes the degree of asymmetry of a

distribution around its mean value. It is dimensionless and it is expressed as:
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_1 X xj_ux ’
Skew—;,-Z( S ] (4.9)

= x

For a symmetrical distribution, such as a harmonic waveform or for a stationary Gaussian
process, the value of skewness is zero. Positive skewness indicates a distribution with an
asymmetric tail extending toward more positive values. Negative skewness indicates a

distribution with an asymmetric tail extending toward more negative values.

4.3.1.3 Kurtosis

The kurtosis, which is a 4™ statistical moment, is highly sensitive to outlying data among the
instantaneous values and therefore characterizes the relative peakedness or flatness of a

distribution compared to the normal distribution. It is dimensionless and it can be expressed as:
N 4
X;-
K, = il i M (4.10)
N - c

The kurtosis is an important metric since it helps quantify the extent of departure from stationary

Gaussian distribution, for which the kurtosis value should be close to 3. Any positive deviation
from this value indicates a relatively peaked distribution, whilst a kurtosis less than 3 indicates a
relatively flat distribution. For a sinusoidal signal the kurtosis value is, instead, 1.5. For the
purpose of hand-transmitted vibration evaluation, an estimate in terms of kurtosis is useful due to
the close correspondence between this metric and the 4th power methods, where the 4th power

reflects an increased human sensitivity to high amplitude events (Howarth and Giriffin, 1991).

4.3.2 Running Statistical Measures

When the data of interest have average properties that are time varying, running time averages
are often used to describe the data (Piersol, 1992). For each of the signal statistics described in
section 4.3.1, the running time averages can be accomplished by executing Eq. (4.8) to Eq. (4.10)

repeatedly over short, contiguous time intervals of duration T, << T, where T is the length of the
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original signal. A running statistical measure can therefore provide a useful tool for tracking the
variation in the signal statistics over time. The basic requirement in the computation of a running
average is to select an averaging time window T, that is short enough not to smooth out the time
variations present in the signal, but long enough to suppress statistical sampling errors in the
average value estimate at any time. Procedures (Erdreich, 1986) for selecting the optimum time
window T, usually depend on the nature of the analysed signal, as in the case of a rotating

machine presenting a periodicity feature of a dynamic event over time.

Another signal parameter that is occasionally calculated as a running statistic is the crest factor

(CF). The crest factor is defined as the ratio between the maximum instantaneous value, |x /maxl '

present in the sampled process time history and the calculated r.m.s. value, i.e.

CF ="l (4.11)

For a sinusoidal signal the crest factor is 1.41. For a stationary Gaussian random process crest
factor values should usually lie in the range between 3.5 and 4.5 (Giacomin et al., 2000). By its
definition, the crest factor is rarely used as a global statistic since it is determined by the
amplitude of the single largest peak present in the signal. Thus a global crest factor value cannot

be representative of a multiple peak, non-stationary waveform (Erdreich, 1986).

4.3.3 Time-varying Auto-Covariance method

Another sliding window method which has proven useful in several fields (Li et al., 2000; Li and
Jung, 2002; Wang and Jung, 2002) is the time-varying auto-covariance (TVA) method. The
advantage of using a TVA method is that it allows not only tracking of the signal energy variation
over time as in the case of the running r.m.s. estimate, but also directly reveals the periodicity of
the variation. The TVA method requires the decomposing of the original time history into a series
of short segments of length T, which are assumed to be stationary, whereby the classical auto-

covariance function can be determined.
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The classical auto-covariance function is a tool for detecting deterministic periodic data which
might be masked in a random background (Bendat and Piersol, 1986). This technique is thus
particularly useful for describing the harmonic periodic motion which occurs in engine idle
vibration due to the cyclic operation of the engine (Dixon et al., 1994; Rahnejat, 1998). For a

signal x(t), the auto-covariance function describes the self-similarity of the values of the data at

one time with the values at another time. It is expressed as (Bendat and Piersol, 1986):

C.(t)=E{[x(t)-p ) (r+1)-p,]} (4.12)

where E is the expected value operator. * denotes the complex conjugate, yu, is the mean value
of x(t), and 7 is the time displacement (also called tau lag) by which the signal is shifted to

assess self-similarity. For the particular case of a process which has a mean value of zero, the
auto-covariance function becomes the auto-correlation function expressed by Eq. (4.6). For a
zero-mean process, the detection of the signal periodicity is based on the properties of the auto-

correlation function, namely:

(a) for a deterministic, periodic signal of infinite length (Figure 4.3a), the R_(t) persists

periodically with the same cycle period (CP) as the underlying signal x(t), does not
show peak decay, and all side lobes have the same height as the central lobe at zero
lag (see Figure 4.3b). The cycle period is given by the time lag 7 of the first-right peak

neighboring the zero lag (t=0);

(b) R_( T)has its maximum at zero time lag (t=0) and it is equal the mean square value

of x(1).

N
Thus, lzxf(z) = R (0);
N k=t
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(c) for a narrow-band random signal (shown in Figure 4.4c) which is characterized by a
distribution of frequency content only in a narrow band of frequencies, the R (1)
diminishes to zero for large time displacements (see Figure 4.4d). While for a broad-
band random signal, which is characterized by a distribution of frequency content in a

wider band of frequencies, the R_( T) diminishes more rapidly to zero

{i]
@ (b)

AAANRA DA,
/\\/A\/V\/VVVVVV |

R.(7)
CP

Figure 4.3. Time domain representation of a signal and of its associated auto-correlation function
(reproduced from Bendat and Piersol, 1986).

(a) time history of a sinusoidal waveform of frequency 1/CP.

(b) auto-covariance function of a sinusoidal waveform of frequency 1/CP.
(¢} time history of a narrow-band random signal.

(d) auto-covariance function of a stationary random signal.

By calculating Eq. (4.12) in the time window Ty, it is possible to extract for each segment the

cycle period CP. The estimated CP for each window is then converted to frequency f using the

relationship f =C_1I; in order to track the changes in the frequency over time. A quantitative

measure of the variability of the amplitude of the signal can also be obtained from the

autocorrelation function by calculating the height of the first dominant right side lobe peak. For a
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finite length signal with changing amplitude the height of the auto-correlation central lobe
provides, as shown for the property (b), the mean square value, a measure of the energy content
of the signal within the time window, whereas the side lobe peaks decay such that with higher
amplitude variability there is larger peak decay. Hence, from the array of each of the auto-
correlation function, the difference between the height of the central lobe and that of the first right

side lobe (indicated in Figure 4.3d as delta peak height) provides a measure of the variability of

the signal energy over time.

Figure 4.4 presents a typical result (Li and Jung, 2002) obtained for a signal whose frequency
decreases from a initial frequency of 1.0 Hz to final frequency of 0.1 Hz (a chirp signal) shown in
Figure 4.4(a), and for a sinusoidal signal of constant amplitude and same frequency of 1.0 Hz,
shown in Figure 4.4(a’). The windowed auto-covariance sequences for the two signals, which are
zero-mean processes, are presented in Figures 4.4b and b’ in the time-lag plane as a two-
dimensional intensity plot, with amplitude coded by a gray scale. As indicated by the intensity plot
of Figure 4.4(b), the magnitude of the TVA for the chirp signal shows a gradual “fanning” of the
peaks indicating a monotonic decrease of the frequency, while the amplitude of the side lobes
slightly decay in time on either side of the central lobe, as shown by the changes of the intensity
from white to black. The resultant increase in the cycle period CP (in seconds) is illustrated in
Figure 4.4(c). In contrast to the fanning nature of TVA sequences of the chirp signal, the TVA
sequence of the sinusoidal signal of Figure 4.4(a’) is characterized by having the time lag 7 of
the first side lobe constant as a function of time t, see Figure 4.4(b’), indicating a constant value of
the frequency of the sinusoidal signal . The peak amplitude of the side lobs remains also constant
being the amplitude of the sinusoidal signal constant. The resultant cycle period CP, indicating

the constant period of the sinusoidal signal, is illustrated in Figure 4.4(c’).
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Figure 4.4 Time-varying auto-covariance method (reproduced from Li and Jung, 2002).

(a) time history of a chirp signal consisting of a initial frequency of 1.0 Hz and
final frequency of 0.1 Hz.

(@) time history of a sinusoidal signal consisting of a frequency of 1.0Hz.

(b) time-varying auto-covariance sequences obtained for the chirp signal,
presented as an intensity plot in the time-lag plane.

(b') time-varying auto-covariance sequences obtained for the sinusoidal signal,
presented as an intensity plot in the time-lag plane.

(c) cycle period of the chirp signal as a function of time.

(c') cycle period of the sinusoidal signal as a function of time.

4.4 Frequency Domain Analysis
4.4.1 Fourier Transform

Spectral analysis is widely used to analyse vibration signals (Piersol, 1992; Rahnejat, 1998). The
mathematical function used to transform a time data series x(t) into the frequency domain is
called the Fourier transform (Oppenheim and Schafer, 1975; Newland, 1994). The Fourier
transform decomposes any periodic signal into a summation of its harmonic components. For a

time data series x(t) measured over the time interval [0, T], sampled at N equally spaced points at

distance At, apart, the discrete Fourier transform (DFT) is defined as:



Chapter 4 - Signal Processing 65

N-1

1 .
X,(f. )=N an i (2Rkn/N) nk=0,1,2,..., (N-1) (4.13)

n=o

computed at the discrete frequency values:

k=0,1,2,...,(N-1) (4.14)

1 . .
where f, =E- is the sampling frequency. The Fourier components X, are unique only out to k =

L

N/2, that is out to the frequency f, =1/(2At, )=f, /2 which is called the Nyquist frequency f,.
The Nyquist frequency f, represents the maximum usable frequency available in a signal taken

at a given sampling frequency f, . The most widely used algorithm for computing the Fourier

components expressed in Eq (4.13) is the fast Fourier transform (FFT) (Bendat and Piersol,
1986). The calculation of the Fourier transform defined in Eq. (4.13) is based on the fundamental

assumption that the time series is periodic over the period T =N At, being analyzed.

Once a Fourier transform is used to convert data from the time domain to the frequency domain,
a useful representation which is commonly used in the case of random vibration signals is the
autospectral density function, also called the power spectral density (PSD) (Bendat and Piersol,
1986; Newland, 1994). The PSD being a power density function represents the rate of change of
the mean square value with frequency. In this way, it avoids the problem that random signals,
producing a continuous frequency spectra, have the signal energy measured within a certain
frequency band which depends on the width of that band (Bendat and Piersol, 1986). In addition,
because the Fourier transform in Eq. (4.13) is computed only on one time interval, the spectrum
will not be typical of the complete time history. Thus, averaging of the spectra from different
intervals of the signal is performed in order to obtain a more accurate representation. The PSD of

a time series is therefore defined as:

GulN)=Z Y (1.7 f>0 (@.15)
d*t i=1
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where X,(f,T) is the FFT of the signal computed over the i data interval of duration T as
defined in Eq. (4.13), and nq is the number of averages used in the calculation. The segment
duration T determines the frequency resolution Af =1/T=f, /N for the FFT computation, and is

normally chosen based on the characteristics of the type of data being analysed. Figure 4.5

shows the effect of frequency resolution on the calculation of the PSD of a vibration signal

recorded in a helicopter.
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Figure 4.5 Effect of frequency resolution on the power spectral density of a
vibration signal (reproduced from Griffin, 1990).

4.5 Time-Frequency Domain Analysis

The averaging process associated with the methods described in the previous sections can lead
to a loss of information regarding the transient events present in the signal, and can lead to the

smoothing and averaging of time variant characteristics in the signal statistics. An extension of
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the classical analysis, which is based on the assumption of the stationarity of the signal, to the
analysis of a signal whose characteristics change in time, leads to the definition of time-frequency
analysis (Piersol, 1992; Newland, 1994; Mallat, 1998). Time-frequency analysis has proven useful
in obtaining information about the signal properties as a function of time (Staszewski, 1998a).
The most commonly used forms of time-frequency analysis are the short time Fourier transform
(STFT) (Hodges et al., 1985; Gade and Gram-Hansen, 1996; Lim and Witer, 2000), the Wigner-
Ville distribution (WVD) (Chiollaz and Favre, 1993; Staszewski et al., 1997; Ren et al., 1999) and
the wavelet transform (Li et al,, 1999; Lee and White, 2000; Gaberson, 2001). The advantages
and drawbacks of these methods are discussed in details in by Gade and Gram-Hansen (1996).
In particular, the wavelet transform has the advantage of a linear representation and as such
does not suffer from interference terms as in the case of Wigner-Ville distribution, especially for
the analysis of multicomponent signals (Feldman, 1995). Also, wavelet based analysis offers the
advantage of a multiresolution analysis over the time-frequency plane compared to the STFT and
the WVD where the time-frequency resolution remains uniform (Mallat, 1998). Of the various
time-frequency analysis methods, this section presents the signal processing techniques which

are most suitable for extracting quantitative measures of signal variability.

4.5.1 Short Time Fourier Transform

The most logical first step in considering a time-frequency representation of a signal is to evaluate
the FFT over a finite length sliding window and to evaluate how the frequency content of these

segments change over time. This is called the short time Fourier transform (STFT), and it is

defined as (Newland, 1994):

+oo

STFT=X(x,,f )= Ix(t)w(t—-‘rw )e-i2rf1 dt (4.16)

-0

where w(t) is a function that divides the signal into segments, called the window function, f is the
frequency and T, is the position of the window in time. By computing the FFT of the data points

within each segment, it is possible to produce a number of localised spectra, each corresponding
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to a windowed segment. In engineering applications, it is useful to refer to the energy content of
the signal (Lim and Witer, 2000). This is represented by the square of the modulus of the STFT,
called the spectrogram (Newland, 1994).

In contrast to the classical Fourier transform which adopts infinite time support sines and cosines
as its basis analyzing functions, the STFT adopts a window function that is typically non zero only
in the analysed segment and is set to zero outside. The main drawback of the STFT calculation
consists in the localization property given by the size of the time-frequency window. The size of
the window in the time domain is defined by its duration At and in the frequency domain by its
bandwidth Af . The time-frequency resolution is bounded according to the Heisenberg uncertainty
principle (Messiah, 1961; Chui, 1992):

AIAf z4i (4.17)

T
Therefore, the STFT does not allow a high degree of resolution in both the time and the frequency

domains simultaneously. A good frequency resolution (Af small) can be achieved if a large time

window is used. This however produces poor time resolution (At large). Conversely, a good time
resolution (Ar small) can be achieved if a small time window is used. This however produces a

poor frequency resolution (Af large). Another limitation of the STFT is that all spectral estimates

have the same constant bandwidth. Thus, once the size of the analysing window is fixed to suit
either the frequency or the time resolution, it remains fixed over the entire time-frequency plane.
Figure 4.6 shows an example of problem of time-frequency resolution which occurs with a STFT
spectrogram of a synthesized signal consisting of the sum of two sinusoids and an impulse signal.
The sum of the two sinusoids consisted of two harmonics of 10 Hz and 50 Hz (Figure 4.6a)

defined as the following:

y(t)=sin(2n10t)+5 sin(2n50¢ ) (4.18)
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The power spectral density of the combination of the sum of the two sinusoids and an impulse is
shown in Figure 4.6b, while the STFT spectrogram is presented in Figure 4.6c¢. It is possible to
observe from the PSD that the combined signal presents in the frequency domain two main
components which have different frequency bandwidth. However, the STFT spectrogram is
unable to distinguish the different frequency bandwidth of the two components due to the
constant frequency resolution Af which cannot be made simultaneously appropriate for both the
frequency components. In addition, for a fixed frequency resolution in the frequency domain, the

time resolution is poor in the time domain being the STFT unable to detect simultaneously the

change of the amplitude which is created by the impulse event at about 0.5 s.
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Figure 4.6 STFT calculation for the combination of the sum of two sinusoids consisting of
10 Hz and 50 Hz harmonic components and an impulse signal.

(a) acceleration time history.
(b) power spectral density.
(c) STFT spectrogram.
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In order to overcome to the problem of the constant bandwidth analysis of the STFT, an
alternative approach is to use a relative frequency resolution (also called a constant-Q analysis)

(Chui, 1992) whereby the bandwidth Af changes with the change of frequency f . In this case

what remains constant is the ratio:

Af

——=constant (4.19)

Such analysis leads to the development of the wavelet transform which is the subject of the next

section.

45.2 Wavelet Transform

The wavelet transform is a useful mathematical tool for the analysis of non-stationary signals,
since it performs multi-resolution analysis in both the time and frequency domains (Chui, 1992;
Newland, 1994; Mallat, 1998). The wavelet transform has a wide variety of applications such as
signal processing, image processing, data compression and pattern recognition (Mallat, 1998). In
the field of mechanical signal processing, wavelet analysis has proven useful for performing fault
detection of rotating machinery (Wang and McFadden, 1996; Wang et al.,, 2001; Zheng et al.,
2002), for signal feature extraction (Hong et al., 1996; Staszewski, 1998b; Gutter and Kantz,
2001; Peng et al., 2002), and for noise reduction (Pasti et al, 1999; Lin and Qu, 2000).
Depending on the type of information that is to be determined from the analysed signal, two
different forms of the wavelet transform are defined. The continuous wavelet transform (Chui,
1992; Mallat, 1998) is presented in section 4.5.2.1, while the discrete wavelet transform

(Daubechies, 1992; Burrus et al., 1998) is presented in section 4.5.2.3.

4.5.2.1 Continuous Wavelet Transform

The continuous wavelet transform (CWT) is founded on a linear transformation that decomposes

an arbitrary signal x(t) of one variable into a superposition of elementary functions of two

variables a and b:
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v,,(1)= \If'(t_b] (4.20)

a
obtained by a process of translating and scaling a basic function \y(t), called the mother wavelet,

where b is a translation parameter indicating the time locality, and a (a>0) is a scale or dilation

parameter indicating the level of resolution of the wavelet. The CWT is defined as (Chui, 1992):

W, (ab )=~\/1—Z- J‘x(t)\y‘(%) dr (4.21)

where Ww(a,b) are the scaled wavelet coefficients, the factor 1/ JZ is a normalization term to

keep constant the total energy of the scaled wavelets at different scales, and * denotes complex

conjugation. In order to obtain a time-frequency localization the wavelet function y(t) needs to be

a function that decays sufficiently fast. A function y(t) to be used as the analysing wavelet must

satisfy the admissibility condition (Chui, 1992):

’]’{F(w)zl
C, = do < o (4.22)

where F(w) is the Fourier transform of wy(t). Eq. (4.22) requires the analysing function y(t) to

have finite energy, and guarantees that the signal x(t) can be recovered from its wavelet
transform decomposition.

-5

With reference to the family of the scaled wavelets \y( ) the wavelet transform can be
a

interpreted as a decomposition of the signal into a set of localized window filters centred on the

frequency f, of the signal. The local resolution of the wavelet transform in time and frequency

domain depends on the scale factor a, since it controls the width of the wavelet. The multi-

resolution propenty is determined by the duration and bandwidth of the analyzing functions, given

by:
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A
At=at,, ar = (4.23)
a

where Az, and Af, are the duration and bandwidth of the basic wavelet function, respectively. By

using all of the scales, the full frequency range of interest can be covered. In particular, from Eq.
(4.23) it can be seen that using a large scale value a, which corresponds to a dilated version of
the base wavelet, permits a fine frequency domain resolution (Af smaller), especially at low
frequencies where a wide time window (At larger) is needed to capture the complete signal
information. Use of a small scale value a, which corresponds to a compressed version of the

base wavelet, permits a fine time domain resolution (Ar smaller) at high frequencies where a

narrow time window is needed to permit the high frequency components to be revealed. These

situations are illustrated in Figure 4.7b.
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Figure 4.7 Time-frequency resolution grid.
(a) short time Fourier transform: a square box indicates constant resolution.
(b) wavelet transform: a rectangular box indicates multiresolution.
In contrast to the STFT, where the time-frequency resolution is uniform (see Figure 4.7a), the
length of the analyzing wavelet changes both in time and in frequency. In contrast to Fourier
analysis which has an infinite domain of definition, the wavelet basis functions have finite domains

allowing a better identification of non-stationary characteristics (Chui, 1992; Newland, 1994).
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A number of different real or complex-valued wavelet functions can be used to compute the
wavelet transform (Chui, 1992). In order to measure the time evolution of the frequency content of
a signal, a complex-valued wavelet function which can separate the amplitude and phase
information is required. In engineering applications, a so called progressive wavelet function is
often used (Delprat et al., 1992; Staszewski and Tomlinson, 1994). It is defined as a function that
is complex-valued, satisfies the admissibility condition (Eq. 4.22), and does not have any negative
frequencies, as in practice only positive frequency components are meaningful. One of the
analyzing wavelet functions that is most frequently used for signal feature extraction is the Morlet
wavelet (Staszewski and Tomlinson, 1994; Li et al, 1999; Lee and White, 2000; Lin and Qu,
2000; Rubini and Meneghetti, 2001; Wang et al., 2001; Zheng et al., 2002) which is defined as

the product of a complex exponential wave and a Gaussian envelope (Chui, 1992):

\p(t)=e‘2"f°' .e” 212 (4.24)
where f, is the frequency of oscillation inside the modulated envelope, and t is the time. The

frequency f, is also called the center frequency of the base wavelet function. Figure 4.8 presents

an example of the Morlet wavelet function in both the time and frequency domains for different

values of the scale factor a and for w,=2n f, =15 rad/s, which correspond to fifteen oscillations

inside the Gaussian envelope. In Figure 4.8 is represented only the real part of the complex-
valued Morlet function for simplicity. It can be seen that the base Morlet function (a = 1.0) is
scaled in time and amplitude so as to have a fixed number of oscillations inside the envelope. It
can also been seen that the value of the scale factor a balances the time-frequency resolution of
the wavelet function: as the scale value increases the wavelet is wider in time, and both the
center frequency f. and the frequency bandwidth of the scaled wavelet decrease, leading to a

better frequency resolution at low frequencies.

CWT results are often presented graphically in the time-scale plane (Chui, 1992; Mallat, 1998;

Staszewski, 1998a). In order to compare wavelet data with power spectra or with the results of
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time-frequency analysis, a conversion from scale to frequency can be performed using the

relationship (Abry, 1997):

=f_\'fo

X

(4.25)

a

where f, is the frequency of the signal at which the scaled wavelet is focused, and f, is the

sampling frequency of the signal.
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Figure 4.8 Example of scaled Morlet wavelets (®, =15 rad/s) in the time and the frequency
domain for different scale values a.

(a), (b), (c) time domain representation for scale values a =2.0, a =1.0, a =0.5, respectively.
(d), (e), (f) frequency domain representation for scale values a =2.0, a =1.0, a =0.5, respectively.

Figure 4.9 presents an example of a CWT computed using the Morlet function as the analyzing

wavelet with a value of center frequency ®,=15rad/s. Figure 4.9b presents the modulus of the

CWT of the signal consisting of the sum of two sinusoids of 10 Hz and 50 Hz and an impulse
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(shown in Figure 4.9a) used for the computation of the spectrogram of the STFT. In contrast to
the STFT where the frequency resolution remains constant for all the frequency components
present in the signal (see Figure 4.6c), the CWT allows the energy of the signal to be distributed
at different resolutions along the frequency axis providing a better frequency resolution at the low
frequencies. This is shown in Figure 4.9b where the strong 50 Hz carrier frequency produces a
darker band along the time axis, whereas the low frequency of 10 Hz sine component is
separated by the component at about 15 Hz, which is due to the presence of the impulse. In
addition, the CWT provides simultaneous local information of the signal temporal variation. Thus,
the CWT avoids the limitation of the STFT which provides, instead, poor time resolution when a
good frequency resolution is produced. The presence of the impulse is indicated in the CWT map

by the increase of the modulus around the point where the impulse exists, at about 0.5 s.
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Figure 4.9 CWT calculation for the combination of the sum of two sinusoids consisting of
10 Hz and 50 Hz harmonic components and an impulse signal.

(a) acceleration time history.
(b) modulus of the CWT.

The CWT has proven useful for performing feature extraction (Dalpiaz and Rivola, 1997;
Staszewski, 1998a; Lin and Qu, 2000; Gutter and Kantz, 2001; Peng et al., 2002). Figure 4.10
presents an example of the CWT of the acceleration vibration signal measured for a casing which
embodies a cam mechanism for reciprocal translation motion (Dalpiaz and Rivola, 1997). The two
transient events occurring in the acceleration time history (Figure 4.10a) are clearly localized in

time in the CWT map (Figure 4.10b). Here a variation in the amplitude appears as an alternating
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intensity from white to black areas in the CWT map. In order to detect the changes in the
amplitude of the casing vibration, a cross-section of the CWT was extracted relative to the
frequency of interest of 690 Hz. This frequency is presented as a dashed line in Figure 4.10b. The
amplitude variations obtained from the cross section are shown in Figure 4.10c. The extraction of
the cross-section clearly highlights the transient phenomena occurring at specific times. However,
the use of the extraction of the cross section at a particular frequency does not allow tracking of
the instantaneous frequency variation of the frequency of interest. In this case, the so-called ridge

and skeleton of the CWT are used as explained in the next section.

0

Acceleration (m/s®)

35
a

(@
vl ',ﬂ&ﬂw&v‘w

s

=’ 1

’

35 ; pelo

2

Frequency (Hz)
Amplitude (m/s®)

2

Amphtude im/s

0 120
Time (ms)

Figure 4.10 Application of the CWT of the acceleration vibration signal measured for a casing
embodying a cam mechanism for reciprocal translation motion (reproduced from
Dalpiaz and Rivola, 1997).

(a) original vibration time history.
(b) modulus of the CWT.
(c) Cross-section of the CWT extracted at the frequency of 690 Hz.
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4.5.2.2 Extraction of the CWT ridge and the skeleton

The extraction and quantification of the instantaneous signal features has proven useful in many
engineering applications such as in system identification procedures (Carmona et al., 1997,
Staszewski, 1998a; Bellizzi et al, 2001) sonar detection (Bertrand and Bertrand, 1985) and
speech processing (McAulay and Quatieri, 1986). Many algorithms have been proposed which
allow the extraction of the instantaneous characteristics of the signal such as the Hilbert transform
based envelopes and instantaneous frequencies (Feldman, 1994a, b, 1995) and the extraction of
the ridge of the CWT (Delprat et al., 1992; Carmona et al,, 1997). However, the Hilbert transform
based procedures do not provide effective results for multicomponent signals, and bandpass
filtering pre-processing are also required (Feldman, 1995). This can produce difficulty in the
interpretation of the results and even failure if the system vibration modes are close in frequency.
On the other hand, the wavelet-based algorithms altogether are based on the calculation of the
modulus or phase of the CWT, The most common and simple approach uses the localization
properties of the modulus of the CWT (Carmona et al., 1997). The methods based on the phase
of the CWT, instead, are often difficult to interpret, especially in the presence of noise (Delprat et
al.,, 1992; Carmona et al., 1997). In this section, the algorithm based on the modulus of the CWT

is therefore presented for its simplicity of application.

Under the assumption that the analysed signal x(t) is asymptotic, i.e. that the signal amplitude, A,

varies slowly compared with the phase ¢:

do >> 1dA (4.26)
dt| |A dt '
and under the assumption that the analysing wavelet functiony(t) has good localization in the

frequency domain and that it is a progressive function, it has been demonstrated (Delprat et al.,

1992; Carmona et al., 1997) that the modulus of the wavelet transform IWV (ao,bj on the time-

frequency plane is mainly concentrated around the so-called “ridge” of the wavelet transform. By

definition (Delprat et al, 1992; Carmona et al., 1997), the ridge of the CWT provides the
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frequency values along which the modulus of the wavelet coefficients reach their maximum.

Mathematically, the term local maxima is used to describe any point (ag,b,) in the time-scale
plane such that the modulus of the wavelet coefficient le (ao,bj is locally maximum at the point

b=b, (Mallat, 1998):
maleW(a,b“b:b0 = malev(a,bo4 = IWV( ao,boi (4.27)

The curve a=r(b)in the time-scale plane (a,b) along which all points (a,,b,) are modulus

maxima is called ridge of the wavelet transform. Assuming a progressive complex-valued

analyzing wavelet function, and assuming that its Fourier transform is maximum at its center

wavelet frequency w,, It has been demonstrated (Delprat et al., 1992; Carmona et al., 1997) that

the curve a= r(b) is related to the instantaneous frequency of the signal by the formula:

()
b)=—2 4.28
r(b) () (4.28)

where ¢'(b) is the rate of change of the phase ¢(t) of a signal which has the instantaneous

frequency:

1 do(r) 1 ..

=T ot 4.29
Car rarar il (4.29)

The ridge therefore provides a powerful method to visualize the instantaneous frequency variation
of a signal. The values of the coefficients restricted to the ridge form the “skeleton” of the wavelet
transform, which gives the distribution along the time-axis of the magnitude of the wavelet
coefficients (Carmona et al.,, 1997; Staszewski, 1998a; Bellizzi et al., 2001). The instantaneous
envelope representing the local maxima amplitude variation is provided by the modulus of the

skeleton. In this way, it is possible to obtain the instantaneous amplitude variation of the signal.
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Figure 4.11 presents an example of the extraction of the ridge and skeleton from the CWT of a
simulated impulse response from a single degree-of-freedom (SDOF) system with cubic stiffness
non-linearities (Staszewski, 1998a). In this study the extraction of the envelope was used to
estimate the damping present in the system. The impulse response of the system is illustrated in
Figure 4.11a. The CWT was calculated using a Morlet wavelet function. The CWT of the transient
response is illustrated in Figure 4.11b in the form of a modulus contour plot. The decaying nature
of the impulse response can be seen in the amplitude of the envelope characteristic with the
highest peak at about 10 s as shown in Figure 4.11c. Figure 4.11d presents, instead, the ridge of
the CWT representing the instantaneous frequency of the system. Figure 4.11d also shows that
the results are effected by small disturbances which are obtained only at both ends of the

instantaneous frequency.
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Figure 4.11  Ridge and skeleton of the CWT obtained for a simulated impulse response from a

single degree-of-freedom (SDOF) non-linear system (reproduced from Staszewski,

1998).

(a)
(b)
(©)
(d)

Instantaneous envelope.
Instantaneous frequency.

Impulse response function from the SDOF non-linear system.
Amplitude of the continuous wavelet transform of the impulse response function.
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4.5.2.3 Discrete Wavelet Transform

Time-frequency CWT analysis can be confined to a discrete set of translation and scale
parameters such as the dyadic framework a, = 2'and b,, = k/2’. A function (r) is called an

orthogonal wavelet if the function

v, (1) =2"%y(2t - k), with j=12,...J (j,ke Z) (4.30)
forms an orthonormal basis (Daubechies, 1992), where J denotes the number of levels | of the

wavelet decomposition and k represent the number of wavelet coefficients. The orthogonal

wavelet transform (OWT) then becomes:

x] = Ix(t)w“(t)dt (4.31)

—

In contrast to the CWT (Mallat, 1998), the orthogonality of the OWT avoids redundancies in the
analysis (Daubechies, 1992). Orthogonality ensures mutual independence between the wavelet
coefficients. A number of wavelet functions satisfy the admissibility conditions for orthogonal
analysis (Newland, 1994). The Daubechies wavelet functions (Daubechies, 1992), also called
compactly-supported orthonormal wavelets, have been shown to provide good analyzing
properties, especially for the purpose of data compression and feature selection (Staszewski,
1998b), statistical patter recognition (Hong et al, 1996), irregularity detection (Wang and
McFadden, 1995; Smallwood, 1998) and noise reduction (Pasti et al., 1999).

The nomenclature used for Daubechies wavelets is DN, where N is a scalar value indicating the
order of the wavelet. The order of the wavelet indicates the number of coefficients used to
generate the wavelet. As the number of its coefficients increases, a wavelet becomes smoother,
meaning more differentiable (Newland, 1994). Generally, different wavelet families make different
trade-offs between how compactly the basis functions are localized in space and how smooth
they are (Newland, 1994; Staszewski, 1998b). More compactly supported, and less smooth,

wavelets are normally adopted for the analysis of non-stationary data with discontinuities and
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transient events (Staszewski, 1998b). This is the case of the lower order Daubechies D4 wavelet.
Less compactly supported and smoother wavelets are better for the analysis of stationary and

periodic data presenting a more regular pattern. This is the case of the higher order Daubechies

D20 wavelet.

The advantage of using an OWT consists of decomposing the analysed signal into different
frequency bands. Each level j of the decomposition is obtained by convolving the signal with low-
pass and high-pass filters, and down-sampling based on powers of two. The Mallat algorithm
(Mallat, 1998) implements this decomposition scheme using filters. The outputs of the high-pass
filter are called the “detail coefficients” cD,x, while the outputs of the low-pass filter are called the

“approximation coefficients"cA,x. Given the sampling frequency f, at each level |, the detail and

approximation coefficients lie within a frequency band given by:

cDy [2-um f 27 5 ] (4.32)

cAj [0,2:U+ ¢ ] (4.33)

The decomposition process is iterated with successive approximation components being
decomposed in turn, while the details are saved each time. The detail coefficients represent the
high-frequency components that contain the finest information of the signal at the first-levels of
the decomposition iteration. The approximation coefficients, on the other hand, represent the low-
frequency components that contain the coarsest information of the signal at the last level of the
decomposition. The decomposition process is iterated until the individual approximation
components consist of a single sample. The number of decomposition levels is bounded by the
length of the analysed signal (Newland, 1994). When the number of data points in the analysed
signal is N=2’ , the algorithm allows a maximum of J+1 levels of decomposition. An example of a
3-order level wavelet decomposition consisting of J+1 = 4 wavelet levels is presented in Figure

4.12.
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Figure 4.12 Example of a 3-order level discrete wavelet decomposition tree consisting of
4 wavelet levels (adapted from Mathworks Inc, Version 6, September, 2000).

The details coefficients obtained for a level j can be recombined to reconstruct the time domain
signal belonging to the specific frequency band (Newland, 1994; Mallat, 1998). The objective of
such a process is to identify a frequency band, or level j, where the salient characteristics of the
analysed signal appear more evident and clear than in the original time history. The orthogonal
property of the OWT ensures that any detail signals can be analysed independently by means of
an appropriate choice of wavelet level. Once the detail signal levels of interest are identified, it is

possible to perform a local analysis on each to extract the signal features of interest.

In the case of the discrete orthogonal transform, the results normally consist of a set of signal
features which are extracted from each frequency band of the signal rather than a map of the
magnitude or phase of the wavelet coefficients as used with the CWT (Mallat, 1998). This is
because the discrete number of scales (or levels j) used in the computation of the OWT are

limited by the value of the sampling rate of the signal (J=log,N). Frequency resolution is therefore

insufficient for fine analysis.
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Figure 4.13 presents an example of the OWT decomposition of the vibration signal measured for
an automotive gearbox with a wheel rotational frequency of 37.5 Hz, and a meshing vibration
frequency of 600 Hz (Staszewski, 1998b). The OWT analysis was applied to N=2°<256 samples,
producing thus J = 8 levels. Figure 4.13a presents the reconstruction in the time domain of the
detail components for each level j, whereas Figure 4.13b presents the wavelet details in the
frequency domain. The upper window of Figures 4.13a and 4.13b shows the original data used
for the decomposition. In particular, the meshing frequency H, (600 Hz) and its harmonics H,
(1200 Hz), H3 (1800 Hz), H4 (2400 Hz), and Hs (3000 Hz) are seen dominate the original PSD
(Figure 4.12b). By using an eight level wavelet decomposition, it was possible to observe that the

harmonic H, was dominant on level 7, while the meshing frequency H, was dominant on level 6.
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Figure 4.13 Orthogonal wavelet decomposition of the vibration signal measured for an
automotive gearbox (reproduced from Staszewski, 1998b).

(a) reconstruction of the wavelet detail components in time domain.
(b) power spectra densities of the wavelet detail components.
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Chapter 5

An Examination of Diesel Idle Vibration

5.1 Introduction

This chapter investigates the nature of the idle vibration emission of representative diesel-engined
automobiles. In particular, the experimental measurements and the signal analysis described
here were used to quantify the typical statistical variation which occurs in the diesel idle vibration
signature under varying fuel conditions and under different engine technologies. The reason for
analysing the statistical variations in diesel idle vibration was the need to identify salient statistical
properties that could help to discriminate one fuel with respect to another, and between different
types of engines. Both global signal statistics and cycle-to-cycle statistical variations in the
vibration signatures were analysed. The analysis was undertaken based on the knowledge that
under idle conditions, the random fluctuations of the combustion process introduce time-varying
forces that make the vibration non-stationary in nature (Priede, 1992; Ozdor et al., 1994). Cycle-
to-cycle variations (CCV) are known to occur due to the operating cycle of the engine when

combustion takes place (Ball et al., 1998; Randall, 2001; Liu et al., 2002). Different fuel content,

or a different engine technology, can affect this variability (Ando and Motomochi, 1987,
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Kouremenos et al., 1996; Satgé de Caro et al., 2001; Lee et al, 2004). One of the resultant
effects of the random variation in the combustion process is the cycle-to-cycle variation (CCV) in
the cylinder pressure rate (Pischinger et al., 1979; Ozdor et al., 1994). The effect of combustion
process CCV on engine power output, fuel consumption and pollution has traditionally been
quantified by measuring the cyclic variability of the pressure data. One such measure which is
frequently reported in the literature is the coefficient of variation in the indicated mean effective
pressure (IMEP) (Matekunas, 1983; Heywood, 1988). The IMEP is defined as:

COV e =(M] 1100 [%] (5.1)

e
where the IMEP is defined as the theoretical constant pressure which must be exerted to produce

the same total power during the power stroke of the engine, ¢ ,,, is the standard deviation in
IMEP pressure and L, is the mean IMEP. When the coefficient of variation COV ., exceeds

10 percent (Heywood, 1988), engine performance is normally degraded, and tends to generate

complaints of a “rough” idle vibration from drivers (Hoard and Rehagen, 1997).

Similar to the pressure-based metrics of the cyclic variability, the work presented in this chapter
aimed to define a set of coefficients of variation which quantify the change in the vibration
statistics that is caused by the changes of fuel type and engine technology. The objective of the
analysis presented in this chapter was to describe the statistical variation of the vibration signals,
so as to identify objective signal parameters which could be used as vibration stimuli descriptors
for quantifying the human subjective response to the steering wheel idle vibration. The main

objectives of the analysis were:

e« to measure the engine idle vibration signature of diesel-engined automobiles under

various fuel conditions;

o to measure the steering wheel idle vibration signature of diesel-engined automobiles

under various fuel conditions;

« to identify how much the steering wheel vibration signature was related to the engine idle

vibration signature;
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¢ to quantify the percentage variation of the global and cycle-to-cycle signal statistics of the

engine and the steering wheel vibration when changing from one fuel to another.

In order to achieve these objectives, the analysis of the diesel idle vibration was conducted as

described in the flowchart of Figure 5.1.

Choice of engine
technology
Choice of diesel fuel
type

Measurement and

data acquisition of

diesel idle vibration
emission

I

—
Engine idle vibration
measured on the

+
Steering wheel idle
vibration measured
at the 60° position,

head of cylinder

block with respect to top
‘ centre
J
Time-domain Frequency-domain
analysis analysis

Global signal Cycle-to-cycle signal Power spectral Transter function

statistics calculation statistics calculation density calculation and coherence
for each fuel and for each fuel and function calculation

automobile automobile
C Global and cycle-to-cycle characterization of diesel idle vibration signature

Figure 5.1 Flowchart describing the analysis of diesel idle vibration conducted in Chapter 5.

5.2 Experimental Idle Vibration Tests
5.2.1 Choice of Diesel Fuel Properties
The most important fuel properties influencing the combustion process are the fuel ignition

quality, volatility, viscosity and density (Owen and Coley, 1995). The effect of fuel properties on

engine performance will be discussed in the following sections.
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5.2.1.1 Fuel Cetane Number

Among the chemical properties of a diesel fuel that can affect engine performance, the cetane
number (C.N.) value is generally recognized as the most important predictor of combustion quality
(Owen and Coley, 1995). The cetane number represents a measure of the tendency of the fuel to
ignite spontaneously in the combustion chamber. A fuel with a high cetane number (C.N. > 50)
presents higher ignition quality due to a shorter ignition delay period, which is the time between
the beginning of ignition and the appearance of the pressure rise inside the cylinder (Heywood,
1988). On the other hand, a low cetane number fuel presents a long ignition delay which leads to
an accumulation of fuel prior to ignition, causing a rapid pressure rise and very high peak
pressures once combustion takes place. Thus, for a lower cetane number, the combustion
process is characterised by higher heat release and faster pressure rise times, producing rougher
engine operation. Typical C.N. values required by national standards and by fuel quality guide
specifications (Owen and Coley, 1995) are from 40 to 59. A typical cetane number value for a
commercial diesel fuel is reported to be 49. In the research presented in this thesis, a set of
twelve diesel fuels were tested under idle conditions. In order to represent diesel fuels having
different combustion characteristics, the cetane number of the test fuels ranged from 27.1 to 77.0

as shown in Figure 5.2.
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Figure 5.2  Cetane numbers of the test fuels.

5.2.1.2 Fuel Volatility

The physical property of diesel fuel volatility (Owen and Coley, 1995) refers to its evaporation

characteristics, expressed in terms of the temperature at which successive portions are distilled
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from a sample of fuel under controlled heating in a standardized apparatus. The distillation curve
for a particular fuel is defined by the temperatures at which various amounts of fuel are distilled.
Standard measures (ASTM-D-86-96, 1996) of volatility recorded during the distillation process are
the initial boiling point (IBP), the final boiling point (FBP) and the percent of condensate
recovered. A low temperature at IBP reflects the ease with which the fuel will start to vaporize,
while the FBP gives an indication of the extent to which complete vaporization of the fuel may be
expected in the combustion chamber. Diesel fuel specifications within the European Union (BS
EN 590, 1997) require that diesel fuels must have at least 85% recovery at 350 °C, and a

maximum of 65% recovery at 250 °C, with a minimum IBP temperature of 180 °C.

In terms of engine performance, lowering the temperature at the IBP, and thus increasing the
volatility, often raises the vapor pressure, which can lead to vapor lock in the fuel injection system
(Hills and Schleyerbach, 1977). On the other hand, a fuel with a high boiling point tends not to
burn completely, which results in an increase of carbonaceous fuel deposits on injector tips. For
cold weather starts and smooth cold weather idle, a low boiling point temperature (T50%) of 245

°C is usually recommended (Owen and Coley, 1995).

For the fuels used in the research of this thesis, the percent of condensate recovered at 250 °C
ranged from 20.5% to 73.5% as shown in Table 5.1. Table 5.1 also presents the initial

temperature (IBP) and the 50% recovery temperature (T50%) for each of the test fuels.

Table 5.1 Chemical and physical properties of the twelve Diesel fuels tested in the research.

. - Volatility
Fuel Cetane Number  Density (kg/m3) Viscosity (mm2/s) BP °C T50% [°C] Recovery at 250 °C [Vol %]

1 77.0 7731 — 188.0 273.5 35.5
2 52.9 8241 2.27 176.0 250.0 50.0
3 63.3 826.9 3.19 188.0 286.4 22.5
4 69.3 8114 2.94 183.5 280.2 29.0
5 52.4 837.3 2.93 178.0 268.5 39.0
6 50.7 837.3 3.40 188.5 285.0 25.5
7 54.5 830.1 2.72 169.5 2745 33.5
8 54.9 817.7 1.95 179.0 2294 735
9 56.5 837.6 3.33 194.0 2846 26.5
10 447 8474 2.22 1545 238.5 57.5
1 41.4 836.1 1.93 153.0 235.0 61.0
12 271 915.3 tem— 193.0 289.0 20.5

* Density at 15°C IBP = Initial boiling point

** Kinematic viscosity at 40 °C T50% = 50% recovery temperature

** —— data not available
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From Table 5.1, it can be seen that fuel 8 was characterized by the lowest boiling point
temperature T50% value, which indicated the lowest distillation curve, and was thus the fuel with
the highest volatility. Fuel 12, on the other hand, was characterized by the highest boiling point

temperature T50% value, which indicated the highest distillation curve, and thus represented the

fuel with the lowest volatility.

5.2.1.3 Fuel Viscosity

Fuel viscosity is defined as the resistance of the fuel to flow (Owen and Coley, 1995). It is usually
expressed in terms of kinematic viscosity, measured in centistokes (cSt) mm?s. Viscosity is
related to the performance of the fuel injection equipment, particularly at low temperatures where
an increase in viscosity leads to a smaller quantity of injected fuel. On the other hand, a low
viscosity fuel can produce leakage from the pumping elements, reducing the volume of fuel
delivered, particularly at low speeds (Grigg et al., 1986). National specifications for automotive
diesel fuel (BS EN 590, 1997) impose an upper limit on viscosity to ensure that the fuel will flow
readily during cold starting, and a minimum limit to avoid the possibility of power loss at high
temperatures. Typical viscosity values required by the BS EN 590 standard are a maximum level
of 5.0 mm?s at 40 °C for the cold start region, and a lower limit of 2.5 mm?s at 40 °C to minimize
the risk of hot restart problems. The viscosity level of the twelve test fuels used during the course
of the research described in this thesis ranged from 1.93 to 3.40 mm?s at 40 °C in order to

represent typical fuel conditions (see Table 5.1).

5.2.1.4 Fuel Density

Fuel density is defined as the mass per unit volume, and it is expressed in kilograms per cubic
meter (kg/m®). The importance of fuel density is primarily related to the heating value of the fuel,
and thus to the energy available to generate power. Fuel density properties do not feature in all
technical specifications (Owen and Coley, 1995), however since fuel injection equipment operates

on a volume metering system, a change in density will influence engine output due to the different
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mass of fuel injected. A higher density fuel tends to produce more engine power and less fuel
consumption (Heinze, 1986). Typical density limits for the European market (BS EN 590, 1997)
are between a minimum of 820 and a maximum of 860 kg/m®. The fuel density values of the
twelve test fuels used in this research ranged from 773.1 to 915.3 kgym® in order to represent

typical fuel conditions (see Table 5.1).

5.2.1.5 Relation between Chemical and Physical Fuel Properties

For partially or fully warmed-up engines, research has shown that the physical characteristics of
diesel fuel do not significantly affect the ignition delay (Wong and Steere, 1982). For cetane
numbers, ranging from 38 to §3, tests running fuels of different IBP volatility have shown no
discernible differences in the ignition delay period. Therefore, in a warmed-up engine, variations
in fuel atomization, spray penetration and vaporization rate are small over a wide range of cetane
number values. In the case of cold starting performance, research (Cole et al., 1986) has shown
that increasing the cetane number by means of additives provides benefits in terms of the amount
of time required to achieve a stable idle condition. Figure 5.3 presents the effect of diesel fuel
additives on the time to reach stable idle for fuels with different initial cetane number and different
viscosity and volatility properties. As shown in Figure 5.3, the time to stable idle decreases more

quickly with the cetane number than with changes in the other physical properties of the fuel.
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starting a direct-injection Diesel engine (reproduced from Cole et al., 1986).
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Owing to the influence of the cetane number on cold starting time, and owing to the fact that the
other physical characteristics of diesel fuel do not significantly affect the ignition delay, the effect
of fuel type on the idle vibration signature presented in this thesis has been analysed primarily in

terms of cetane number.

5.2.2 Choice of Engine Technology

Diesel engines can be divided into two basic categories according to their combustion chamber
design (Heywood, 1988): direct-injection (DI) engines (Figure 5.4a) and indirect-injection (IDI)
engines (Figure 5.4b). In the case of DI engines, the fuel is injected directly into a single
combustion chamber formed by the confined space between the cylinder head and the crown of
the piston as it reaches its highest position. IDI engines, on the other hand, have a combustion
chamber which is divided into two regions, and the fuel is injected and burned first in the

prechamber, which is connected to the main chamber via a nozzle or orifice.

Fuel
Injector

Glow Plug

Piston
A
(b)

Figure 5.4 Combustion chamber configurations (reproduced from Riesenberg and
Faupel, 1999).

(a) Direct-injection (DI).
(b) Indirect-injection (IDI).

In direct injection engines, the mixing of fuel and air depends mostly on the spray characteristics

and on air motion (Heywood, 1988). Thus, high-speed DI engines generally require fuels of high
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ignition quality, with short delay characteristics, which in turn require a high cetane number value.
IDI engines, in contrast, provide higher fuel vaporization and mixture formation in the main
combustion chamber through the use of the narrow connecting passage of the prechamber. Good
mixing of fuel and air is achieved by means of the high turbulence, which is created by the rapid
transfer of air from the cylinder into the prechamber during compression. The resulting pressure
drop between the prechamber and the main chamber produces a gas flow which enhances the
mixing and combustion of the fuel and air. The higher turbulence achieved in the IDI engines
make this type of engine capable of using fuels of poorer ignition quality, and thus fuels with lower
cetane number (Heywood, 1988; Owen and Coley, 1995). However, the increased volume,
combustion chamber surface area and turbulence of IDI engines put them at a disadvantage in

terms of thermodynamic efficiency and, ultimately, fuel economy.

The ID! engine was developed primarily to overcome the reduced mixing of fuel and air which
characterises DI engines, limiting them to the use of fuels of high quality for the passenger car
market. Recently, however, the availability of high pressure fuel-injection systems and of
electronic engine management systems has permitted significant advances in direct injection (DI)
engine performance (Monaghan, 1981; lvaldi et al., 2004). The use of piezoelectric injectors and
an electronic control unit allows more flexible injection timing and fuel metering compared to the
old mechanical controls of the rotary distributor pumps. Currently, the most widely used form of
direct-injection is the common-rail system, a terminology which refers to a single fuel injection line
connected to all the fuel injectors, which provides a common pressure accumulator called a “rail”
(Riesenberg and Faupel, 1999). The common-rail function is to maintain injection pressure at a
constant high level of up to 1350 bar (19,845 psi) independent of engine speed and fuel quantity.
This is achieved by means of an electronic engine management system which continually adjusts
the fuel feed pressure according to the engine speed and the throttle position. Sensor data from
the camshaft and the crankshaft is used by the electronic control unit to adjust the fuel injection
so as to adapt it to actual demand, consequently improving fuel efficiency and emissions.

(Riesenberg and Faupel, 1999).
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In order to introduce statistical variation into the data, two different diesel automobiles, which had
substantially different engine characteristics, were used in the research described in this thesis.
The vehicles were:
e Renault 19 1.9 L - turbocharged engine with mechanical indirect injection (IDI) and
prechamber system;
e Ford Focus 1.8 L — turbocharged engine with common-rail direct injection (DI) system.

Table 5.2 lists the basic engine specifications for the two automobiles.

Table 5.2 Engine specifications of the two test automobiles.

Automobile model

Renault 19 1.9L Ford Focus 1.8L
1.9 iitre Turbocharged diesel, 1.8 litre Turbocharged diesel,
Specification indirect injection (1D1), direct injection (DI), common rail
precombustion chamber system fuel-injection system
Engine Type Four-cylinder, dual overhead cam  Four-cylinder, dual overhead cam
Bore 80 mm 82.50 mm
Stroke 93 mm 82 mm
Displacement 1870 cm® 1753 cm’®
Compression Ratio ~ 21.5/1 19.40M

The two test automobiles were chosen based on the knowledge that the effect of diesel fuel on
engine performance depends on engine design, engine size and on the engine operating
conditions (Heywood, 1988). In particular, an older engine having a prechamber-based indirect
combustion system and mechanical distributor pump (Renault 19) was chosen along with an
automobile having a modern direct injection common-rail system (Ford Focus 1.8). The new
automobile, characterized by common-rail technology, was expected to provide better combustion
stability than the older vehicle equipped with a mechanical injection pump (Renault 19). Both
automobiles were equipped with 4-cylinder engines. The decision to focus the research on 4-
cylinder engines was taken due to the popularity of this configuration, and due to time constraints

which did not allow for the testing of more than a single engine layout.

5.2.3 Vibration Measurements

Vibration measurements were made at the engine block and at the steering wheel on each
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automobile in order to determine the properties of the vibration signals occurring at the two
subsystems, and to evaluate how much the steering wheel vibration signature was related to the
engine idle vibration signature. Measurement positions at the engine block structure are typically
taken at the head gasket level (Priede et al., 1969) In the research described in this thesis, the
measurement point chosen to record the engine vibration was on the upper part of the cylinder
block near the engine transfer hook (see Figure 5.5a). A metal plate exists at this point which is
convenient for mounting the accelerometer at the required gasket level. The measurement point
chosen to record the steering wheel vibration was taken on the surface of the steering wheel at
the 60° position with respect to top centre (see Figure 5.5b). This location coincides with a typical

grip position of the driver's hand when holding an automotive steering wheel (Giacomin and

Gnanasekaran, 2005).

(b)

Figure 5.5 Test measurement points. Photos are relative to the Ford Focus 1.8 L.

(a) accelerometer position at the engine block.

(b) accelerometer position at the steering wheel.
The directions of measurement for the engine block and for the steering wheel were taken along
the three principal axes (see Figure 5.6) of the automobile as defined by SAE standard SAE J
670e (1974). The X-axis was towards the front of the car, the Y-axis was to the left and the Z-axis

was upwards. In this thesis, the X-axis at the engine block will be referred as to the engine
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transverse direction (X) since it was in the horizontal plane normal to the crankshaft axis of both
automobiles. The Y-axis will be referred as to the axial direction since it was along the crankshaft
axis and the Z-axis will be referred as the vertical direction. The directions of measurement at the

steering wheel were taken as described in section 1.3.

Figure 5.6 Measurement axis of the vibration recordings performed at the engine block
and at the steerina wheel.

The engine block and steering wheel vibrations were measured by means of two tri-axial
piezoresistive accelerometers (Entran EGAS3-CM-25). The accelerometer at the engine block
measurement position was fixed by means of an aluminium block, mounting plates and screws.
The accelerometer at the steering wheel measurement position was fixed by means of an
aluminium clamp and mounting screws. The geometrical dimensions of the engine block
mounting plates and of the steering wheel clamp are provided in Appendix A. The acceleration
signals were amplified by means of an Entran MSC6 signal-conditioning unit (Entran, 1991), and
stored using 6 channels of a Sony PC 216A Digital Audio Tape (DAT) recorder (Sony, 1994) and
monitored by a Tektronix TDS 210 digital oscilloscope (Tektronix, 1999). The specifications of the
accelerometers, and of the test equipment are provided in Appendix A The amplifier and the DAT
recorder were run using a battery so as to eliminate electronic noise from vehicle systems. The
DAT sampling rate chosen for the vibration measurements was 5 kHz. The rate of 5 kHz was
sufficient to ensure that the vibration signals were recorded with adequate definition at the

maximum frequency of interest of 1000 Hz. The maximum analysis frequency of 1000 Hz was
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chosen based on the guidance provided by the International Organization for Standardization
5349-1 (2001), which defines the frequency range most associated with the effects of hand-arm

vibration as that from 8 to 1000 Hz.

The vibration measurements were performed at the Road Test Laboratory at Shell Cheshire
Innovation Park in Thornton, England, where engineers specialised in engine and vehicle testing
performed the change of fuel for each recording session. In particular, for each fuel, two tanks
where used (see Figure 5.5a) to feed in the fuel and to remove it at the end of each recording
session. Precision manometer gauges were used to monitor the loading of the fuel. After each
change of fuel, each engine was left to idle for approximately 10 minutes so as to purge the fuel
feed system, and so as to stabilize temperature and injection conditions. After the 10 minute
warm-up, the engine and steering wheel signals were sampled for two minutes in order to obtain
acceptable confidence in estimating the statistics of the time histories (Brunt and Emtage, 1997,
Ball et al., 1998). The test conditions for both test automobiles are summarised as the following:

¢ vehicle parked with engine at idle;

¢ transmission in neutral and handbrake actuated;

¢ no human subject sitting in the car during the test or holding the steering wheel;

o twelve diesel fuels having different cetane numbers;

o data recorded over 2 minutes for each fuel;

e 20 °C environmental temperature and 40% humidity.

The recorded signals were reacquired and analysed at the University of Sheffield Perception
Enhancement Systems Laboratory by means of a Hewlett Packard 9000 C110 Unix workstation
running the Fourier Monitor module of the LMS CADA-X 3.5B software (LMS International, 1996),
using a 12-channel Difa Systems Scadas front-end unit. The signals were resampled at 2048 Hz,
a rate which was adequate for the purpose of evaluating hand-arm vibration in the range from 8 to

1000 Hz.
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5.3 Signal Processing and Statistical Analysis

5.3.1 Time and Frequency Parameters for a 4-Cylinder Engine

In order to analyse the engine idle vibration, some basic time and frequency parameters (Priede,
1992) for a four-cylinder, four-stroke engine had to be determined, as shown in Table 5.3. The

time parameters for one working cycle of a four-cylinder engine are illustrated in Figure 5.7.

Table 5.3 Time and frequency parameters for a four-cylinder, four-stroke engine.

Time constant Formula Unit Eq.
nominal idle speed of the crankshaft n [r/min] | (5.2)
period of one revolution of the _ (60sec /min)
crankshaft Thev R (s] (5.3)
period of one working cycle of the T, =2T,, (s] (5.4)
engine
rotational frequency of the crankshaft 1
anency Frev =5— [Hz) | (5.5)
REV
engine working cycle repetition F.=1T,, [Hz) (5.6)
frequency
engine firing frequency _ (cylinders)- (n)
F (2rev/ cycle)- (60 sec / min) (Hz] (5.7)
period between consecutive cylinder _1
firings T, = F, [s] (5.8)
22,0 | Tc -
3 Taev Trev
17.0 [ >
s Te Te . Te P Te
120 " "
Né’ 7.0
S g
9
j
2
[]
3
< 3
-13.0 |
180 |
.23.0 s . FUET'Y S SR U SR S W | A AR U S0 SRR WY U S SR VN 1 i -
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

time [s]
Figure 5.7 Time parameters for one working cycle of a four-cylinder engine.
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5.3.2 Global Signal Statistics and Cycle-to-Cycle Variation Analysis

As mentioned in the introductory Chapter 1, in a reciprocating internal combustion engine the
combustion forces can be considered as having a periodic engine cycle component, and a
random component which is caused by the fluctuations of the combustion process. In the case of
a four-cylinder, four-stroke engine, there is only one firing stoke per cylinder every second

crankshaft revolution, which is the period of one engine working cycle (7.). However, the

combustion cycle does not repeat exactly every engine cycle due to the random fluctuations of
the combustion process from cycle-to-cycle (Ozdor et al., 1994; Hinze and Cheng, 1998) and due
to an unequal distribution of fuel from cylinder-to-cylinder (Ando and Motomochi, 1987; Stout et
al., 2003). Due to the random variations in the combustion process, it was decided that the
statistical variations in the vibration signature should be analysed in terms of both global signal

statistics and cycle-to-cycle statistics. The root-mean-square value, kurtosis value and crest factor

were calculated in order to:

e quantify the variations in the global signal statistics when changing from one fuel to
another;
e quantify the variation in the cycle-to-cycle statistics when changing from one fuel to

another;

e compare the behaviour of the two test automobiles under the various fuel conditions.

The root-mean-square and kurtosis values were calculated over the complete two-minute signal
as global statistics. In order to reflect the cyclic engine variability, running statistical measures of
root-mean-square, kurtosis and crest factor were also calculated on a cycle-to-cycle basis. The

statistical values were computed for the acceleration time series of both the measurement points.
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5.3.2.1 Selection of a Single Engine Cycle

In order to determine the statistical variations on a cycle-to-cycle basis, it was necessary to define
the length of the time window over which to compute each signal statistic. For the calculations
presented in this research, the time window was chosen equal to the period of one engine

working cycle T, (Eq. 5.4) since the combustion forces, which represent the main source of

vibration for a internal combustion engine at idle, act periodically one every second crankshaft

revolution, which is the period of one engine working cycle (7).

A general procedure would require the acquisition of the engine instantaneous angular velocity
signals in order to be able to identify the starting point of each thermodynamic cycle involving the
firing of all four engine cylinders (Liu et al., 2002). The measurement of a tachometer signal via a
shaft encoder can provide this information. Unfortunately, at the moment of the experimental
measurements, it was not possible to install a shaft encoder since this would have damaged the
physical structures of the automobiles that were tested. Therefore the identification of the period
of one working cycle, within the full length of the sampled vibration, was made by means of an
analytical routine programmed using the MATLAB software (Mathworks In¢, Version 6,
September 2000). The starting point of each engine cycle was taken to be the point where the
energy level was minimum after four complete combustion events of duration T, . Four complete
combustion events were chosen since, for a 4-cylinder engine, there are four power strokes within
the period of one engine working cycle. Subsequently, by selecting a time window equal to the
average period of a working engine cycle T, it was possible to extract each single engine cycle

from the measured vibration time series.

5.3.2.2 Number of Engine Cycles for Statistical Stability

When statistical data are computed for engine data, a common problem (Brunt and Emtage,
1997) is to know how many engine cycles should be processed in order to ensure a high

statistical confidence in the results. The maximum number of cycles acquired at the time of the
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experimental test is usually determined by the amount of data that can be stored, and by the
maximum acceptable data processing time. The optimal number of cycles, over which to compute
the cycle-to-cycle signal statistics, is normally chosen to be the minimum number of cycles
required to produce stable statistics. Process stability here refers to a process that is not
changing its characteristics of mean and variance, when all the variations have been shown to
arise from random causes (Oakland, 1996). Further, stability is here determined with respect to

the statistical values which are found when calculated using the whole length of the time history.

In order to evaluate the effect of the number of cycles on the stability of the signal statistics,
various time intervals of the signal, which included a variable number of cycles n., were randomly
selected and grouped into a number K of samples. For a given sample which contained a fixed
number n. of cycles, a total of N, observations were collected in order to compute the mean and
the variance of that sample. The number of observations N, used to compute the sample estimate
represented the sample size. The parameter used to evaluate the stability of the process was the
rm.s. value. The r.m.s. value was chosen since it provided, for each sample K, the average
energy value relative to the time interval which included a number n. of cycles. For each sample

K consisting of N, observations, the mean was calculated as:

- 1 <
Xk=— ) x 59
X N Z‘ ; (5.9)

where the variable x, is the r.m.s. value calculated for each observation N; in each sample K.

The stability of the signal was assessed by calculating how closely the r.m.s. values for each
sample estimated the global r.m.s. of the complete time history. Closeness was quantified by
means of the normalized mean square error (MSE) of the sample mean (Bendat and Piersol,

1986) of each sample K:

1 3 ( )2
K N-x & (5.10)

where 3(: is the global r.m.s. of the whole time history, and N, is the number of observations for
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each sample. The mean square error was normalized with respect to the global r.m.s. value for
convenience of comparison between the various types of fuel and the different engine
technologies. The value of 100 in Eq. (5.10) was used to express the MSE in percent. The mean
square error provided a measure of the variability of the sampling distribution of the sample

means X_k around the target value, i.e. the global r.m.s. of the whole signal. In order to provide

an additional indication of how closely the sample values estimated the global r.m.s., confidence

intervals were calculated at the confidence value of 99.7 % as defined by Oakland (1996):

X« %30, (5.11)

where X « is the overall average of the sample means and O, Is the standard deviation across

the number of samples K.

5.3.3 Indices of Variability

In order to quantify the changes in the vibrational signal statistics which were caused by the fuel
type and by the engine technology, a coefficient of variation (CV ) was determined for each
signal statistic. In analogy to the coefficient of variation (Eq. 5.1) based on pressure-related
parameters, which is used as a measure of combustion stability, a coefficient of variation was

calculated based on the statistical parameters of the vibration signals:

CV=[§-} 100% (5.12)

where ¢ and p are the standard deviation and the mean values of the distribution of the
underlying statistic being calculated for each fuel condition for each automobile tested. The

coefficient of variation was chosen because it is a normalised index, being obtained by dividing

the variability (o) around the mean value by the mean value itself (j1). For the case of the cycle-
to-cycle variation analysis, the coefficient of variation of Eq. (5.12) calculated for each fuel m
constituted a coefficient of intra-fuel variability (CV_ ), which represented the percentage variation

of the signal statistics occurring in the vibration signature from cycle-to-cycle for each fuel type. In
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order to compare the cycle-to-cycle signal statistical variations calculated for each fuel type, and

to compare the behaviour of the two test automobiles, two overall measures of variation were

determined across all test fuels. The coefficients of variation CV,, obtained for each fuel m were

averaged to determine an overall index of intra-fuel variability S,, defined as:

S,% = average index of variation across all fuels = < CV,, > (5.13)

where the symbol < > represents the average taken across all fuels. The overall index of intra-
fuel variability S% permitted a comparison of the variability in the acceleration signals between

the two automobiles. Further, the standard deviation 6, of the distribution of the CV,, obtained

for each fuel m was divided by the index S,% to determine an overall index of inter-fuel variability
S2%. The overall index of inter-fuel variability S;% which provided a measure of the percentage

variation of the signal statistics between different fuel conditions, which was defined as:

S,% = (——0—%—)-100% (5.14)
<CV_>

Similarly, an overall index of the inter-fuel variability S;% was calculated for the global signal

statistical analysis as in Eq. (5.12) where 1t and o were the mean and standard deviation of the

global statistics determined across all fuel conditions.

In order to facilitate the data analysis, a baseline difference value of 13% was established, and all
signal statistics which produced a coefficient of variation greater than 13% were analysed. The
13% figure was chosen based on the knowledge that the just-noticeable-difference value (see
section 3.2) for human perception of hand-transmitted vibration varies from a minimum of
approximately 5% for the detection of changes in vibration magnitude using needles indenting the
skin of the fingertips (Knudson, 1928), to a maximum of 15 to18% for the perception of hand-arm
vibration using a wooden handle (Morioka, 1999). The just-noticeable-difference, which indicates
the intensity by which a stimulus must differ from another stimulus so as to be detected (Coren
and Ward, 1989), provides a useful threshold value which must be exceeded if humans are to

detect differences in vibration.
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5.3.4 Frequency Domain Analysis

For the analysis presented in this thesis, acceleration power spectral density calculations were
performed rather than power spectra due to the desire to accurately quantify the spectral
amplitudes of the many random components of the engine vibration signatures. In this and
successive chapters, acceleration power spectral densities are presented in order to quantify the

frequency distribution of the vibrational energy in the various vibration signatures. In this chapter,

examples are also presented of the acceleration transmissibility function H(f) defined as:
H(f)=—"7= (5.15)

where G, ( f ) is taken in the context of this thesis to be the PSD of the engine block acceleration

(input reference), and G, ( f )is the cross-spectral density of the engine block and the steering

wheel acceleration (output response) (Bendat and Piersol, 1986). Confidence statements about
the accuracy and the reliability of the transmissibility function are often required in order to assist
the interpretation of the results. This can be achieved by estimating the presence of measurement
noise in the output signal, and by calculating how much the measured output signal is linearly

related to the input signal at each frequency by means of the coherence function:

o pyo G ()
v(f)= . 06.0) (5.16)

where 0 <y2(f)<1,and G (f) is the PSD of the output y(t). A value of zero means that none

of the power in the output signal is linearly related to that in the input signal, and that it is not due
to the input signal but to the measurement noise. A value of one, on the contrary, means that all
the power is linearly related and that no measurement noise is present in the output signal. All the
spectral calculations presented in this thesis were performed using the following parameters:

e original data length of 2 minutes;
e sampling frequency of 2048 Hz;
e FFT block size of 2048 samples;
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e frequency resolution of 1.0 Hz;
¢ Hanning window;

o window function overlap of 90%.

5.4 Experimental Results

The 2 minutes of acceleration data from each experimental test meant that a total of 800 engine
cycles were acquired for the engine and steering. In light of the studies on statistical analysis
performed by Brunt and Emtage (1997) and by Ball et al, (1998), 800 engine cycles were
considered acceptable for estimating the overall statistical properties for the expected range of

data variability. The time constants for the four-cylinder, four-stroke, engines are listed in Table

54. Table 5.4 Time constants for the test engines when at idle.

Automobile Number of n Te Thev Te Fe Faev Fe
model  C"ONNPe iinders  r/min (s) ) (8 (H) (Hz) (H)

Renault 19 IDI engine 4 840 0.143 0.071Y  0.036 7 14 28

Ford Focus 1.8 DI engine 4 780 0.154 0.077  0.038 6.5 13 26

5.4.1 Global Signal Statistical Variation among Fuels

Figures 5.8 and 5.9 present an example of typical idle acceleration time histories from the Renault
19 and the Ford Focus 1.8, relative to the condition of fuel 8 (C.N. 54.9). Parts (a) (b) and (c) of
Figure 5.8 present the engine block acceleration time histories as measured for the Renault 19
along the X, Y, Z directions, while parts (d) (e) and (f) present the steering wheel acceleration
time histories along the X', y*, Z' axes respectively. Figure 5.9 presents the same information for
the Ford Focus 1.8. One second of time history is presented, which corresponds to approximately
7 complete engine cycles, involving 28 individual cylinder combustions. The time histories
suggest changes in combustion duration T, (time between consecutive cylinder firings),
amplitude modulation of the combustion activity from cycle-to-cycle, and an unequal distribution
of combustion peaks. In addition, the time histories suggest that the transmission of the
vibrational energy from the engine to the steering wheel differed for the two automobiles, resulting

more attenuated for the Ford Focus 1.8 than for the Renault 19.
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Figure 5.8 |dle acceleration time histories measured for the Renault 19 (IDI) for fuel 8

(CN = 54.9).

Engine block vibration along (a) transverse, (b) axial, (c) vertical directions.
Steering wheel vibration along (d) fore-and-aft, (e) lateral, (f) vertical directions.
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Figure 5.9 Idle acceleration time histories measured for the Ford Focus 1.8 (DI) for fuel 8

(CN = 54.9).

Engine block vibration along (a) transverse, (b) axial, (c) vertical directions.
Steering wheel vibration along (d) fore-and-aft, (e) lateral, (f) vertical directions.
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Figure 5.10 presents histograms containing the engine block and steering wheel r.m.s. vibration
levels for each fuel along the three directions measured for each automobile. All statistics were
computed over the full 800 consecutive engine cycles acquired. The histograms are arranged in
order of fuel cetane number, from the highest to the lowest. Figure 5.10a shows that the
transverse direction (X-axis) measured at the engine block for the Renault 19 was the direction
with the highest vibration level. This was not always true, however, for the engine block
acceleration signals measured for the Ford Focus 1.8 (Figure 5.10c), where the r.m.s. levels
along the X and Y axis were generally similar. As far as the steering wheel vibration levels are
concerned, the vertical direction (z'-axis), along the tangent of the steering wheel, was the
direction with the highest energy for both automobiles (Figures 5.10b and d). Further, the
vibration measured at the steering wheel was more attenuated for the Ford Focus than for the
Renault 19. The acceleration level at the wheel for the Ford Focus was only approximately 1/10"

of the levels at the engine block.

Renault 19 (IDI) engine - r.m.s. vibration level (a) Ford Focus 1.8 (DI) engine - r.m.s. vibration level
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Figure 5.10 IdIe vnbration global r.m.s. levels for the Renault 19 and for the Ford Focus 1.8 for the
12 fuel conditions.

(a) engine block acceleration r.m.s. levels measured for the Renault 19 (IDI).

(b) steering wheel acceleration r.m.s. levels measured for the Renault 19 (IDI).

(c) engine block acceleration r.m.s. levels measured for the Ford Focus 1.8 (DI).
(d) steering wheel acceleration r.m.s. levels measured for the Ford Focus 1.8 (DI).
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The mean r.m.s. values and the coefficients of variation (CV) among fuels calculated as in Eq.
(5.12) are reported in Table 5.5 for both the engine block and the steering wheel along the three
directions. The statistics presented in Table 5.5 were calculated excluding the results for fuels 11
and 12, since their properties resulted to be not representative of any legally certifiable fuel (BS
EN 590, 1997). Comparison of Figures 5.10a,c and 5.10b,d, suggested that the IDI-engined
Renault 19 was more affected by fuel quality than the DI-engined Ford Focus 1.8, having higher
coefficients of variation for both measurement points (refer to Table 5.5). The fact that the
changes for the Ford Focus were less marked than for the Renault 19 may be attributable to the

presence of the common rail fuel injection system.

Figure 5.11 presents histograms of the global kurtosis values for the engine block and for the

steering wheel for each fuel along the three directions measured for each automobile.
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Figure 5.11 Idle vibration global kurtosis values for the Renault 19 and for the Ford Focus 1.8 for
the 12 fuel conditions.

(a) engine block global kurtosis values for the Renault 19 (IDI).

(b) steering wheel global kurtosis values for the Renault 19 (IDI).

(c) engine block global kurtosis values for the Ford Focus 1.8 (DI).
(d) steering wheel global kurtosis values for the Ford Focus 1.8 (DI).
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Figures 5.11a and 5.11c relative to the engine block show deviation from a kurtosis value of 3.0,
reflecting the presence of transient events. From a comparison of the engine block data of
Figures 5.11a and 5.11¢, the influence of the fuel on the kurtosis statistics was found again to be
more evident for IDI-engined Renault 19 than for the Dl-engined Ford Focus 1.8 (refer to Table
5.5). As far as the steering wheel data is concerned (Figure 5.11b and 5.11d), the kurtosis values
were approximately 1.5, which is the kurtosis value of a sinusoidal wave. The mean kurtosis
values and the overall indices of inter-fuel variability S;% calculated across all 10 fuels are

reported in Table 5.5.

Table 5.5 Global signal statistics and indices of inter-fuel variability (S;%) determined
across all 10 Diesel fuels for the Renault 19 (IDI) and for the Ford Focus 1.8 (DI).

Automobile model

Renauit 19 1.9L (1D1) Ford Focus 1.8L (DI)
Engine block global statistics r.m.s. kurtosis r.m.s. kurtosis
average inter-fuet average inter-fuel average inter-fuel avera inter-fuel
acr;ss f s variabiity | 2 21 o variabilty fgels varlability f9°| variability
ue S,% s 5,% across fu S;% across fuels g o
Transverse - X axis  8.55 m/s* 23.15% 3.74 15.31% 5.12 mis’ 2.09% 254 1.42%
Axial-Yaxis 306m/s’  31.40% 5.97 17.60% | 5.19mis®  3.56% 1.98 1.95%
Vertical - Z axis  2.77 m/s* 32.75% 416 16.29% 1.93 m/s* 2.85% 2.21 2.35%
Steering wheel global statistics r.m.s. kurtosis r.m.s. kurtosis
inter-fuel average Inter-fuel ade inter-fuel aver inter-fuel
a;;z;a'%; variability across '% is variability aver 'g ols variability © a'gel variability
s S,% el S,% across fu S,% across fuels g o
Fore and aft - x' axis  2.82 m/s* 12.78% 1.58 1.44% 0.40 m/s* 6.31% 2.55 7.90%
Lateral -y’ axis 2.95 m/s:" 8.05% 1.51 1.56% 0.23 m/s’2 6.88% 217 4.13%
Vertical - Zaxis 343 m/s*  6.24% 1.48 066% | 055mist 3159 1.61 1.54%

In terms of the variation in the signal statistics across the various fuel conditions, the global
steering wheel kurtosis value cannot be considered capable of discriminating one fuel with
respect to another since it presented variation not greater than 8% when changing from one fuel
to another. With respect to the research objective of identifying physical signal parameters which
could be used for quantifying the human subjective response to steering wheel idle vibration, the
information provided by the global signal statistics did not clearly suggest an objective metric to
discriminate different fuel conditions for both test automobiles. The coefficients of variation were
found to be less than 13% for the steering wheel data across all the test fuels and across the two

test automobiles. Being characterised by variations that were less than the human just-
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noticeable-difference for vibration level discrimination, the diesel idle global statistics did not
appear to be strong candidates for measures of human response. Further, each of the global
statistics provided only a single number for the idle vibration signature. In the case of vibration
signals characterized by non-stationary events, there is concern among engine vibration
researchers regarding the current practice of using single numbers to quantify the effect of the
complete vibration signature (Brunt and Emtage, 1997, Ball et al, 1998). The difficulty is that
global statistics provide an averaged value of the whole signal, with the loss of all inter-cycle

statistical information.

5.4.2 Cycle-to-Cycle Signal Statistical Variation

The first step in the cycle-to-cycle statistical analysis was to determine the minimum number of
engine cycles (each consisting of four combustions in the case of 4-cylinder engines), which
should be used for calculating the statistical values. It was decided to investigate the engine data
along the transverse (X-axis) direction, since this direction has been considered the most
informative in studies involving the vibration monitoring of reciprocating engines (DeBotton et al.,
2000). For each fuel, a series of time intervals, which included a number n. of engine cycles, was
randomly selected from the original time history and grouped into a number K of samples. Each

sample contained a number N; of randomly selected observations of the same time duration,

which included a fixed number n; of engine cycles. In order to calculate the statistical estimates
over a large number of observations, it was decided to select K=20 samples, containing N=10
members, to give a total of 200 individual estimates of the r.m.s. value. The choice of the 10
members for each sample K was based on the total of 800 engine cycles of data available, which
provided a maximum of 80 engines cycles for the statistical calculations. Each sample included a

number n. of engine cycles from 1 to 80, as shown in Table 5.6.

Table 5.6 Twenty samples defined for the purpose of determining the minimum number of
engine cycles required for the cycle-to-cycle statistical analysis. Each sample
contained 10 randomly selected members, and had a time duration which
included a number n, of engine cycles.

Sample number | Ka1 | K=2 | K=3 | Ke4 | K5 | Kab | K=7 | K=8 | K= [ K=10| K=11 | K=12 | K»13 | Kn14 | K=15 | K=16} K=17 | K=18 | K=19] K=20

Number of cycles
included (n) 1 2 3 4 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
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The sample means X, (Eq. 5.9) were calculated and plotted against the correspondent number

of cycles n.. Figures 5.12a and 5.12b present the sample means calculated for the engine
acceleration time history for fuel 8 for both the Renault 19 and the Ford Focus 1.8. The global
r.m.s. of the complete time history is represented by the horizontal line. Two further horizontal
lines define the 99.7% confidence limits for the estimate of the mean of the complete time history.
Figures 5.13a and 5.13b present the normalized mean square error MSEx (Eq. 5.10) of each

sample for the Renault 19 and for the Ford Focus 1.8, respectively.

The stabilization analysis showed that the r.m.s. value computed over more then 45 cycles
presented a mean square error less than 0.01% for both automobiles (see Figure 5.13). The
stabilization analysis was conducted for all the 10 legally certifiable diesel fuels, and similar
results to those shown of Figure 5.13 were found in all cases. It was therefore decided to perform
the cycle-to-cycle analysis using a number of cycles greater than 45. A total of 55 cycles was

chosen as the optimal number of cycles for determining the cycle-to-cycle signal statistics.

7.00 4

—e— Sample mean values 5.20 4 —e— Sample mean values
::z e Global r.m.s. 5.15 4 e Global RMS
' —— Upper 99.7% confidence limit 5.10 - —— Upper 99.7% confidence limit
% 6794 Lower 99.7% confidence limit % ‘
T 660 —Lower 99.77% confidence limi T 505 ~—— Lower 99.7% confidence limit |
4 650 W 5004
S 6.40 E 405
- = 2 P
6301 N A e P i = AT R -~—
6.20 T & 4901
6.10 4054
6.00 . —r——— e et : v 480 — —— — —
1 2 3 4 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 1 2 3 4 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
Number of Cycles Number of Cycles

(b)
Figura 5.12 Stabilization of the sample mean as a function of the number n. of engine cycles for

fuel 8 (CN 54.9).

(a) engine block, transverse direction, Renault 19.
(b) engine block, transverse direction, Ford Focus 1.8.
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(a)
Figure 5.13 Normalised mean square error between the sample mean and the mean of the
complete 800 cycles time history as a function of the number n. of engine cycles.

(a) engine block, transverse direction, Renault 19.
(b) engine block, transverse direction, Ford Focus 1.8.
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The running r.m.s., kurtosis and crest factor statistics were determined for each engine cycle of
the engine block and steering wheel vibration signals. Figure 5.14 presents the cycle-to-cycle
variations computed over 55 consecutive cycles of the engine block acceleration time histories for
each fuel and each automobile tested. Figure 5.15 presents, instead, the cycle-to-cycle variations
computed over 55 consecutive cycles of the steering wheel time histories for each fuel and each
automobile tested. The overall indices of intra-fuel variability S1% and inter-fuel variability S;%
whi