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Summary

Magnesium is a very lightweight and strong material and thus is of particular interest to
industries such as aerospace and automotive. Elektron™ 675 is a new alloy developed
by Magnesium Elektron Ltd. and based on the magnesium-gadolinium-yttrium system.
This gives particularly high strength and high temperature stability but currently proves
more difficult to process than conventional magnesium alloys. The objectives in the
current work were to study the deformation behaviour with particular emphasis on the

flow behaviour during rolling and the deformation mechanisms that are operating.

To study the deformation behaviour over a wide range of conditions, plane strain
compression (PSC) tests were carried out in a matrix between 380°C and 520°C and 1s™
and 10s” strain rates, similar conditions to those experienced in industrial rolling. The
tests showed similar behaviour at all conditions with a rise to a peak stress followed by
continuous softening and constitutive equations of flow stress were developed. Further
PSC tests were used to study behaviour such as static recrystallisation during annealing

and the effect of non-isothermal rolling with cold rolls.

Following deformation, the microstructures were studied using various microscopy
techniques, the most common being electron backscatter diffraction (EBSD). It was
found that {10T2} twinning was very prevalent in the early stages of deformation,
particularly in the tests deformed at low temperatures or high strain rates. Slip occurred
predominantly on the basal plane but was also observed on prismatic plancs and there
was strong evidence that <c+a> pyramidal slip was also active. Dynamic
recrystallisation was observed in necklace formations around grain boundaries and is
thought to have formed by the continuous dynamic rotation recrystallisation

mechanism.

This study has provided new information on the deformation mechanisms that opcrate
in high strength magnesium alloys and has calculated a viable process window in which

Elektron 675 can be rolled.
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1. Introduction

1.1 Background

Magnesium alloys are known to be exceptionally light and strong and thus have
applications wherever weight savings are required. Therefore, there are many possible
uses, particularly in the wrought form for areas such as car body panels or internal
structures of aircraft. The current work is concerned with a new magnesium alloy
known as Elektron™ 675. This has been developed by Magnesium Elektron Ltd. as a
particularly strong alloy that can be used at higher temperatures than many other
magnesium alloys. It achieves this high strength and temperature range through the
addition of the rare earth elements yttrium and gadolinium.

A major disadvantage of magnesium has always been the difficulty of wrought
processing due to the lack of ductility, particularly at low temperatures. Magnesium is
rolled in much the same way as other materials, reducing a large cast billet to plate or
sheet material through a number of different rolling passes. Rolling causes plane strain
conditions in the material, with no extension in the transverse direction. The speed and
temperature at which the rolling process is carried out has a very strong influence on the
ductility of the material and also on the final properties due to changes in microstructure
and texture. Deformation occurs through slip and twinning and further changes occur
from recovery and recrystallisation. It is generally found that magnesium, along with
many other metals having a hexagonal crystal structure, forms a basal texture during

compression that is not normally desirable in rolled sheet.

1.2 Main Techniques Used

The basis of this project was the laboratory simulation of industrial rolling using the
plane strain compression (PSC) technique. This allows small scale experiments in which
the material can be subjected to a similar stress state to that experienced in rolling,
giving the opportunity to carry out a greater number of tests at a greater precision than
would be possible through rolling trials. The thermomechanical compression machine
used was developed for The University of Sheffield and can carry out plane strain
compression tests with a very high degree of accuracy in temperature, load and

displacement measurements.
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Over the past few years, the speed and ease with which automated Elcctron Backscatter
Diffraction (EBSD) can be performed has increased greatly to the point at which it is a
conventional tool for many applications. EBSD obtains data on both the microstructure
and texture simultaneously and thus is very useful to analyse the changes taking place
during thermomechanical processing. Therefore, EBSD was the most important analysis
technique in the current work to study the deformed samples.

1.3 Objectives

The overall aim of this work was to gain a greater understanding of the deformation
behaviour of Elektron 675 and magnesium alloys in general. To do this, the objectives

were to:
e Perform a matrix of PSC tests over a range of conditions

e Use the flow data from PSC tests to calculate constitutive equations of flow

stress

e Perform further PSC tests to study other behaviour, such as rolling with cold

tools and annealing between rolling passes

o Study the deformed microstructure to identify all the microstructural changes

occurring during deformation

e Examine the dynamic recrystallisation behaviour in detail to determine which

mechanism is operating

e Identify which slip and twinning modes are active

e Study the age hardening response of the material



2. Literature Survey

2.1 Introduction to Magnesium

The major reason that magnesium is of interest to industry is that it has the lowest
density of any structural metal, approximately two thirds that of aluminium and one
fifth that of steel[1-4]. In combination with a reasonably high strength this means that
many magnesium alloys can have better specific strength than comparable aluminium
alloys. This makes it particularly attractive to those industries where weight saving is an
issue, namely aerospace, automotive and transportable equipment. With the emphasis
on fuel economy getting ever stronger in the modern world, the light metals, and

magnesium in particular, are being used and researched to a greater extent.

The advantages of magnesium are not only in the strength to weight ratio, with high
machinability and damping capacity often promoted[1-4]. Magnesium can be machined
approximately 10 times as fast as steel and twice as fast as aluminium. Historically,
magnesium has not been considered for many applications due to concerns over
flammability, corrosion resistance and workability. The flammability issue is simply
incorrect because it has been proven many times that bulk pieces of magnesium are very
difficult to ignite, generally needing to reach the melting point before ignition will
occur. Although it is now accepted that bulk magnesium does not cause a fire hazard,
the chips and swarf created from machining do pose a certain risk and suitable
precautions must be taken[1, 3]. Magnesium is a very chemically reactive metal and the
corrosion properties are rather poor when compared to aluminium[1-4]. However, in
standard atmospheres, magnesium actually has better corrosion resistance than mild
steel and protective coatings have been developed to allow the use of magnesium in
most industrial applications. Workability is still an issue, and will be discussed further
in this work, although more precise modern thermomechanical processing techniques

p

Magnesium is the 8" most common element in the earth's crust and is also very
prevalent in sea water, making up about 0.13%[1, 4]. The most common solid ores of
magnesium are dolomite and magnesite, both carbonates of magnesium. For many years
the main production method of magnesium was electrolytic extraction from sea water
but this has recently been overtaken by the Pidgeon process. The Pidgeon process is a
direct thermal reduction batch method using ferrosilicon to reduce dolomite[4].

and newer alloys can generally overcome most problems.



The most recent figures available for the worldwide production of magnesium come
from the US geological survey in Jan 2010[5]. This report does not include the
production within the United States but recently this has been negligible when
compared to other countries. The total worldwide production of magnesium in 2008 was
671,000 tonnes and the estimated value for 2009 was 570,000 tonnes. The drop from
2008 to 2009 was explained by the recent economic downturn and is expected to
recover with the general economy. Historically, a majority of magnesium was used as
an alloying component for aluminium and, while this proportion is decreasing as more
is used for magnesium components, approximately half of the worldwide production
was still being used in the aluminium industry in 2004[4].

2.1.1 History of Magnesium Use

Magnesium was first recognised as a new element and isolated by Humphry Davy in
1808[1-4]. Various methods of production were discovered in the first half of the 19"
century and by the middle of the century, commercial production had started in Paris.
However, the quantity produced remained very low and by about 1890 had only
increased to roughly 10 tonnes per year. The advent of aviation caused a substantial
change in the use of magnesium due to the strong emphasis on specific strength. By the
end of the 1* World War, production had risen to about 3000 tonnes per year and then
by the end of the 2" World War to about 300,000 tonnes per year. Following the end of
the 2" World War, however, the level of production dropped dramatically and only
returned to the same levels again in the 1970s. Figure 1[4] compares the differing
production levels of magnesium with other metals, and also plastics, over approximately
the last 100 years.

Most early magnesium alloys were based on the magnesium-aluminium system because
it gave reasonable properties and could be heat treated to increase the strength. Later,
zirconium was added to many alloys as it greatly improved the properties of the alloy
through grain refinement. More recently, rare earth metals have been used to further
improve the properties, particularly at higher temperatures, and these alloys will be

discussed in more detail in section 2.2.
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Figure 1 — World production figures for various metals and plastics[4]

2.1.2 Alloy Classifications

There is no international standard for naming magnesium alloys, although the
nomenclature developed by the American Society for Testing Materials has been widely
accepted and will be used in this work. This system names the alloy with two letters
followed by two numbers. The two letters refer to the two largest alloying additions,

with greatest addition first, by the following scheme:

A — Aluminium B — Bismuth

C — Copper D - Cadmium
E — Rare earths F - Iron

H — Thorium K — Zirconium
L — Lithium M — Manganese
N - Nickel P — Lead

Q - Silver R = Chromium
S — Silicon T - Tin

W - Yttrium Y - Antimony

Z —Zinc
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The two numbers give the nominal weight percent of each of the two alloying additions,
rounded to the nearest percent. For example, AZ31 refers to the alloy with nominal
composition Mg-3Al-1Zn. Often a further letter is added to the end of the name to refer

to a specific variation on the composition.
2.1.3 Standard Alloy Additiens

Many elements have been used in magnesium alloys over the years and those
commonly added in commercial alloys, or impurities that must be removed from the
alloy, are given in Table 1{6]. Rare earth elements are only covered briefly in this table,
but will be discussed in more detail in section 2.2 due to the importance for the current

work.
Table 1 — General effects of elements used in magnesium alloys[6]
Alloying Melting and casting Mechanical and Corrosion behaviour
element behaviour technological properties
Ag Improves elevated Detrimental influence
temperature tensile and  on corrosion behaviour
creep propertics in the
presence of rare earths
Al Improves castability, Solid solution hardener, Minor influence
tendency to precipitation hardener
microporosity at low temperatures
(<120°C)
Be Significantly reduces
oxidation of melt
surface at very low
concentrations
(<30ppm), leads to
coarse grains
Ca Effective grain refining  Improves creep Detrimental influence

effect, slight resistance on corrosion behaviour
suppression of
oxidation of the molten

metal




Alloying
element

Melting and casting
behaviour

Mechanical and
technological properties

Corrosion behaviour

Cu

System with easily
forming metallic
glasses, improves
castability

Detrimental influence
on corrosion behaviour,

limitation necessary

Fe

Magnesium hardly
reacts with mild steel

crucibles

Detrimental influence
on corrosion behaviour,

limitation necessary

Li

Increases evaporation
and burning behaviour,
melting only in
protected and sealed

furnaces

Solid solution hardener
at ambient
temperatures, reduces
density, enhances
ductility

Decreases corrosion
properties strongly,
coating to protect from

humidity is necessary

Control of Fe content
by precipitating Fe-Mn
compound, refinement

of precipitates

Increases creep

resistance

Improves corrosion
behaviour due to iron

control effect

Ni

System with easily
forming metallic glasses

Detrimental influence
on corrosion behaviour,
limitation necessary

Rare
Earths

Improve castability,
reduce microporosity

Solid solution and
precipitation hardening
at ambient and elevated
temperatures; improve
elevated temperature
tensile and creep
properties

Improve corrosion

behaviour

Si

Decreases castability,
forms stable silicide
compounds with many
other alloying elements,
compatible with Al, Zn,
and Ag, weak grain
refiner

Improves creep

properties

Detrimental influence




Alloying Melting and casting Mechanical and Corrosion behaviour
element behaviour technological properties
Th Suppresses Improves elevated
microporosity temperature tensile and

creep properties,
improves ductility,
most efficient alloying

element

Y Grain refining effect Improves elevated Improves corrosion
temperature tensile and  behaviour
creep properties

Zn Increases fluidity of the  Precipitation hardening, Minor influence,
melt, weak grain refiner improves strength at sufficient Zn content
ambient temperatures, ~ compensates for
tendency to brittleness  detrimental effect of Cu

and hot shortness unless

Zr refined
Zr Most effective grain Improves ambient
refiner, incompatible temperature tensile

with Si, Al and Mn, properties slightly
removes Fe, Al, and Si
from the melt

The nominal compositions of the common alloys studied in the literature and widely

used commercially are listed below[4]:

o AZ31: Mg-3Al-1Zn
Widely used alloy for wrought applications due to reasonable

ductility, room temperature strength, cost and weldability.

o WE43: Mg-4Y-3RE
Alloy developed for high strength at high temperature. WE43 is more
isotropic than other alloys.



e WES4: Mg-5Y-4RE
Alloy developed for high strength at high temperature — used at
temperatures above that of WE43. This alloy is also more isotropic

than other alloys.

e ZK60: Mg-6Zn-0.4Zr
The best combination of strength and ductility at room temperature of

any wrought magnesium alloy.
2.2 Magnesium-Rare Earth Alloys

As was shown in the previous section, rare earths have long been known as useful
additions to magnesium as they can improve strength and corrosion resistance. The rare
earth metals consist of elements in group 3 of the periodic table, including scandium,
yttrium and the lanthanide series; therefore, they all have similar properties[7]. Rare
earth ores are often found together and, following extraction, the resultant combination
of metals, predominantly cerium, is known as mischmetal. Initial uses of rare earths in
magnesium alloys generally used mischmetal rather than any specific rare earth and it
was only later that more in depth studies were carried out. A full investigation of all rare
carth additions[7] has shown that the rare earths can be divided into 2 groups, the
cerium group and the yttrium group. The cerium group consists of the elements between
lanthanum and europium and produces rapid solid solution hardening but no useful age
hardening and the yttrium group consists of yttrium and those elements between
gadolinium and lutetium and produces a very useful age hardening response[8]. The
precipitates are particularly advantageous because they are stable at high temperatures.
This is due to the high melting point of the rare earth elements and the slow diffusion of
atoms. The precipitate structures also contain a large number of magnesium atoms, and
thus the volume fraction is very high[9].

The current study is concerned with the behaviour of Elektron 675. The major
constituents of this alloy are gadolinium and yttrium; therefore, there will be an

emphasis on those particular systems for the remainder of this section.
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2.2.1 High Temperature Alloy Development

To obtain high temperature (~250-350°C), creep resistant magnesium alloys, the
dislocation motion must be inhibited. Therefore, the same methods of dislocation
inhibition used in any high temperature alloy system are required, namely forming
stable precipitates or slowing diffusion within the material[10]. v

Early developments to increase creep properties attempted to make minor adjustments
to existing Mg-Al series alloys by adding elements such as silicon, zinc, manganese,
calcium or small amounts of rare earths. This produced improvements to the high
temperature properties but the alloys were only stable up to approximately 200°C[3].

Initially rare earth metals were rarely used and, if at all, it was in the form of mishmetal,
a mixture of rare earths with cerium as the predominant component[7]. In the 1940s and
50s, important work was carried out to improve the understanding of the properties of
rare earth magnesium alloys. Leontis[11, 12] found significant differences between
various rare earth metals when used as alloying additions, and the previous assumption
that all rare earths had very similar properties was broken. This led to production of
neodymium containing alloys that were stronger than the previous mishmetal alloys. In
the early 1950s, thorium was considered as a suitable alloying component and was
studied in some depth[4]. This was a very useful element as it significantly increased
the creep properties at high temperatures due to the production of the thermally stable
precipitate Mga3Thg. Commercial alloys such as ZH62 (Mg-6Zn-2Th) and HZ32 (Mg-
3Th-2Zn) found use in the industry but have now been phased out due to the radioactive

nature of thorium.

In the 1960s, various rare earth metals were investigated as individual additions to
magnesium and there were promising results from both yttrium and scandium that led to
thorough investigations of the entire rare earth series[7]. The magnesium-yttrium alloys
have been particularly commercially successful with WES4 and WE43 in large scale
production today, giving a useful upper limit of 300°C. Yttrium, discussed further in
section 2.2.3, will form stable precipitates in the alloy and is also a very effective solid
solution hardener[8]. The magnesium-scandium alloys can take the upper limit even
further, almost to 350°C with reasonable creep properties, due to a very stable MgSc

phase giving good precipitation hardening.
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2.2.2 Gadolinium

Magnesium-gadolinium systems have been studied and found to be useful as far back as
1974[13]. It can be seen from the Mg-Gd phase diagram, shown in figure 2, that
gadolinium has a relatively high solubility at high temperatures, 23.49 wt% at 548°C,
but then decreases dramatically with temperature down to 3.82 wt% at 200°C[13, 14],
making it a very useful precipitation-hardening alloy system. It has been found that due
to this strong and thermally stable precipitation, the creep resistance of heat treated
binary Mg-Gd alloys can be up to 10 times better than WE43, one of the best
commercially available creep resistant magnesium alloys[8]. Gadolinium has also been

shown to decrease the grain size in certain alloys, thus further increasing the strength of

the material[15].
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Figure 2 — Magnesium-gadolinium phase diagram|7]

2.2.3 Yttrium

The magnesium-yttrium system is very similar to the magnesium-gadolinium system, as
shown by the phase diagram in figure 3. The solubility of Y in Mg at 550°C is 11.5wt%,
decreasing to 2.2wt% at 200°C[7], which again leads to a strong precipitation
behaviour. Yttrium also provides a useful solid solution strengthening effect along with
an increase in ductility. This is due to the increase in friction of dislocation motion on
the basal plane giving a higher chance of cross-slip onto other glide planes[16, 17].
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Yttrium also distributes along grain boundaries during solidification, decreasing the rate
of grain growth[18].
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Figure 3 — Magnesium-yttrium phase diagram[7]
2.2.4 Other Alloy Additions

It has been shown that magnesium forms very useful binary systems with rare earth
elements such as yttrium and gadolinium. However, as is the case in most alloy systems,
the binary form can be improved by further elemental additions. In the case of Mg-Gd
and Mg-Y, elements such as zirconium, zinc and scandium have all been found to be
useful[14]. In a binary Mg-Gd alloy, over 10wt% Gd is required to provide a reasonable
age hardening response[19]. Therefore, other additions are useful to reduce the quantity

of Gd needed and thus the overall cost of the material.

Two very common alloying elements in magnesium alloys are zinc and aluminium, both
of which have been investigated as additional components in magnesium-rare earth
systems. Aluminium has actually been found to decrease the strength of some
magnesium-rare earth alloys and have negligible effect in others; however, small
strength increases have been reported in magnesium-yttrium alloys[7]. Zinc is very
useful in Mg-Gd systems and can increase hardness by up to 20VH, UTS by 80MPa at
25°C and 60MPa at 175°C, and creep resistance by a significant amount[14]. This has
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been partly attributed to the formation of basal precipitate plates which can increase
resistance to dislocation motion, particularly non-basal slip and cross-slip[14].
Zirconium has often been used in commercial magnesium alloys because it has a strong
grain refining effect and also improves castability. While zirconium is incompatible
with some elements, such as aluminium, manganese and silicon, there are no adverse
reactions with rare earth materials, and it has been used successfully in the past[7].

Ternary magnesium-rare earth systems have been studied and have varying properties.
Neodymium is commonly used in conjunction with yttrium in the WE alloys to great
effect and has also been shown to increase hardness in Mg-Gd[20]. The understanding
of the ternary systems has led to the development of Elektron 675 by Magnesium
Elektron.

2.2.5 Precipitation in Magnesium-Rare Earth Alloys

The precipitation sequence in Mg-Gd systems has been well studied[13, 18, 20-26] and
has strong similarities to other magnesium-rare earth systems, including Mg-Y. Almost
all of the work on the aging of alloys in the Mg-Gd system involved further alloying
elements and thus there were slight disparities between each system. However, these
differences were generally only kinetic or volume changes and the same sequence of
decomposition was followed in all cases where Gd is the major alloying component.

The first precipitate to form from the supersaturated solid solution is metastable p"
which has the composition Mg3Gd[21]. This has a D09 hexagonal ordered crystal
structure[13, 21-23] and forms with the same crystallographic orientation as the parent
matrix[22]. Many studies[21, 22] show that these precipitates are small, spherical or
nearly spherical particles less than 15nm in size, however Apps et al.[25] found rod or
plate shaped particles of B". This may have been due to the difference in alloy
compositions as their alloy contained neodymium, which is in the Ce group of rare
earths so may modify the precipitation behaviour.

After a certain period of time, often very soon after B" has started to form[21], the next
intermediate precipitate (B') begins to develop. This is an intermetallic, with a formula
of approximately Mgz.sGd, and grows as convex lens shaped discs[22] that are often
slightly elongated in the [0001], direction[26]. Some studies[24, 25] have shown [
forming as globular particles but this, again, was probably due to other alloying
elements modifying the behaviour. The plates form on {1 120}, prismatic planes in the
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matrix and have the same frequency on each of the different orientations of this type of
plane[19]. They have a c-base-centred-orthorhombic (cbco) crystal structure and take up
a crystallographic orientation with the matrix such that [001]p is parallel with [0001],
and (100)y is parallel with {2110}, [13]. The lattice parameters of the B' crystal
structure are shown below:

a, =2xay,, b, =28xd Cp =Cy, [22]

(IOIO)Mg ’

Therefore, the plates are coherent with the matrix in the {1120}, plane but lose
coherency at the edges[13]. At peak aging, generally around 8-16 hours at 250°C[21,
22], B' precipitates dominate the microstructure and have a maximum size of
approximately 150nm diameter and 10nm thickness[21, 26]. By examining material in
this condition in the transmission electron microscope the precipitates could be clearly
seen. When looking down the [0001], direction there are 3 sets of precipitates lying
parallel to the beam on the {1 150}Ol planes and projecting a bamboo leaf shape, see
figure 4[22]. The aging time for precipitation is reduced if the material has undergone
deformation prior to heat treatment. This is because the increased dislocation density
provides more nucleation sites for precipitation and also allows more pipe diffusion
though the bulk[13]. B' precipitates are extremely beneficial at inhibiting dislocation
motion through the magnesium matrix because they lie on the prismatic planes. As the
majority of slip in magnesium is on the basal plane, precipitates on the prismatic planes
provide a barricr to dislocations over the largest possible cross-sectional area. If the
same quantity and size of B' plates were on basal planes rather than prismatic planes,
they would only raise the strength by half as much[23]. However, prismatic precipitates
are not as good at stopping non-basal slip or cross-slip and thus are partly responsible
for the drop in strength at roughly 250°C, when these other deformation modes become

more active[26].

When the material is aged past the peak hardness, the p' precipitates continue to grow
and eventually form an interlaced network throughout the magnesium matrix[22].
Coarsening has also been observed to act preferentially on one orientation of ' at the
expense of the other two in certain situations[19]. While this network is forming, the
next intermediate precipitate in the sequence (B1) starts to develop, partly by an in situ
transformation from decomposing sections of p'[22]. The structure and formation of B,
were first examined by Nie and Muddle[24] in WE54 but it has been shown elsewhere
that it is identical in Mg-Gd systems[22]. The precipitate forms as coarse parallelopiped
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shaped plates with one pair of facets parallel to {1TOO}a planes and another pair of
facets attached to B' particles[22]. B; particles have a face centred cubic structure with
lattice parameter 0.74nm and a similar composition to f' of Mgs.sGd. They form with a
crystallographic orientation relative to the matrix where [110], is parallel to [0001],
and (112), is parallel to (1100), [22].

_(1120),%

Figure 4 - Transmission electron micrographs recorded from a peak-aged (16 h)
Mg-10wt%Gd-3wt%Y-0.4wt%Zr sample: (a) and (b) bright-field images taken along
[0001] and [IOTO] zone axes, respectively; (c) [0001] zone axis microdiffraction
pattern recorded from a f' precipitate; (d) schematic representation of the p' precipitate
morphology and their arrangement on {l 150} of a-Mg matrix[22]

When the alloy is over-aged by a significant amount, the equilibrium phase (B), with a
composition of MgsGd, starts to precipitate out at the expense of ' and p; [21, 23]. This
has a face centred cubic structure[13, 21-23] with lattice parameter 2.22nm[22] and is
completely incoherent with the matrix[13]. It generally forms as large, coarse plates on
the {1100}, planes in the matrix with a crystallographic orientation relative to the
matrix where [110]g is parallel to [0001], and (112), is parallel to (17100), [22]. B has
also been observed as cuboidal shaped precipitates that form during solution treatment
and remain during all further heat treatment[26]. These particles are generally large
(0.3-3um[20, 26]) and randomly oriented in the matrix. Due to their size and the
relatively low volume fraction they provide very little strengthening to the material.

The precipitation sequence described above for Mg-Gd is almost identical for the Mg-Y
system[7, 24, 27]. As before, the first phase to form is the B" phase[28] and this has a
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DO0;9 hexagonal ordered crystal structure with a double hexagonal cell (a = 0.642nm, ¢ =
0.521nm)[17, 28, 29]. This is a metastable phase with composition Mg3Y that forms as
fully coherent platelet precipitates on (1 TOO) and (1 150) planes in the parent
matrix[28]. B" precipitates nucleate homogeneously throughout the grain interior which
gives them good hardening properties, although they are unstable at high temperatures
so cannot be used to strengthen alloys for high temperature use[16].

At higher temperatures, or longer aging times, in Mg-Y alloys, B" will transform into
the next metastable phase in the sequence, B'[28]. This, again, has a c¢bco structure (a =
0.640nm, b = 2.223nm, ¢ = 0.521nm) and forms either with a globular structure or as
plates such that [001]p is parallel with [0001], and (100)y is parallel with {21 10},[17,
28-30]. B' is less likely to nucleate homogeneously in the grain, preferring to grow on
grain boundaries, twin boundaries and dislocations, so is less useful for improving the
strength of the alloy[16]. However, B' is much more stable at high temperatures so is
useful to improve creep resistance and high temperature strength[16]. p' can transform
to the next metastable phase, 1, which has an fcc structure (a = 0.74nm) and forms as
platclets on {l 100}, planes where [110]; is parallel to [0001], and (112), is parallel
to (1100),[27-30].

The equilibrium phase, B, that forms in Mg-Y alloys is slightly different to that in Mg-
Gd as it has a body-centred-cubic structure instead of face-centred-cubic[31, 32]. The
composition is Mgx4Ys[16, 31, 32] and there are contradicting reports of the lattice
paramecter; either 1.126nm([32] or 2.2158nm[31]. It forms as platelets, incoherent with
the matrix, and gencrally on matrix planes of either {IOTO} or {3120} with an
oricntation such that [011]y is parallel to [0001], and (1T1), is parallel to (T2T0), [32].
These precipitates are perpendicular to the basal slip plane so give the largest possible
cross-section to the most common slip system and thus provide the best possible

strengthening effect[32].
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2.3 Crystallography and Deformation Modes
2.3.1 Magnesium Crystal Structure

Magnesium has a hexagonal close packed (hcp) crystal structure[1], as shown in figure
5. The lattice parameters are given below:

a=0.32092nm [3]
¢=0.52105nm [3]

These lattice parameters give a c/a ratio of 1.6236 which is very close to the ideal close
packing ratio of 1.633, and thus magnesium can be thought of as perfectly close-
packed[3].

Figure 5 — Diagram of the magnesium unit cell showing the lattice parameters a and ¢

2.3.2 4-Figure Crystallographic Indexing

The crystallography of cubic materials can be described using the simple 3 figure Miller
indices. However, if this is used in the hexagonal structure then crystallographically
similar planes are given quite different indices. To avoid confusion, the Miller-Bravais
indices are used instead. A third axis, designated as u, is chosen such that x, y and u all
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lie in the basal plane and are rotated 120° from each other. The third index is essentially
redundant and is always written as the negative of the sum of the x and y indices. In this
way, crystallographically similar planes and directions have similar indices and families
of planes and directions can be easily understood[33].

2.3.3 Boundary Disorientation

There is a small amount of confusion over the definitions of misorientation and
disorientation. Both terms refer to the difference in orientation between two crystals or
between two areas of one crystal. This is expressed as an angle by which the first
orientation must be rotated to obtain the second orientation. However, due to the
symmetric nature of many crystal systems, there are various different rotations that can
bring them into alignment; these different angles are the various misorientations, the
lowest of which is termed the disorientation. The boundary disorientations studied in the
current work are referring to the lowest possible misorientation, and thus the term

disorientation will always be used.
2.3.4 Slip Systems

Slip deformation occurs by the movement of dislocations with a specific Burgers vector
along defined slip planes. Together, the Burgers vector and the glide plane make up a
slip system, and the active slip systems determine much of the deformation behaviour of
the material[34]. The easiest direction of dislocation glide is that in which the density of
atoms is the highest, i.e. on the planes that are most widely spaced, and in the direction
of 'the shortest lattice translation vectors'[34]. Therefore slip occurs predominantly on a

limited number of slip systems.

2.3.4.1 Critical Resolved Shear Stress (CRSS) and Schmid Factor

When a stress is applied to a material, there is a driving force for the movement of
dislocations. The stress experienced by the dislocations is that of the applied stress
resolved onto the active slip system. The various directions and angles between the
principal stresses and slip plane directions are shown in figure 6 for plane strain
conditions. In simple uniaxial tension or compression, only o, is applicable and the

resolved shear stress (1) on the slip system is given by equation 1:

T =0cosa, cosf, (1)
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Figure 6 — Diagram showing the angles between the applied stresses and slip system
directions in plane strain

The critical resolved shear stress (CRSS) is the value of t that is required to move
dislocations on a specific slip system. Therefore, the conditions required to activate a
particular slip system in a crystal rely on both the magnitude of the applied stress as
well as the orientation of that stress with respect to the crystal axes. The Schmid factor
of a crystal is a measure of the ease of slip, given a specific direction of applied stress,

as given in equation 2:

Schmid factor = cosa, cos 3, (2)

The Schmid factor for uniaxial stress ranges from 0 to 0.5, where a grain perfectly

aligned for slip has a Schmid factor of 0.5.

Plane strain conditions have a much more complex stress state so a simplification is
used such that plane stress is also assumed. Therefore, the Schmid factor for plane strain

conditions is given in equation 3:

Schmid factor = cosa, cos f, +cosa, cos f3, (3)
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In plane strain, the Schmid factor can range from 0 to 1, again with the higher numbers
indicating a crystal is well aligned for slip on this particular system.

2.3.4.2 Slip Systems in Magnesium

For magnesium the easiest direction of slip is in the close packing <a> direction,
<T2TO>, on the basal plane, {0002}, which is also the most common slip system in
many other hcp metals[1, 3, 35-40]. The close packing direction also lies within other
planes, namely the prismatic, {IOTO}, and 1* order pyramidal, {IOTI}, planes, see
figure 7, on which slip can also be activated in magnesium crystals[1, 3, 36, 38, 39, 41-
43].

For a polycrystalline material to undergo uniform deformation without failure at grain
boundaries, it was stated by both Von Mises[44] and Taylor[45] that five independent
slip systems are required. Slip systems are considered to be independent if they can
bring about a unique crystal shape change that is not possible through any combination
of other slip systems[46]. Groves and Kelly[46] showed that the basal and non-basal
<a> type slip systems in an hcp metal allow only four independent slip systems. The
basal slip systems contain three possible directions and one plane; only two of these
systems are independent as the strain produced by the third can already be produced by
a simple addition of the previous two. The prismatic slip systems also contain only two
further independent slip systems due to containing only the three basal directions. When
the pyramidal <a> slip systems are considered, it can be scen that these do not provide
any further independent shape changes above those already introduced via the basal and
prismatic planes. Therefore, it has been stated by various authors[39, 46, 47] that the
number of possible independent slip systems with the shortest lattice vector in hep
mectals, <T2TO>, is less than that required for full ductility. Twinning can provide a
further mode of strain accommodation but, due to the polar nature, cannot be thought of
as a full independent deformation mechanism[48]. Kocks and Westlake[48] have argued
that, although five independent slip systems are required for full ductility, it is still
possible for a material to exhibit limited ductility with a lower number of independent

systems.
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Basal (0001)

Pyramidal <a> {101} Pyramidal <c+a> {1122

Figure 7 — Diagrams showing the possible slip planes in magnesium

It has been observed in a small number of studies[38, 49-51], and deduced in others[41,
52-56], that a further slip system can be activated in hcp metals to provide the missing
independent slip system. This is the <ct+a> slip system, so called because it has a
Burgers vector containing both the ¢ and a directions of the crystal. The dislocations

have a Burgers vector of %(T T23> and glide on the {l 152} second order pyramidal

plane. As the <ct+a> dislocations have a c-component, this mode can accommodate
strain in the c-axis direction. However, the <c+a> dislocations have a much larger slip
vector than <a> dislocations and thus require a much larger shear stress to be
activated[57]. The movement of <c+a> dislocations through the lattice is more
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complicated than most of the other slip systems and it is generally found that screw
dislocations are more mobile than edge dislocations[49, 58]. The difficulty of
movement of edge <c+a> dislocations, along with dissociation either into partial
dislocations on the basal plane, or into both glissile <a> and sessile <¢> dislocations,
gives a large work hardening effect in the material once <c+a> slip has been
activated[49, 59].

Hcp metals are highly anisotropic in plastic deformation due to the limited number of
slip systems available to carry out homogeneous strain, as described above. Each slip
system has a different critical resolved shear stress and the orientation of the stress axis
with respect to the crystal has a large influence on whether this is reached. For example,
at ambient temperature, the basal slip system is by far the most easily activated in
magnesium, having the lowest CRSS, but there is only one plane in which the
dislocations can glide. Therefore, at certain orientations, the resolved shear stress on the
basal plane is zero, and another slip system with a much higher CRSS can become
active, raising the overall stress in the material[38, 41, 55, 60]. Barnett[41] produced a
model showing operation of the different deformation modes during plane strain
compression of the magnesium alloy AZ31. In the work, Barnett used the literature to
come up with a rough estimate of the ratios between the CRSSs of the different modes
at an intermediate temperature. For the model he used:

Thasal+ Tprismatic: T<c+a>: Ttwinning = 1:10:10:4

The variation of CRSS with temperature for different deformation modes will be
discussed in more detail in section 2.3.8.1 but it can be seen from other literature[52,
53] that this is a reasonable approximation at intermediate temperature. The model
showed how much strain was being accommodated by each deformation mechanism at
any orientation of the crystal. This is displayed in an orientation distribution function
(ODF) representation in figure 8a with a key showing the deformation conditions in
figure 8b. The twinning mechanism included here is {10T2} twinning, the most

common in magnesium, as described in section 2.3.5.
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Figure 8 — (a) The influence of orientation on the fraction of the total shears born by the
different deformation systems, calculated using a full constraint Taylor model and
Setting Thasal: Tprismatic: T<c+a>: Ttwinning = 1:10:10:4. (b) The relationship between
deformation and the c-axis in plane-strain deformation shown using ODF representation

(Bunge convention). This holds true for all values of ¢, [41]

It can be seen from this model that different slip and twinning mechanisms are dominant
at different orientations and even the basal slip system, the most easily activated,
appears to be dominant over only a small range of deformation conditions. The paper
states that the model actually underestimates the importance of basal slip and that the
range of orientations where basal slip is significant in a real sample would be wider.
Indeed, Kelley and Hosford[39] stated that a magnesium crystal would experience a
significant amount of basal slip if the basal plane was even slightly misoriented from the
compression axis. Despite this small issue with the Barnett model, the orientations at
which the deformation mechanisms are easiest to activate and the general shape of the
ODFs are valid. The most important information to take from this study is that basal slip
dominates at ®=45, ¢,;=90, prismatic slip dominates at ®=90, ¢,;=0, <c+a> slip
dominates at ®=0 ¢,=0-90 and twinning dominates at ®=90, ¢;=90. Other studies have
also shown the same dependencies of deformation mechanisms on crystal orientation,

for example references [38, 39, 55, 61].
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For a single crystal, the resolved shear stresses can be easily calculated from the
external applied stresses. When this approach is applied to polycrystalline materials,
only an approximation of the average stresses can be calculated; individual grains will
experience widely different stresses from each other due to differences in orientation
and the strain accommodated by neighbours. Even within individual grains, the regions
closest to the grain boundaries can often have higher stresses than those in the grain
interior due to the compatibility stresses resulting from the shape change needed to
avoid grain boundary separation[62]. It has been seen previously in magnesium
alloys[35, 51, 55] that this high stress level near grain boundaries can activate slip
systems with a higher CRSS than the average shear stress in the grain. In magnesium,
the higher CRSS slip systems are the non-basal <a> systems and the pyramidal <c+a>
slip system. Although there are significant differences between the deformation of
single crystals and polycrystals, Kelley and Hosford[39, 63] have shown that, for
magnesium at least, a textured polycrystal behaves very similarly to a single crystal, and
thus the information gained in single crystal studies can be applied to polycrystals.

2.3.5 Twinning Systems

The definition of a twin is very simple and it is stated in Hall[64] that a twin is present
when there is a relationship such that 'the twinned and untwinned parts of a crystal are
mirror reflections of each other in a certain plane of the crystal'. There are three types of
twin that can be formed in metals[65]: growth twins formed during solidification,
thermal and transformation twins, and mechanical twins formed through shear. The
current work is concerned with mechanical twins, so the remainder of the section will
focus on them in more detail. In these twins, an external shear stress on the crystal
causes deformation to occur through shearing on every lattice plane within the twin,
giving a reorientation of the atomic lattice. This generally allows only a relatively small
amount of strain to be accommodated but can occur much faster than standard slip.

A useful way to visualise the twinning mechanism is to consider a sphere of material,
twinned across the centre, as shown in figure 9[64]. Due to the twinning shear, the top
half of the sphere has been skewed to the right. Twins are generally defined by the two
undistorted planes, K; and K3, and the two directions coming from the intersection of
these planes and the plane of shear, 1, and m,. The descriptors for each of the twin
systems common in magnesium are given in table 2. While it is necessary to define
either K; and n, or K; and 1; to identify a specific twin, it can be seen from the table
that when only the twins possible in magnesium are considered, the twins can be
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identified by the composition plane (K;) alone. This is the standard method used to
name twins in the literature and will be used through the remainder of this work.

Figure 9 — Relation of sphere and twinned ellipsoid[64]

The formation of twins is very rapid, with the strain being accommodated much faster
than would be possible from slip[66]. Speeds close to the speed of sound[67] and times
of formation of the order of 10us[65] have been reported. However, the high velocity of
twinning is only present in the shear direction, and the other boundaries travel out at a
much slower rate. It is this behaviour that gives twins their characteristic lenticular
shape[51, 65, 67]. It has also been found that twins with a lower shear form more
lenticular, i.e. wider and less parallel sided, structures[65, 67, 68]. Due to the high speed
nature of twinning, it is generally more prevalent than slip in samples deformed at
higher strain rates[36, 69]. The relative activation of slip and twinning systems with

respect to processing conditions will be discussed further in section 2.3.8.1.

As discussed in section 2.3.4, the von Mises criterion requiring 5 independent slip
systems for full plasticity in a polycrystalline material is not easily fulfilled in
magnesium or hcp metals in general. At low homologous temperatures, the only
mechanism that allows a strain in the c-axis direction of an hcp crystal is twinning, and
therefore twinning is much more common in hep than face-centred-cubic or body-
centred-cubic materials[33, 58, 67]. The dominant mechanism that allows strain in the
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c-axis direction is {10T2} twinning[55, 65, 66] and numerous studies have shown this
to be true in magnesium, for example references [35, 36, 42, 51, 70, 71]. The {IOTZ}
twin is a polar twin and, dependent on the c¢/a ratio, can be either a 'tension twin' or a
'compression twin'. If the c¢/a ratio is less than V3. asitisin magnesium, then the twin
will cause an extension in the c-axis direction and thus only c-axis extension, not c-axis
compression, strain can be accommodated by this mechanism. This gives a strong
asymmetry when textured materials are deformed in tension or compression[55, 72].
Lower yield stresses are experienced when the material can undergo {IOTZ} twinning,
i.e. when the imposed strain will cause extension along the c-axis direction. This is
shown in figure 10, from Gharghouri et al.[73], where textured samples of pure
magnesium and Mg-7.7at% Al were deformed such that the majority of the grains were
oriented well for {10T2} twinning in compression and oriented poorly in tension. It can
be seen that this caused a difference in stress of over 50 MPa. Although many studies
have stated that twinning cannot occur if the c-axis of the grains are constrained or
compressed, it has still been observed in some samples where this is the case[71, 74].
Both of these studies claim that the majority of the twins formed during unloading due
to stresses induced by the constraints of surrounding grains. Therefore, these studies do
not contradict the requirement of c-axis extension for {IOTz} twinning to occur.

250
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Figure 10 — Stress-strain curves for tension and compression of textured samples of pure
magnesium and Mg-7.7at% Al[73]

Along with {10T2} twinning, both {IOT 1} and {10T3} systems have been shown to be
active to a lesser extent in magnesium([35, 36, 38, 74-76]. {10 1 1} twinning provides a
mechanism for compression along the c-axis direction; however, it requires higher

stresses to activate than {10T2} twinning so is generally only present in areas of high
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stress concentration[35, 48]. Reed-Hill and Robertson[77] stated that they had also
observed {3054} twins in magnesium but it has since been shown by Christian and
Mahajan[66] that this is more likely to be due to double twinning, first on the {IOT 1}
system then followed by the {10T2} system. Double twinning will be explained in more
detail below. Therefore, the only twins that can be expected in magnesium and

magnesium alloys are those listed in table 2.

Table 2 — Full descriptors of the common twinning modes in magnesium[33, 66]

K, K, NI M2
{11} {013} (1072) (3032)
flo12} {fo12} (10T7) T01T
floT3} floT1} (3032) (1072)

Although both {1 01 1} and {10T3} twins have been seen as single twins, they are more
commonly seen as a precursor to {IOTZ} twinning through the mechanism of double
twinning[66]. Double twinning occurs when either a {IOTI} or {10T3} twin forms in
the material and leaves the twinned material in an orientation ideal for {1072} twinning.
Therefore, the {IOTZ} twin acts on the entirety of the old twin, only rarely leaving a
boundary between the two twins[71], and can appear as a different type of twin entirely
when examining the boundary. Both {0T1}- {072} and f073}-{0T2} twins have
been observed in studies on magnesium[51, 71, 74, 76]. Klimanek and Potzsch[70] have
also observed secondary twinning of {IOTZ} twins by {10T1} twins. It is not known
why no other studies have seen this behaviour as many of the processing and material
parameters were similar to other studies, however due to the lack of further evidence,
the double twinning observed by Klimanek and Potzsch is probably an anomaly.

EBSD provides a very useful technique to identify twins as it can calculate the
disorientation angle and axis across the twin boundaries. Each specific twin has a
different disorientation with the matrix, which have all been collated by Nave and
Barnett[76] and are shown in table 3. It has also been shown that it is common for more
than one twin variant to be active in individual grains[76, 78], and thus, in magnesium,
there are three common disorientations corresponding to the {10T2} twin-twin

boundaries. These disorientations are given in table 4.
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Table 3 — Disorientations between the matrix and primary or secondary twins
commonly observed in Mg[76]

Type of boundary Disorientation Angle (°) Disorientation Axis
foT1) 56 (1210)
fo2} 86 (1210)
flo13} 64 (1210)

foT1}-fo12} 38 (1210)
fl013}- {012} 2 (1210)

Table 4 - Disorientations generated between different {1 OTZ} twin variants[76]

Type of boundary Disorientation Angle (°) Disorientation Axis
(1072)-(To12) 74 (1210)
(1072)-(0172) 60.0 (1010)*
(1072)-(0T12) 60.4 (8T770)°

* Actual axis is 3.7° off (lOTO)
® Actual axis is 0.2° off (8 T70>

Critical resolved shear stresses (CRSSs) for twinning have been mentioned and used by
various authors, for example references [41, 52-55]. These have often been used to
model the active deformation modes within a material and in most cases give a good fit
with experimentally observed flow behaviour and texture changes. However, there has
been dispute from other sources as to the validity of using any CRSS for twinning due
to the large scatter in the reported values in the literature[65-67]. Gharghouri ef al.[73]
have studied this in one particular material, Mg-7.7at% Al, and found that a CRSS for
{10T2} twinning is reasonable and does not have a large amount of scatter in the data.
Their tests were all carried out under approximately the same conditions with very
similar material. Therefore, it is probably correct to say that a critical stress is valid for
twinning, but that it is strongly dependent on the initial microstructure and the applied

stress state.
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One of the most significant changes that twinning brings about is the crystallographic
rotation of the grains. This can make it easier or harder for certain slip systems to
operate and can often change the behaviour of the material more than the strain that

twinning itself induces. These effects are discussed in more detail in section 2.5.3.
2.3.6 Grain Boundary Sliding

Due to the lack of enough independent slip systems for full ductility in magnesium
alloys, other deformation mechanisms can come into effect to accommodate strain,
particularly in the c-axis direction. One mechanism that has been observed in
magnesium alloys is grain boundary sliding (GBS)[35, 79-82]. GBS can occur in any
direction within the sample and therefore can increase ductility by allowing
compression in the c-axis direction[35, 55]. A small grain size, generally less than
10pum, and a reasonably high temperature are required for GBS to operate[35, 38, 79,
83]. Hauser ef al.[84] observed a similar mechanism of strong shearing in the grain
boundary region at lower temperature. It was unresolved whether this was truly shearing

or sliding but it led to fracture at the boundaries so does not increase ductility.

2.3.7 Shear Bands

Shear bands are narrow regions within a material where strain is localised. The bands
can be formed over a wide range of length scales, from small single grain bands, to
macroscopic bands that cross an entire sample[85]. The width of the shear band is
generally related to the length, with macroscopic bands up to 500pm wide and grain
scale shear bands of approximately 1um typical in fcc metals[86]. The orientation of
shear bands is related to the stress axis and they are normally found approximately 35-
45° to the principal stress direction[51, 86]. In cases of plane strain compression or
rolling, the bands are normally found on planes perpendicular to the transverse
plane[87]. Shear bands are generally formed when standard slip and twinning
mechanisms are unable to accommodate the applied strain[42]. They form in an
orientation such that slip is easier within the band and, therefore, further deformation is
concentrated in this area. In magnesium, the bands form with the basal plane parallel to
the plane of the shear band[71, 87]. Features similar to shear bands, and that can be
confused with them, are microbands. These are on a finer scale than shear bands, often
only 0.1um in width, and consist of two parallel low angle boundaries surrounding a
narrow sheet on a specific glide plane[86]. Microbands are not commonly seen in

magnesium studies so will not be considered further.
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Figure 11 — Schematic diagram illustrating the formation of a shear zone from the bands

of recrystallised grains[51]

Shear bands have often been observed in magnesium and magnesium alloys[39, 42, 51,
71, 87-89] but the mechanism of formation has caused some debate. Early works
concluded that the shear bands formed through a double twinning mechanism of {IOT 1}
twinning followed by {10T2} twinning[87]. Barnett er al.[71] stated that, although the
twinning mechanism is important in shear band formation, it only nucleates the band,
rather than forming it entirely. Ion ef al.[51] observed similar features to shear bands,
termed shear zones, that form through a dynamic recrystallisation mechanism. Shear
zones form at approximately the same angle to the stress axis as shear bands and can
vary in size from microscopic to macroscopic. However, they form mostly along pre-
existing grain boundaries and can be less straight than shear bands. The formation of
shear zones, shown in figure 11[51], starts with the formation of necklace
recrystallisation at the grain boundaries. Those grain boundaries that are aligned with
the principal shear direction will undergo higher levels of deformation and thus the
dynamic recrystallisation will be more active in those areas. This creates a thicker
necklace and these regions can link with others from surrounding grains and form a
continuous band of recrystallised grains. As these zones are more favourable for slip,
the strain will be localised there and stresses will concentrate at the zone tips, allowing

the zones to grow. This mechanism was also observed by del Valle e al.[88].
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2.3.8 Factors Changing the Active Mode
2.3.8.1 Temperature

The CRSS values for different slip systems in magnesium and other hcp materials have
been studied numerous times in the literature[41, 53-55, 90]. There are a wide range of
values reported for each slip system because of the differences in material and
temperatures tested. However, the salient points to carry through to the current work are
in the relative ease of slip on each system and the general variation with temperature,
facts that are qualitatively, if not quantitatively, agreed on by most authors. This is
summarized in figure 12 from Barnett's work[41] and it can be seen that the basal slip
system always has the lowest CRSS, followed by the prismatic slip system and finally
the <c+a> slip system with the highest CRSS. The {IOT2} twinning system is indicated
by a temperature independent line, discussed further below, that is crossed by the
prismatic and <c+a> lines at higher temperatures. The pyramidal <a> slip system is
often disregarded as it is much less commonly activated, but when included it is
generally found to have a CRSS approximately between that of prismatic and <c+a>
slip. It can be seen that the CRSSs of all slip systems decrease with increasing
temperature, and those with the highest critical stresses decrease the furthest. The same
differences in ease of activation of slip systems and variation with temperature are also
seen in other studies[39, 42, 52-55, 90]. It should be noted that the slip systems are also
affected by the strain rate, and that, rather than a simple variation of CRSS with
temperature, a combined factor can be used instead. This is the Zener-Hollomon

parameter (Z)[91], given in equation 4:

Q0
Z =ek” (4)

where ¢ is the strain rate, Q is the activation energy of deformation, R is the universal

gas constant and T is the temperature.
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Figure 12 — Influence of deformation temperature on the critical resolved shear
stress[41]. Includes data from references [40, 43, 49, 92-95]

At ambient temperature the main modes of deformation in magnesium are basal slip and
{10T2} twinning[1, 3, 36-38, 55, 57, 84, 96]. As has been shown in section 2.3.4, given
the correct orientation, the different slip systems can be activated at any temperature.
However, the difference in CRSSs is greater at lower temperature, see figure 12, and
thus the tendency to slip on the basal plane is enhanced[35, 41]. As the temperature is
increased, the CRSSs of all slip systems are lowered and the variance between them
becomes much less. Therefore, it is comparatively easier to activate the other slip
systems during higher temperature deformation[36, 51, 55, 92, 96, 97]. The non-basal
<a> and <c+a> type slip systems generally become more active above approximately
225°C[1].

Large variations in twinning are seen at different temperatures, with generally lower
levels of twinning at higher temperatures[65-67, 69, 98]; therefore, it might be expected
that the stresses required to activate twinning also change with temperature. However, it
has been generally accepted that this is false and that the difference in amounts of
twinning is due to the relative necessity of twinning to accommodate strain that cannot
come about through slip[65, 69, 99]. Therefore, when further slip systems are activated,
the twinning systems are no longer necessary to allow certain shape changes. Meyers e/

al.[99] carried out a review of the literature for twinning stresses in various materials,
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shown in figure 13, which showed that the critical stresses for twinning are independent

of temperature.
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Figure 13 — Twinning stress as a function of temperature for a number of metals (both
mono and polycrystals)[99]. Includes data from references [100-106]

2.3.8.2 Grain Size

Along with the well known Hall-Petch effect of grain size on the strength of a material,
the grain size can also affect the tendency for different deformation mechanisms to
operate. It has been shown in many studies that grain refinement will suppress the
formation of twins and enhance deformation through slip[38, 72, 107, 108]. According
to Meyers et al.[99] the critical stress required for twinning is raised by the presence of
more grain boundaries, although the reason for this is unknown. Grain boundary sliding

is also enhanced by a refinement of grain size in magnesium alloys[79].

2.3.8.3 Alloy Composition

The presence of common alloying elements in magnesium generally increases the
activation of non-basal slip. Both zinc and aluminium have been seen to lower the
CRSS for non-basal slip systems and, in some cases, raise that for basal slip[40, 43,
109]. This causes more slip to occur on the non-basal planes and thus the ductility of the
material is increased. Rare earth additions, such as yttrium or gadolinium, generally



34

increase the difficulty to move all types of dislocation, due to increased friction or
solute atmospheres[16, 110]. Therefore, the propensity for cross-slip is increased and
dislocations are more likely to move on non-basal planes. It has also been found that
additions of lithium can increase the amount of <c+a> slip occurring[35, 39, 52, 111].
The activation of twinning is not directly affected by the alloy composition but the
relative activation of different slip systems causes the level of twinning to change[65,
67].

Alloying additions also have an effect on the shear banding behaviour of the material.
More shear bands were observed by Gehrmann er al[42] in AZ31 than pure
magnesium, suggesting that the alloy additions have increased the propensity for shear
banding. However, Barnett ef al.[71] did not find any difference in the volume of
banded material between pure magnesium, AZ31 and Mg-0.2Ce. Despite this, the
addition of cerium did cause a higher ductility and it was concluded that cerium restricts
the severity of strain accommodated by individual shear bands, instead distributing it
more widely across many shear bands.

2.4 Restoration Mechanisms

2.4.1 Introduction

When a material is deformed, the number of defects, such as dislocations, within the
crystal structure increases, stcadily increasing the stored energy of the system. There is
a driving force to lower this free energy and thus certain processes are activated to
remove the defects. These are known as restoration mechanisms and can generally be
divided into 3 categories: recovery, recrystallisation and grain growth. When the
restoration processes occur concurrently with deformation they are termed dynamic and
when they occur during a later annealing step they are termed static[112]. The reason
that these processes are of interest in the current work is because they cause a
significant change in the deformation behaviour of a material, generally giving a
softening effect. If dynamic processes are active then this softening manifests in the
flow curves, as discussed in section 2.6.3. The current work has studied dynamic
processes in much more detail than static and thus dynamic behaviour will be looked at

more closely here.

During recovery, the stored energy of the system is reduced through the annihilation and

rearrangement of dislocations into low energy configurations[112]. The rearrangements
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generally form cell or subgrain walls and the entire process will be discussed in more
detail in section 2.4.2. Recrystallisation causes the formation of entirely new grains,
surrounded by high angle boundaries and containing a low defect density[112]. There
are various mechanisms of recrystallisation put forward and these will be discussed in
sections 2.4.3 and 2.4.4. Grain boundaries can also be thought of as defects as they raise
the stored energy of the material and thus there is also a driving force for a reduction in
the number of grain boundaries, achieved through grain growth producing a larger
average grain size. Grain growth is generally only a significant restoration mechanism
once recrystallisation is complete and, therefore, is less important during dynamic

restoration so will only be discussed briefly in the following sections[112].

Most materials undergo some form of restoration mechanism, although the tendency to
either undergo recovery or recrystallisation is often dependent on the stacking fault
energy (SFE). In general, it is found that materials of high SFE, for example aluminium
or ferritic steels, contain dislocations that can climb and cross-slip very easily, and thus
undergo extensive recovery. In some cases this can remove enough stored energy to
stop any recrystallisation from occurring. Materials of low SFE, for example copper or
nickel, hinder dislocation climb or cross-slip and thus recovery is much less extensive
and it is common to observe high levels of recrystallisation[112, 113]. The literature
does not agree on a single value for the SFE of magnesium, with the most common
values quoted being 78 and 125 mJ/m’ [114, 115]. These values would place the metal
in the low SFE and medium to high SFE regions respectively and, therefore, there is not
any indication as to whether magnesium should undergo recrystallisation or recovery.
Somekawa et al.[116] also showed that the effect of adding solute to a magnesium alloy
can dramatically change the stacking fault energy, from the quoted 78 mJ/m® [114] for
pure magnesium down to 5.8 mJ/m® for Mg-9wt.%Al. Given that the majority of
magnesium studies are carried out in significantly alloyed materials, and the effects of
other solutes are unknown, it is unrcasonable to predict any behaviour from the stacking

fault energies.

It should also be noted that the mechanisms of recovery and recrystallisation are
generally not mutually exclusive and combine many of the same activities. As will be
seen in section 2.4.3.2, the mechanism of continuous dynamic recrystallisation can be
thought of as an entirely recovery based process, but is included with recrystallisation as
fully new grains are formed. In other ways recovery can also assist recrystallisation
because, although it reduces the stored energy, it produces viable nuclei for
recrystallisation; recovery reduces the growth rate but increases nucleation[117].
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2.4.2 Recovery

Recovery occurs whenever the concentration of dislocations and the temperature are
sufficiently high. Koike ef al.[38] have shown that dynamic recovery is possible during
room temperature deformation of AZ31 alloys; however, it is more usual to see these
processes during higher temperature deformation. Recovery and subgrain formation has
been observed during and after deformation in many magnesium studies, for example
references [51, 96, 118-120].

During deformation, the density of dislocations builds up within the grains, increasing
the stored energy. As mentioned above, recovery acts to reduce this stored energy by
rearranging dislocations into low energy structures and also causing dislocations to
annihilate. The dislocation motion in recovery can be through glide, climb or cross-slip;
the particular mechanism is dependent on the material and temperature, as well as the
stress conditions when dynamic recovery is considered. Each dislocation is subject to
stresses from surrounding dislocations and, in dynamic recovery, from the applied
stress. Therefore, they will move through the structure and when dislocations of
opposite sign meet, they will annihilate each other. In this way, the total density is
reduced and a small number of types of dislocation will dominate. The remaining
dislocations, predominantly of a small number of Burgers vectors, will continue to
move through the material and find the lowest energy configurations possible. In very
simple cases, this would be tilt boundaries, but in more complex polycrystalline
samples, the dislocations will form cells and subgrain boundaries. Cell walls are loose 3
dimensional tangles of dislocations and, through further recovery and reduction in
dislocations within the cells, can transform into more well defined subgrain boundaries
consisting of regular arrays of dislocations[80, 112, 121, 122].

The formation of subgrains at the grain boundaries can lead to the grain boundaries
acquiring a serrated shape in the final microstructure. However, it was also noted by
Mote and Dorn[123] that, in a Mg-3wt.%Nd alloy, serrations in grain boundaries could
also be caused by slip on regularly spaced basal planes. Therefore, the occurrence of
serrated grain boundaries cannot be used as a clear indicator of recovery induced

subgrain formation.
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2.4.3 Dynamic Recrystallisation

Dynamic recrystallisation (DRX) is the formation of new grains with much lower
internal dislocation densities. These are formed from the pre-existing deformed
microstructure during further deformation. There are two major classes of dynamic
recrystallisation: discontinuous dynamic recrystallisation (DDRX) and continuous
dynamic recrystallisation (CDRX). Both mechanisms give a similar final microstructure
but the method by which that is reached is quite different. DDRX was recognised first
and is the most common mechanism in many materials so is often referred to as
conventional dynamic recrystallisation. It is also very similar to the process operating
during standard static recrystallisation. DDRX progresses by a standard nucleation and
growth mechanism, whereas CDRX has a very close relation to recovery and does not
have any defined start and end points[112]. The two mechanisms will be discussed in

more detail in sections 2.4.3.1 and 2.4.3.2.

Despite the differences in formation mechanism, there are many general points that are
common to both. The softening effect that dynamic recrystallisation has on the flow
behaviour is clearly shown in stress-strain curves. The initial delay, before the stored
energy has reached a critical value, allows work hardening of the material. Once DRX
has begun, the hardening slows and a peak stress is reached, followed by softening. This
peak stress and the relation to the onset of DRX is discussed in more detail in section
2.6.3. DRX generally gives a similar microstructure, with new recrystallised grains
forming first in the vicinity of grain and twin boundaries and giving a necklace type
formation, as seen in various magnesium studies, for example references [124-127].
This is due to the preferential nucleation of DRX at these boundaries, generally because
of the higher stresses experienced and further slip systems activated to accommodate
deformation around the boundaries[65, 126, 128]. In certain alloy systems there are
particles present during deformation that also experience higher stresses and thus are
suitable sites for nucleation of DRX. This is referred to as particle stimulated nucleation
(PSN) and can significantly affect the recrystallised grain size, as discussed in section
2.4.3.4[127,129].

Dynamic recrystallisation has been studied in many different materials and the type of
DRX has been ascertained. For example, discontinuous dynamic recrystallisation has
been observed in copper[130], austenitic stainless steel[131] and nickel[112], while
continuous dynamic recrystallisation has been seen in quartz[132], copper[133, 134]

and aluminium[135]. Both discontinuous dynamic recrystallisation and continuous
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dynamic recrystallisation have been observed in magnesium. Generally DDRX occurs
at the higher temperatures or lower strain rates, for example references [36, 96, 136,
137], whereas CDRX occurs at lower temperatures or higher strain rates, for example
references [96, 120, 138, 139]. These changes with deformation conditions will be
discussed further in section 2.4.3.3. It is likely that at many conditions, both DDRX and
CDRX are occurring simultaneously, but with one at a much greater rate[140].

2.4.3.1 Discontinuous Dynamic Recrystallisation (DDRX)

DDRX progresses through a standard nucleation and growth mechanism. New grains
nucleate at original grain boundaries or twin boundaries within the material through
bulging of these high angle boundaries. The recrystallised grains grow into the parent
grain until the increasing dislocation density within the new grains lowers the driving
force for further growth to a point at which it will cease. This process creates a necklace
structure around the original grain boundaries until all nucleation sites are full, at which
point new grains will then nucleate on the newly created high angle boundaries by the
same process[96, 112]. As discussed above, DDRX has been shown to be active in

many different magnesium studies[36, 96, 136, 137].
2.4.3.2 Continuous Dynamic Recrystallisation (CDRX)

Continuous dynamic recrystallisation is classed as a recrystallisation mechanism
because it forms entirely new grains. However, the process by which it occurs is
generally closer to that of recovery than conventional recrystallisation because the
major operation is the rearrangement of dislocations[112, 137]. The trigger for more in-
depth study of CDRX was the development of automated electron backscatter
diffraction analysis, when the subgrain boundaries could be studied in more detail[141].
Therefore, there has been an increase in the number of studies carried out in recent
years. There have been various mechanisms put forward under the CDRX umbrella that

have been observed in different materials.

The feature common to most CDRX mechanisms is the rearrangement of dislocations
into cells, subgrains and recrystallised grains. The rearrangement of dislocations into
low energy structures was discussed in section 2.4.2. Initially the dislocations form into
cells, with tangled arrays of dislocations forming a relatively wide structure. As the
dislocation movement continues, and more dislocations reach the cell walls, further

recovery processes occur and the cell walls become more defined. Through continuous
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addition of dislocations and some amalgamation of cell walls, well defined, but low
angle, subgrain boundaries are formed. The addition of further dislocations slowly
increases the disorientation across these boundaries and thus they become high angle
grain boundaries. The process of dislocation motion causes most dislocations to migrate
from the interior of the newly formed grains into the boundaries and thus the

dynamically recrystallised grains have a low dislocation density[85, 112].

The conventional mechanism of CDRX consists of the processes described above
rearranging the dislocations that are produced through relatively homogeneous strain
within the material. As was shown in section 2.3.4, slip in magnesium is generally
restricted by the crystallography and causes heterogeneous strain. The compatibility
stresses caused by grain boundaries, along with twinning and the pile up of basal
dislocations, often create a disparity between the deformation behaviour near the grain

boundaries and in the grain interior.

During low temperature deformation, twinning plays a major role in strain
accommodation, see section 2.3.5, and consequently influences the DRX behaviour as
well. A mechanism similar to standard CDRX operates from the dislocation build up in
the highly stressed regions, primarily the twinned areas. Subgrain boundaries form in
these regions around the twins and twin intersections and, through the absorption of
further dislocations, both the subgrain and twin boundaries convert to random high

angle grain boundaries[96, 142].

At higher temperatures, more slip is active and twinning becomes less significant as a
site of recrystallisation. There is still a concentration of stress surrounding the grain
boundaries, and it is in this region that non-basal slip becomes active. A mechanism that
is initiated by this stress concentration was described by Ion ef al.[51] in magnesium
and is based on 'rotation recrystallisation' seen previously in geological materials[132,
143]. In the current work this will be termed 'Continuous Dynamic Rotation
Recrystallisation' (CDRRX). The polycrystal can be thought of as a series of non-
deforming grain cores with a plastic ‘mantle’ around the grain boundaries. Thus, on a
macroscopic scale, the deformation will be carried out by a shear parallel to the grain
boundary. This grain boundary plane is unlikely to be an easily activated slip plane and
thus there will be lattice rotations in this region, as shown in figure 14. The lattice
rotations create bent planes and thus a large number of geometrically necessary
dislocations are formed. These dislocations act as described previously and will form
into the low energy configurations of cell and subgrain walls. Further strain causes more
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rotation and consequently more dislocations, which will add to the disorientation of the
subgrain boundaries, eventually creating new grains in a necklace around the pre-
existing grain boundaries. This mechanism was put forward by lon e al.[51] but has

since been confirmed in magnesium alloys by other studies[88, 96, 138].

(a) (b) (d)

Figure 14 - Deformation in the mantle leading to recrystallisation[144]

Following the initial formation of recrystallised grains, further straining can cause
changes. Grain coarsening can occur but has been shown to be slower in CDRX than
DDRX][141] and, therefore, is not expected to play a significant role while deformation
is still occurring. It was shown by both Ion ef al.[51] and Spigarelli er al.[125] that
strain often concentrates in DRX regions because slip is easier due to the changes in
texture. This can result in strain localisation in these regions and repeated
recrystallisation, as well as the formation of shear zones, as described in section 2.3.7.
He et al.[119] argued that grain boundary sliding in the shear zones, due to the reduced
grain size, actually halts DRX because it stops the production of further dislocations.

Therefore, the occurrence of repeated DRX in localised areas is connected to the grain

size formed.
2.4.3.3 Influence of Deformation Conditions

As with most aspects of dynamic material behaviour, the conditions under which a
sample is deformed have a large influence on how a material dynamically recrystallises.
Both Galiyev et al.[96] and Sitdikov and Kaibyshev[142] studied the differences in
DRX behaviour over a range of conditions in ZK60 and pure magnesium respectively.
They found that the mechanism of DRX was different at different temperatures, with
both DDRX and CDRX active, as well as variations within those mechanisms. At low

temperatures, twinning is a major deformation mechanism and, therefore, CDRX
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temperatures, twinning is a major deformation mechanism and, therefore, CDRX
nucleating at twins and twin intersections takes place, as described above. At
intermediate temperatures, a greater level of dislocation slip is active and therefore a
build up of dislocations is more likely to occur at grain boundaries. Both Galiyev ef al.
and Sitdikov and Kaibyshev found that this allowed standard CDRX to occur, as there
were sufficient dislocations of the non-basal type to form a 3 dimensional array of low
angle boundaries; in their studies CDRRX is not seen. At even higher temperatures, the
mobility of grain boundaries becomes sufficiently high to allow DDRX to occur.
Therefore, this is the dominant mechanism at the highest temperatures. Although the
mechanisms described above were dominant in the domains given, Sitdikov and
Kaibyshev stated that there was a reasonable amount of overlap between the various
mechanisms and thus it is expected that at all conditions the other mechanisms are also
active, just at a slower rate. It should also be remembered that there is generally an
equivalence between the temperature and the strain rate through the Zener-Hollomon
parameter. Therefore, the mechanisms that require a higher temperature can also be

activated by reducing the strain rate.

These findings from Galiyev ef al.[96] and Sitdikov and Kaibyshev[142] are, in general,
confirmed by other studies in magnesium, such as references [36, 120, 136-138].
However, there are certain studies that have observed CDRX at high temperatures.
Some of these can be explained by a high strain rate but others, such as Tan and Tan[80]
and Yang et al.[145], do not conform to the expected rules, exhibiting CDRX even
though they were deformed at a high Zener-Hollomon parameter. The reason for these

results is currently unknown.
2.4.3.4 Recrystallised Grain Size

In both continuous and discontinuous dynamic recrystallisation, the final recrystallised
grain size is strongly dependent on the temperature and strain rate of deformation. In
CDRX the grains form at a certain size that stays constant at all levels of strain[51];
whereas, in DDRX, the grains grow throughout deformation from very small nuclei.
However, a steady state grain size is reached in DDRX, due to the constant nucleation
and re-recrystallisation once a certain strain has passed, and it is this size that is

influenced by the deformation conditions.

In general, if a material is deformed under conditions in which DRX will occur, the
lower the Zener-Hollomon parameter (Z) (i.e. the higher the temperature or lower the
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strain rate) the larger the resultant grains[51, 96, 127, 137, 142]. It is often stated that
the relationship between Z and the DRX grain size follows equation 5[127, 140, 146]:

Z=kd™" (5)

where Z is the Zener-Hollomon parameter, d is the recrystallised grain size and k and N

are constants.

This relationship is sometimes given with peak stress instead of Zener-Hollomon
parameter[130, 131, 134]. As stress is normally a function of Z, this does not
dramatically change the dependence of grain size on deformation conditions, although
the shape of the curve and the constants would be different. Hakamada et al.[127]
looked at various studies in Mg-Al-Zn alloys and found that most followed the
relationship given in equation 5, see figure 15. The alloy that they studied in their own
work was a Mg-Al-Ca-RE alloy and did not show any dependence of grain size on
deformation conditions. The presence of precipitates in the material during deformation
meant that DRX occurred by particle stimulated nucleation and the recrystallised grain
size was dictated by the particle distribution. This has also been noted in magnesium
alloys containing Zr rich particles, usually added for grain refining purposes in
casting[ 147, 148]. This effect is expected in any material containing a significant level

of precipitates.
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Figure 15 — Variation in dynamically recrystallised grain size as a function of Z-
parameter for Mg alloys[127]. Includes data from references [83, 146, 149, 150]
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As well as the deformation conditions, some studies state that the size of the
recrystallised grains can also be affected by the initial grain size. Watanabe et al.[146]
and Barnett[151] both come to the conclusion that the initial grain size affected the final
DRX grain size produced. The reason for this is linked to the greater number of grain
boundaries giving more nucleation sites. However, Barnett carried out a more in depth
study of this effect a year after the previous work, and disagreed with his initial
conclusion[140]. In the initial work, the samples with different starting grain sizes were
actually deformed using different methods; therefore, the final grain size was probably
affected more by these diffcrences than the initial grain size. A similar effect is present

in the work from Watanabe ef al. as well.
2.4.3.5 Texture Changes during Dynamic Recrystallisation

The recrystallisation textures in hexagonal metals have been much less studied than
those in cubic materials[112]. In general it is found in hexagonal materials, and
specifically in magnesium alloys, that recrystallised materials retain much of the pre-
existing deformation texture[118, 138, 152-154]. However, the extent to which DRX
retains or weakens the texture is a matter of debate. Due to the mechanism of grain
boundary bulging and migration in DDRX the texture of the DRX grains cannot deviate
far from the parent grain orientation and thus texture is normally retained well in
materials undergoing DDRX. It would appear, from consideration of the mechanism,
that CDRX would also retain a very similar texture to that of the parent grains.
Although most studies in magnesium alloys show that texture is retained through DRX,
there have been some studies that have reported a texture weakening effect from
dynamic recrystallisation[51, 88, 155]. Each of these studies states that a mechanism
similar to CDRRX is taking place; therefore, the rotation of the regions near to the grain
boundaries must be responsible for the change in texture of the DRX grains. Del Valle
et al.[88] state that this rotation can be as high as 40°, causing a difference of up to 40°
from the parent grain orientation. Ion et al.[51] showed that the angle of the rotation
was influenced by the orientation of the grain boundary with respect to the stress axis.
Those grain boundaries that were parallel or perpendicular to the stress axis underwent
less rotation and therefore, there were fewer DRX grains as well as a lower
disorientation from the parent grains. Conversely, those grain boundaries oriented 45° to
the stress axis underwent much more recrystallisation and had higher rotations from the

parent grains.
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2.4.4 Annealing

Following deformation in a material, there is often a large amount of stored energy that
has built up due to increased defect and dislocation densities. Although dynamic
recovery and recrystallisation may have significantly reduced this during deformation,
there will generally be a certain amount remaining. If the temperature is kept high
enough following deformation, annealing processes can act to reduce the energy of the
system. These are static recovery, grain growth and recrystallisation[112].

Static recovery was described in section 2.4.2 and produces the same cell and subgrain
structures as in dynamic recovery. Grain growth is a process that occurs in most
materials given the correct temperature and is driven by the reduction in energy stored
by the grain boundaries. The grain boundaries migrate through the material, increasing
the size of some grains and decreasing the size of others until they disappear. This will
normally only happen after recrystallisation because, when the dislocation density is
high, the driving force for recrystallisation is greater. Therefore, grain growth is likely
to occur in materials that have fully recrystallised either dynamically or statically. Static
recrystallisation is the formation of new grains from the deformed microstructure and as
with dynamic recrystallisation, this can be continuous or discontinuous. These
mechanisms occur in the same way as described for dynamic recrystallisation in section
2.4.3, although the stored energy is not being replaced so an end point is reached when
the stored energy drops to a critical level. In a previously deformed material there can
often be pre-formed nuclei from dynamic recovery and recrystallisation that can later

grow in static recrystallisation, a process known as metadynamic recrystallisation[112].

Studies into the annealing of hot worked magnesium alloys have observed that static
restoration mechanisms are often very active. Recovery, grain growth and
recrystallisation have all been reported and, depending on the deformation and
annealing conditions, the different mechanisms of static recrystallisation have all been
seen[156-161], although there is little direct evidence of metadynamic recrystallisation

in magnesium.
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2.5 Texture
2.5.1 Measurement of Texture

The fundamentals of texture analysis have been covered in great detail by Randle and
Engler[162] and the parts of their book that are relevant to the current work will be
discussed here. Texture analysis is the study of the specific orientations and
distributions of orientations of grains found in a polycrystalline material. It is of interest
because different orientations can dramatically change the properties of many
polycrystalline materials. The macrotexture of a material is an overall view of the
distribution of orientations over a large number of different grains. Microtexture is the
study of both the macrotexture of a material and the spatial distribution of the different
orientations; the word comes from a contraction of microstructure and texture.
Historically, only macrotexture was possible, using X-ray and neutron diffraction
techniques, but more recently the development of fully automated Electron Backscatter
Diffraction (EBSD) in the scanning electron microscope, has allowed routine
acquisition of microtexture. The texture measurements in the current work have all
come from EBSD analysis and therefore, can be classed as microtexture, but will simply

be referred to as texture measurements.

2.5.2 Representation of Texture

Textures are commonly displayed using either pole figures or orientation distribution
functions (ODFs). Pole figures generally use the stereographic projection method to
display the 3 dimensional orientation of a specific pole in the crystal on a 2 dimensional
circle, see figure 16. In EBSD analysis each pixel is treated as a separate crystal and the
pole of each orientation is plotted on the pole figure. When the densities of these poles
are calculated for each area of the pole figure, a contour map is produced and the overall

texture can be seen.
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Figure 16 — Presentation of the {100} poles of a cubic crystal in the stereographic
projection. (a) crystal in the unit sphere; (b) projection of the {100} poles onto the
equatorial plane;

(c) {100} pole figure[162]

ODFs are a representation of Euler space, which has a coordinate system made up of the
3 Euler angles determining the orientation. The Euler angles are a sequence of three
rotations that transform the specimen coordinate system into the crystal coordinate
system[162]. Randle and Engler[162] stated that the most commonly used convention is
the Bunge notation and defined the rotations as:

1. ¢ about the normal direction ND, transforming the transverse direction TD into
TD' and the rolling direction RD into RD";

2. O about the axis RD' (in its new orientation);

3. @, about ND" (in its new orientation)

Therefore, ODFs are 3 dimensional spaces with axes @, ® and @,. In order to display an
ODF on the printed page it is generally necessary to take sections through the 3
dimensional space and display a sequence of ODF sections at certain intervals.
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A single pole figure is almost always an incomplete description of the texture because
rotations about the specific pole used are not distinguished. An ODF contains a full
description of the texture but requires many sections to display it on the page.
Therefore, a decision must be made as to which is the most suitable method to use in

any particular work.
2.5.3 Texture Changes during Thermomechanical Processing

It can be assumed that the starting product for thermomechanical processing, before any
processes have been carried out, has an equiaxed grain structure with a random texture.
Thermomechanical processing can change the texture in many materials, which,
depending on the final properties, can be desirable or not. This section will look at the
textural changes that occur in hcp metals, specifically magnesium and magnesium
alloys. Due to the similarity between the active deformation mechanisms in various hep
metals, the changes in texture are often very similar. As will be shown below, twinning
plays an important role in texture changes and thus only those materials with similar
twinning behaviour can be considered analogous, which rules out those metals with c/a
greater than V3. For the commonly studied metals this means that titanium and

zirconium should show similar behaviour to magnesium whilst zinc and cadmium will

not.

Many authors have observed a 'basal texture' from compression of magnesium and other
similar metals, for example references [37, 57, 87, 163-165]. Basal texture means that
the <0001> direction is aligned with the compression axis, and is a fibre texture as the
other poles of the crystal are oriented relatively randomly. The fact that magnesium has
a ¢/a ratio that is very close to that for perfect close packing should mean that the basal
texture formed is also almost perfect[166]. Despite this, many observed textures,
particularly in hot rolling, show a split in the basal pole towards the rolling direction of
approximately 10-20°, According to Kocks et al.[166], this type of texture should
theoretically only form in hcp metals with ¢/a>1.633. However, they also point out that
strain rate, temperature and chemical composition can all affect texture development
and, from the observed textures in rolled magnesium, it can be concluded that these

factors play a large role.

The strong basal texture is generally considered to be a disadvantage in magnesium
sheet because of the tension-compression asymmetry that arises in textured magnesium,
see section 2.3.5. Therefore, a sheet or plate in bending or buckling will deform more
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easily on one side than the other, creating problems for design[4]. Unfortunately, the
thermomechanical processes that create the basal texture are almost entirely
unavoidable in sheet production.

It is gencrally accepted that both basal slip and {IOT2} twinning cause the pure basal
texture in magnesium[37, 51, 52, 70, 163]. Slip causes a gradual reorientation of the
crystal over a large strain, whereas twinning causes a dramatic reorientation of the
crystal with a specific relation to the starting texture[78, 166]. In conditions where
{10T2} twinning is highly active, this can cause the majority of the reorientation with a
relatively small strain. Kelley and Hosford[39] showed that in a single crystal of
magnesium ideally oriented for {10T2} twinning, the entire crystal was reoriented by a
strain of 6%. Yang er al[163] showed a similar effect in a heavily pre-textured
polycrystal, again with the grains almost perfectly oriented for twinning, where almost
all grains had rotated by a strain of 8%. Although the texture change from twinning is
very rapid in grains perfectly oriented for twinning, it is only grains that are more than
68° from the basal texture that will undergo twinning[37]. Therefore, any grains with
orientations closer to the basal texture will not twin, and only slip can cause a texture

reorientation.

Although most authors are agreed on the formation of the pure basal texture, there is
some difference of opinion in the literature over the origin of the split towards the
rolling direction. Prismatic slip does not cause a reorientation of the c-axis[52, 78] and it
has already been shown that basal slip and {10T2} twinning rotate the crystals into a
pure basal texture. Therefore, the only common deformation mechanisms remaining that
could cause the split in texture are compression twinning and <c+a> slip. Philippe et
al.[53] and Wonsiewicz and Backofen[74] both stated that the rotation of the basal poles
towards the rolling direction could be due to compression twinning or secondary
twinning of {IOT2} twins within {IOT 1} twins. This is a feasible mechanism that would
theoretically rotate the crystals in the correct direction but later studies have generally
argued against it. Philippe et al did also suggest that <c+a> slip could be the
responsible mechanism, and other authors have shown that this is more significant than
compression twinning[52, 78]. Agnew et al.[52] carried out a simulation using a
'viscoplastic self-consistent model' and showed that changing the activity of <c+a> slip

altered the strength of the split in texture.

Dynamic and static recrystallisation processes can also alter the texture of the material
and are discussed further in sections 2.4.3 and 2.4.4.
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2.6 Flow Behaviour in Magnesium Alloys

There have been many studies that have looked at the flow behaviour of various
magnesium alloys[70, 142, 167-170]. The studies that are of most interest to the current
work are those in which compression was carried out, either uniaxial[140, 171-173] or
plane strain compression[42, 76]. As with work on most features in magnesium, the
most common alloys studied are the AZ series, particularly AZ31[72, 140, 167, 169,
174]. In many cases the flow behaviour of these, and other, alloys show a similar shape
with a rise to a peak stress, followed by softening and finally reaching a steady state
stress, caused by a balance between the hardening and softening mechanisms[36, 169,
175-177]. A very good example of this behaviour is shown in figure 17 from Prasad and
Rao[169], and gives the flow curves of samples of AZ31 deformed in uniaxial

compression at 350°C and a range of strain rates.
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Figure 17 — True stress-true strain curves obtained at different true strain rates on
cylindrical specimens of AZ31 compressed parallel to the rolling direction at
350°C[169]

Figure 17 also shows that the shape of the stress-strain curve can change significantly
due to changes in strain rate. At the higher strain rates, the peak in the stress is more

pronounced and steady state is reached later. At lower strain rates, the material does not
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undergo and significant hardening and steady state is reached almost immediately.
Prasad and Rao also showed that variation in temperature has a similar effect, with an
increase in temperature causing a lower peak strain as well as steady state at a lower
strain. Therefore, the Zener-Hollomon parameter can be used again to combine the
effects of temperature and strain rate. Many studies confirm that the shape of flow

curves seen by Prasad and Rao are common in magnesium alloys[36, 175-177].

Although a steady state stress is observed in many studies, this is not true of all
magnesium alloys under all conditions. It appears that by raising the alloy content of the
material, the strain at which steady state is reached can be increased. This is true in
some alloy systems, particularly in rare earth alloys, but not necessarily for smaller
increases in aluminium[126, 178, 179]. This means that, in many cases, the steady state

stress is not reached by the end of standard compression testing.
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Figure 18 — True stress-strain curves for an Mg-12Gd-3Y alloy in uniaxial compression
at (a) 0.1s™, (b) 0.257, (¢) 0.3s™, (d) 0.4s™" and various temperatures[170]

Zhang and Wang[170] carried out compression testing to a strain of 0.6 on an Mg-
12Gd-3Y alloy at various conditions and found that no true steady state stress was
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reached. It can be seen in figure 18, from Zhang and Wang's work, that at higher
temperatures and lower strain rates, there is a more defined peak, followed by a
softening rate that decreases with strain. This is similar behaviour to that seen above,
where steady state stresses are reached; therefore, it is likely that steady state could have
been reached in these tests at strains only slightly larger than 0.6. However, in the tests
carried out at higher values of Z, there is no decrease in the softening rate, and thus it
does not appear that steady state would be reached shortly after a strain of 0.6.
Therefore, the deformation conditions, as well as the alloy content, can change the flow
behaviour, an observation also made in various other studies[96, 142, 177, 180-182].
Despite this, some studies have seen continuous softening in alloys and conditions
where it would not be expected[174]. Therefore, the dependence on alloy content and

processing conditions is rather weak.

The shape of the flow curve is also affected by the relationship between the texture of
the material and the applied stress conditions. The most common way to study this is to
use a heavily textured sample, often produced by rolling or extrusion, and to deform it
in plane strain compression. This allows a very precise set of deformation conditions to
be applied to specific crystallographic orientations. Both Gehrmann et al.[42] and
Barnett[36] used this procedure and found that the initial texture had a strong effect on
the flow behaviour, as shown in figure 19 from Gehrmann ef al. The orientations of the
different samples used are given in table 5 but can be simplified as follows:

A and B: c-axis in compression
C: c-axis in extension
D: c-axis constrained

Table 5 — Reference system for channel-die experiments shown in figure 19. ND =
normal direction, RD = rolling direction, TD = transverse direction[42]

Old reference system: New reference system: specimen geometry for channel-
rolling geometry die experiment
A B C D
ND ND ND RD TD
RD RD D TD ND
TD D RD ND RD
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Figure 19 — Flow curves of different specimens of pure Mg at 100°C. Different types
refer to the sample orientations given in [42]

The variations in flow behaviour caused by different starting textures are due to the
active deformation mechanisms[36, 42]. The orientation of the samples determines
whether basal slip, prismatic slip, pyramidal slip or twinning are the most significant
mechanisms. Samples A and B in figure 19 are oriented such that basal and prismatic
slip, as well as {10T2} twinning, are hard to operate and, therefore, there is rapid
hardening to a peak. Following this, different mechanisms can operate to cause
softening, such as dynamic recrystallisation or shear band formation. Sample C is
oriented such that {10_1_2} twinning is very easily activated, and it is this mechanism
that is thought to be responsible for the concave shape of the curve. Sample D hinders
both basal slip and {10T2} twinning but is ideally oriented for prismatic slip. This does
not significantly alter the texture and thus there is not such a pronounced peak. The
changes in work hardening rate will be discussed further in section 2.6.2 and the

differences in flow softening will be examined in section 2.6.3.

2.6.1 Activation Energy of Deformation (Qger)

The activation energy of deformation (Qgr) is a measure of the ease with which a
material will deform. There have been many studies on magnesium and magnesium
alloys that have calculated activation energies of both creep (Qc) and deformation (Quef)-
Q. was calculated from tests carried out at strain rates below approximately 0.01 and
often has very similar results to Qqr; in these cases it is expected that the deformation
mechanisms are similar over a range of strain rates. Other studies have found that there
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can be quite a significant change in activation energy between the creep and hot
working regimes. Therefore, the values for Q. from the literature often give a reasonable
indication of Qger but cannot be compared directly with those obtained at higher strain

rates.

The self diffusion energy of magnesium is 134 kJ mol™ [2] and it has been reported that
both Qger and Q. for magnesium are generally in a range similar to this[36, 125, 174,
183-186]. However, it is often noted that composition, temperature and strain rate can
dramatically affect the activation energies quoted. Guo et al[174] and Liu and
Ding[126] both stated that increased concentrations of aluminium in AZ series alloys
caused Qgr and Q. to also increase. However, Somekawa ef al.[116] also studied the
effect of aluminium concentration on magnesium alloys and found that Q. was not
changed. Anyanwu et al.[187] looked at Q. from various magnesium-gadolinium-
yttrium alloys and observed quite a large variation with different ratios of Gd and Y,
between 160 and 240 kJ mol™. They found that the higher Y:Gd ratio alloys had higher
activation energies. Despite this, there have also been reports of Mg-Gd-Y alloys having
fairly low values of Q,, in the range 119 to 131 kJ mol’! [170, 186]. Therefore, it can be
concluded that alloy composition has an effect on the activation energy of the material
but that it is also influenced by other factors.

The processing conditions have also been shown to have a strong effect on the
activation energies for both deformation and creep. It is often reported that the
temperature has a large influence on the activation energy[9, 96, 178, 183, 185, 188,
189]. There is often a change in creep behaviour at around three quarters of the melting
point of magnesium (approximately 450°C) that raises the value of Q. dramatically to
around 220-230 kJ mol™. In certain studies it was also scen that the low temperature
creep behaviour gave lower values of Q. than self diffusion[96, 116, 179]. These
differences are attributed to different mechanisms operating at different temperatures,
often stating that the activation of cross-slip at higher temperatures raises Q. [185, 188,
189]. There has been much less study of Qu.r than Q. but it is reasonable to assume that
there will be similar differences in Qger with the operation of different mechanisms due

to changes in temperature, strain rate and composition.

2.6.2 Work Hardening

Work hardening is the increase in stress required to deform a material, generally in the
early stages of deformation. Normally this is due to the increasing dislocation density,
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and the consequent interaction between the dislocations. This makes it much harder for
the dislocations to move and thus the stress in the material is raised[34]. In most cases,
this work hardening produces a convex stress-strain curve during hot deformation of
polycrystalline metals; however, a concave curve has been observed in magnesium and
some other metals, under specific conditions, for example references [38, 39, 63, 171,
190]. These show a low work hardening rate following yield that increases as strain
progresses. After a short period of time a point of inflection is reached and the work
hardening rate decreases, often rather sharply, to a peak stress. Generally, this behaviour
is only seen in samples that are deformed at particularly low temperatures or high levels
of strain. Kelley and Hosford[39] studied the flow behaviour of single crystal
magnesium, magnesium-lithium and magnesium-thorium. They showed that the
tendency for concave shapes in flow curves is entirely dependent on the orientation of
the crystal. By carrying out plane strain compression tests on thrce different samples
oriented such that the c-axis of the crystal was either being extended, constrained or
compressed, they found three different flow curves produced. Both the c-axis
compression and c-axis constraint samples showed convex curves, while the c-axis
extension sample showed a very clear concave curve. A subsequent study by Kelley and
Hosford[63] showed that the same effect is present, although to a slightly lower extent,
in textured polycrystalline materials where the majority of grains have the c-axis in the
extension direction, an observation also made in other studies[42, 76, 171].

Section 2.3 has already described the various deformation modes that are available to
magnesium alloys. It can be seen that a sample in which the c-axis is aligned with the
extension direction has a very low resolved shear stress for basal slip, but is ideally
oriented for {10T2} twinning. Therefore, in the absence of any non-basal slip systems,
the material will initially deform almost exclusively by {10T2} twinning and it has been
concluded by various authors[36, 39, 42, 51, 55, 63, 72, 76, 171] that this mode of
twinning is primarily responsible for the concave nature of the flow curves. The
increase in strain hardening due to twinning is thought to come from the increase in
boundaries[36, 52, 99, 171], effectively decreasing the grain size, the 86° reorientation
of the crystals[36, 55, 171], making slip even more difficult, and the gradual exhaustion
of twinning[42], forcing the higher levels of stress required for slip to be reached.
Although some specific dislocations can pass through twin boundaries with little
problem[67], it has been shown that twin boundaries have a repulsive force on many
dislocations, or can cause a transformation leaving sessile dislocations at the boundary,
and therefore provide as effective a barrier to slip as grain boundaries[58, 72]. Different
studies have come to the conclusion that different mechanisms are primarily responsible
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for the increase in hardening rate. For example, both Barnett[36] and Jiang er al.[171]
agree that both grain reorientation and twin boundaries play a role, but Barnett argues
that the reorientation mechanism is dominant, while Jiang states that the increased level
of boundaries is more important. It is possible that the different conditions used for
deformation are responsible for the difference between the hardening mechanisms, but it
is more likely that many mechanisms are active at all times and play a role in increasing

the work hardening rate.

2.6.3 Flow Softening

The peak stress in the flow curves is caused by the initiation of a softening mechanism
that counteracts the previous work hardening. In tests carried out at lower values of the
Zener-Hollomon parameter, the peak can be much less obvious because work hardening
is occurring at a much lower rate, and softening at a much higher rate; consequently, the
peak is reached very early on and the softening to steady state is negligible. Therefore,
the curve appears as a very slight increase in stress followed by a horizontal steady state
plateau[96, 169, 191, 192]. In curves that show a more prominent peak, the effect of

softening can be seen and studied more clearly.

Often, the peak strain itself is used to measure the onset of softening but it is more
accurate to measure the start of flow softening from a point of inflection in a do/de — ¢
plot, that occurs prior to the peak strain[96]. Both the stress and strain at which the peak
occurs are strongly affected by the conditions under which the deformation is taking
place. Deformation conditions with a higher Z value give a higher peak stress at a
higher strain[167, 174, 191]. This indicates that the softening mechanism is strongly
affected by both temperature and strain rate. The most common cause of softening given
in the literature is dynamic recrystallisation[51, 181, 182, 193], which agrees well with
the dependence on temperature and strain rate and is often seen in magnesium alloys

during deformation.

Other theories have, however, been put forward for the softening effect in magnesium
alloys. Gehrmann et al.[42] studied both pure magnesium and AZ31 at relatively low
temperatures and did not observe any recrystallisation. They attributed the softening
behaviour to inhomogeneous deformation and the subsequent formation of shear bands
and shear cracks. Yang et al.[145] observed dynamic recrystallisation but stated that this
was not responsible for the softening effect and instead linked the softening to the
texture evolution. Their work looked at the compression of extruded AZ31 bar where
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the starting texture for compression had the c-axes perpendicular to the stress axis.
According to the authors this meant that, in order for the texture to finish as standard
basal, the c-axes must rotate 90° and thus pass through angles where basal slip is easier.
Although this would cause some softening effect if the rotation was continuous, it is
thought that twinning would be more likely to operate and thus the rotation would be
instant. Therefore, the grains would not pass through any soft orientations and Yang er
al's theory can be discounted. Beladi and Barnett[194] studied the deformation
behaviour of a peak aged WES4 alloy and found that the precipitates retarded any
dynamic recrystallisation. However, they still observed softening to a small degree and
were not confident of the mechanism; texture softening or a reduction in solute
strengthening due to dynamic precipitation were both put forward. They suggested that
the steady state behaviour was due to dynamic recovery.

2.6.4 Process Window

The process window of a material describes the range of conditions under which it can
be successfully processed, avoiding the operation of any failure mechanisms. There has
been very little published[195] on the process windows of magnesium alloys, probably
because it is often more relevant industrially than academically. A more complex
version of the process window is the process map, which has been looked at by a
number of authors, for example references [169, 176, 178, 196]. This provides
information on the various mechanisms that are active at different conditions and shows
which regions are most suitable to provide the best microstructure. These various
studies show that the process window is very dependent on the specific forming process
used, whether it is rolling, extrusion or simple compression, and that both temperature

and strain rate influence the limit behaviour.
2.7 Constitutive Equation Development

Constitutive equations of flow behaviour allow the flow stress of a material to be
predicted under different conditions of temperature and strain rate, enabling the
modelling of forming processes[197]. Davenport ef al.[197] set out a reliable method to
develop equations for a microalloyed steel that work equally well with many other
materials exhibiting dynamic recrystallisation. This method gives two sets of equations;
the first stage equations allow stress to be calculated at specific values of strain and the
second stage equations use the first to give a continuous flow curve.
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1* stage constitutive equations correlate the stress at certain points on the flow curve to
the processing conditions, given by the Zener-Hollomon parameter. Different functions
have been used in the literature for the relationship between the stress and the Zener-
Hollomon parameter: exponential, power law or hyperbolic sine (sinh) equations, as

shown below.

Exponential: Z = Ae” (6)
Power Law: Z=Ac" ()
Sinh: Z = A(sinhao)" ()

McQueen and Ryan[198] have stated that the power law was traditionally used for
studies of creep, but becomes unreliable at high stresses, and the exponential law was
used for hot working, but breaks down at low stresses. Therefore, the hyperbolic sine
law was introduced in the 1960s as it can be used across the full range of
conditions[199, 200]. Different studies have successfully used the exponential
relationship[174, 201], the power law relationship[96, 109, 174, 183] and the sinh
relationship[41, 176, 184, 185] to model magnesium alloys under a range of
deformation conditions.

While equations have been developed numerous times to calculate the stress at specific
points of strain, very little work has been carried out to produce full simulated curves in
any magnesium alloys[202, 203]. Li e al.[202] developed 1* stage equations for a
sequence of strain intervals in an AZ31 alloy but did not calculate 2" stage equations
using the Davenport et al. method. Instead, a finite element model used the 1% stage
equations to model the full flow curve for an extrusion test, which gave a good
correlation with the experimental results. Bhattacharya er al.[203] also modelled the
behaviour of AZ31 but used the Davenport et al. method to calculate full constitutive
equations. Although this was a simpler method, they also found a good fit with the

experimental data.
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3. Experimental Methodology

This chapter introduces the methods used in the experimental aspects of the work. The
research was based around the simulation of industrial rolling through Plane Strain
Compression (PSC) testing and thus this will be discussed in detail. The main
techniques used to study the deformed material were Electron Backscatter Diffraction
(EBSD) and Transmission Electron Microscopy (TEM). In addition to these, a small
amount of XRD was used, and the procedure of all techniques will be discussed here.

3.1 Material

Elektron™ 675 is a developmental alloy from Magnesium Elektron Ltd which is based
on the magnesium-yttrium-gadolinium system. It has been designed as a wrought alloy
that has particularly high strength and that can be used at higher temperatures than many
other current magnesium alloys. The material was sand-cast by Magnesium Elektron in
rectangular billets of 50x200x200mm. These slabs were then heat treated at 525°C for
16 hours to fully homogenise the microstructure, before machining to size for test
specimens (see section 3.2.2).

3.2 Plane Strain Compression (PSC)

When studying the hot deformation of metals there are various techniques available, for
example, tensile, torsion, extrusion, axisymmetric compression and plane strain
compression testing. All of these techniques have their own benefits and provide useful
information about the way in which materials deform under different conditions. This
research required a technique that could simulate as closely as possible the stresses
experienced during rolling under a range of conditions, and therefore plane strain
compression (PSC) was chosen. PSC produces a very similar stress distribution to that
found in rolling and thus the microstructural changes experienced here will be mirrored
in large scale rolling. By using PSC on small samples it is possible to investigate a
much wider range of conditions than would be feasible even by carrying out small,

laboratory scale rolling experiments.
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3.2.1 History and Equipment

Plane strain compression testing was developed over 50 years ago to provide a method
of measuring stress and strain curves for samples under plane strain conditions[204,
205]. The test was designed to give similar deformation conditions to rolling and has
been improved over the years to include very precise control systems. A Good Practice
Guide[206] was published in 2006 to provide an overview of the technique and the best
practices when carrying it out. The Department of Engineering Materials at The
University of Sheffield has over 30 years of experience in plane strain compression
testing with 2 different machines. The current machine was delivered in 2002 from
Servotest Ltd. using specifications based on this long experience. The machine can be
used for both plane strain compression and axisymmetric compression and details are
given in table 6[205]. The geometry of the specimen and the tools are shown in figure
20 and the entire machine is pictured in figure 21.

L > 60mm
w = 15mm
| = 60mm

b= 50mm
h=10mm

Figure 20 — Geometry of standard plane strain compression tests[206]



Figure 21 — ServoTest thermomechanical compression machine used for plane strain

compression tests

Table 6 — Specifications of IMMPETUS TMC machine[205]

60

Machine Characteristics

Actuators Servo-hydraulic
Max strain ~2
Max strain rate 150 —200 s
Max temperature 1200°C
Max load S00kN
Quench Either air/water cooled/quenched

Controllable variables

Load, displacement

Atmosphere control

None (air)

Temperature measurement

Up to 3 thermocouples in specimen
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3.2.2 Specimen

Specimens for PSC testing are required to be a close fit with the robot arms and the
deformation tools, whilst providing the correct ratio of length, breadth and height to
give the best approximation of plane strain conditions. The maximum load of the
machine must be considered when selecting the breadth of the sample to ensure that the
machine is able to deform the sample across the full range of conditions and strains
expected[206]; therefore, S0mm was chosen for this material. Loveday et al. also state
in the Good Practice Guide for PSC Testing[206] that a ratio of at least 1.5 is required
between the width and height of the deformation zone to 'avoid extremely localised
deformation conditions'. However, by increasing this ratio further, the effects of friction
between the tool and the specimen become more pronounced. Therefore it is common

practice to use a sample 10mm thick with tools 15mm wide.

60.0 .
50.0 > ................... ,‘j/
—F '« R15.0
g {1200 '
te—1.1
10.0 4 ......... iy , ___________________ L ________________ | .{ _______ ; .......... i
44.0 g

Figure 22 — Plane strain compression sample specifications (all dimensions in mm)

The specimens were received from Magnesium Elektron at the correct size but required
further machining to provide grips for the robot arms and a hole for the thermocouple to
be fitted. This machining was carried out at Ashmark Engineering to the specifications

shown in figure 22. It is possible to use up to 3 thermocouples to study the temperature
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variations across the sample during deformation, however in this study it was felt that
the only temperature required was that directly in the deformation zone and thus any
more than one thermocouple was superfluous. It was decided that the thermocouple
should be inserted 20mm into the sample to provide the temperature as close to the
centre of the deformation zone as possible, whilst allowing a representative

microstructure to be analysed from the centre line.

Both before and after testing it is necessary to measure the height and breadth of the
sample. This is carried out in 5 positions for the height and 3 for the breadth, as shown
in figure 23, and averages are calculated. On the final measurements of the sample the
average breadth is calculated from (2b; + b, + b3)/4, to account for the curved nature of
the deformed specimen (see section 3.2.5 for further details). These measurements are
required for calculations of spread and strain, and also to allow the machine to run

correctly.

Deformation Zone

bz b1 b3

Figure 23 — Measurement positions on PSC specimen

3.2.3 Test Procedure

For the majority of the test procedure, the Good Practice Guide[206] was followed to
give a high level of accuracy and repeatability. This section will outline the method
used, and give details of any differences from the standard procedure. Most practices
are common to all tests so will be covered in section 3.2.3.1, before any variations are

mentioned in the following sections.
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3.2.3.1 Single Hit Tests

The sample for testing is measured as outlined in section 3.2.2 and the thermocouple is
fully inserted. It is placed into the robot arms and coated with a graphite based lubricant
to lower any effects of friction and create the best plane strain conditions possible. At
the temperatures used here, graphite is the most effective lubricant and the friction
coefficient has been experimentally determined as described in section 3.2.3.4. The
lubricant is applied to the whole specimen to ensure good coverage over the entire
deformation area and also to keep even rates of temperature loss from all surfaces of the
sample. The machine is zeroed before every test to guarantee that the displacement
reading from the machine is correct.

Once these initial steps have been completed, the specimen and machine are ready for
testing. The entire testing procedure is automated and the parameters are programmed
into the software before starting, according to the profile shown in figure 24. The first
stage of the test is to heat the specimen to the required testing temperature in the Fast
Thermal Treatment Unit (FTTU), an induction furnace. The specimen is heated at
2°C/s, about as fast as can be comfortably handled by the FTTU. The sample is held for
5 minutes at the final temperature to allow the temperature to equalize across the
material and then it can be taken by the robot arms through to the testing furnace.

Deform
300s hold

e

2

£

g. Water
ﬁ 20C/s Quench

Time

Figure 24 — Plane strain compression testing profile
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The testing furnace is held at the same temperature as the material to ensure isothermal
tests, and the deformation begins immediately once the specimen is between the platens.
The machine is run in displacement control at a constant strain rate and, in the majority

of tests, the deformation is stopped when a total equivalent strain of 0.7 is reached.

Immediately following deformation, the robot withdraws the sample from the test
furnace and it is quenched down to room temperature in the FTTU to preserve the

microstructure for later analysis.

3.2.3.2 Double Hit Tests

A small number of double hit tests were carried out in order to study the behaviour of
the material between deformations, the equivalent of the inter-pass hold time in
industrial rolling. These tests follow a very similar procedure to that of the single hit
tests with the only difference being during the deformation step. For short hold times,
generally less than 20-30s, it is possible to leave the sample in the testing furnace and
the temperature will not change significantly. For longer holds it is necessary to remove
the sample to the FTTU and keep heating to retain the temperature, before taking back
to the testing furnace for the second deformation as before. At each temperature tested,
a double hit test was carried out with nominally zero hold time. In reality this hold time
is approximately 0.2-0.3s due to the time required for the machine to release and then
reapply the load. In order to study the microstructure evolution during the hold time,
certain tests have also been carried out where the material is held at temperature for the

inter-pass time but then quenched to retain this new evolved microstructure.

3.2.3.3 ColdTools Tests

In order to simulate the feeding of material into cold rolls in an industrial rolling
process, two tests were carried out using cold tools. These tests were identical to
standard single hit tests except the testing furnace and tools were held at 70°C. This
temperature was chosen because it is approximately that reached by the rolls in industry
under normal rolling conditions. Both tests were carried out with material heated to
470°C and then deformed at either 0.5s" or 55 strain rates to allow different amounts

of heat loss.
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3.2.3.4 Friction Calculation Tests

Three further tests were carried out to assess the friction coefficient. The method used
here is similar to that in Alexander[207] and relies on specimens of different thicknesses
being tested to the same strains. These tests were carried out at 460°C and 1s™ as a
representative condition for the entire range. Due to the nature of the friction correction
carried out on the raw data (see section 3.2.5), the stress-strain curves from these tests
will not be equal unless the friction coefficient used is correct. Therefore, a manual trial
and error method is used to find the best fit between the curves and thus the correct
coefficient of friction for the conditions studied. This is discussed further in section
4.3.14.

3.2.4 Summary of PSC tests carried out

Table 7 - Single hit tests to 0.7 equivalent strain

15! 557 10s™
380°C v v
400°C v v v
420°C v v v
440°C v v v
460°C v v v
480°C v v v
500°C v v v
520°C v v v
Table 8 — Double hit tests
. 4 Hold time (s)
Temperature (°C) | StrainRate (7) - ™—p 1 ble hit No 2™ hit
0 0
420 1 300 300
600 600
0 0
5
500 1 100 100
300 300
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Table 9 — Tests to different strains

Temperature (°C) Strain Rate (s™) Strain
460 5 0.1
460 5 0.2
460 5 0.3
460 5 0.5
420 1 1
460 5 1
500 1 1

Table 10 — Other tests

Temperature (°C) | Strain Rate (s
)
470 0.5 Test furnace and tools at 70°C.
Cold tools

470 5 Single hit to total strain of 0.7

Friction 460 1 Height of 5Smm

Determination 460 1 Height of 7.5mm

Tests 460 1 Height of 10mm

3.2.5 Processing of Raw Data

During the test a large amount of data is logged at set intervals. For the tests carried out
in this work, the vital information is load, displacement, temperature and time, and the
frequency of data logging is between 1000 and 10,000 s dependent on strain rate. In
order to process the raw data correctly, there are other values that need to be found.
These are the initial and final measurements of the sample thickness and breadth (see
section 3.2.2), the friction coefficient (see sections 3.2.3.4 and 4.3.1.4), the thermal
expansion coefficient and the spread exponent. Two spreadsheets have been developed
within IMMPETUS to carry out the processing of this data, and the actions included are

summarised in the flowchart in figure 25. The remainder of this section will explain

each step in turn.
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give accurate flow behaviour



68

Although the measurements of the sample are carried out at room temperature, all
calculations concerning the deformation require the hot dimensions of the specimen.
Therefore, a simple calculation of thermal expansion is performed, using a coefficient of

thermal expansion of 29.9 x 10 K'l, as determined by Magnesium Elektron.

The spread coefficient is calculated from the differences in thickness and breadth of the
sample between the start and finish of the test. It allows an estimation of the
instantaneous breadth to be calculated for any time during the test, ensuring that
spreading is taken into account when the stresses are calculated. The spread coefficient

is calculated using equation 9:

(5,75,)-1

= ' )
1=(h, 1n,)"

b

where C, is the spread coefficient, b, and by are the original and final sample breadths,
h, and h¢ are the original and final sample heights and C. is the spread exponent. A
value of 0.5 is gencrally used for the spread exponent, as it has been found to be

satisfactory in most cases[206].

The machine outputs the displacement data relative to the tool position; however, it is
necessary to convert this to an instantaneous height by subtracting the displacement
from the initial height. In order to reduce errors the data should be corrected for both
zero errors and a combination of machine compliance and elastic deformation of the
sample. As can be seen in figure 26, the start of the increase in load, signifying contact
between tool and sample, does not always occur at a displacement of exactly zero.
Therefore, there is an error, gencrally introduced by either a small discrepancy in the
position of the tools or by a change in the thickness of sample due to the lubricant. The
graphite lubricant gives a very thin layer and thus is not expected to be a significant
factor in these tests. To correct for this the entire data is shifted by a certain
displacement, such that a straight line drawn on the linear part of the curve would pass

through zero displacement, as shown in figure 26.
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Figure 26 — An example of a load-displacement curve showing the zero correction

required

It can also be seen in figure 26 that the early stages of the load-displacement curve are
approximately linear and this is due mostly to the compliance of the machine, with a
small contribution from elastic deformation in the sample. Only plastic deformation is
of interest in these tests and, therefore, this linear region must be removed. To achieve
this, the gradient of the compliance region is found and subtracted from the data in this
region. The further, plastic, deformation is shifted in displacement by the difference
between the final height measurements and maximum machine measured displacement

so that the yield point occurs at zero displacement.

As stated previously, the instantaneous breadth is required to allow a correct calculation
of pressure and thus stress from the load data. The instantaneous breadth is calculated
using the spread coefficient and spread exponent and is a function of the instantaneous
height, as given in equation 10. The shape of the actual sample will include a curved
section where the spread has occurred. As shown in figure 27, the average breadth gives

a rectangle of the same area as the curved physical sample.
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Figure 27 — Shape of deformed PSC specimen with the calculated average breadth
shown in yellow

)
b=b, 1+Ch—c,,[—h—) (10)

where b is the instantaneous breadth and h is the instantaneous height.

The full details and derivations of equivalent tensile strain are given in the Good
Practice Guide and for the plane strain conditions used in this work, whilst still
accounting for lateral spread, the calculation used is given in equation 11:

1
: (246, 6,42 ) (11)

£=—
V3
where ¢ is equivalent strain, €' is given by In(b/b,) and €'; is given by In(h/h,).

The first calculation to be carried out on the load data is to convert the force to a
pressure. By using the instantaneous breadth and the width of the platens, an area of
contact is found and thus the pressure on the sample can be calculated. Following this,
the pressure can be corrected for friction effects and converted to equivalent stress.
There are different methods to correct for friction depending on whether the sample is
experiencing sticking friction, sliding friction or a combination of the two. This is
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detailed in the Good Practice Guide but it has been found that, for the tests carried out in
the current work, only sliding friction is ever encountered. Therefore, the shear flow
stress (k) can be found from equation 12:

2 Y%
p _L[zh +(b—w)h][e7_lJ_2h a2

2k bwlpt u b

where p is the pressure, w is the width of the platens and p is the friction coefficient.

The equivalent tensile stress (o) is calculated from the shear stress as given in equation
13:

o= 2k (13)

where fis a factor found from equation 14:

f=:£ (14)

1]
2

The equivalent tensile stress that is calculated here is strongly influenced by changes in
both strain rate and temperature during the test. It is preferable to have stress-strain data
that is at constant values of strain rate and temperature and thus corrections are required.

To correct for strain rate it is first necessary to calculate accurate values of strain rate
through the entirety of the test. This is done with a curve fitting approach, developed by
Silk and van der Winden[208], to find the slope of the strain-time graph at all points. A
second order polynomial is fitted using the Gauss method to a range stretching 5 data
points either side of the point of interest. The derivative of this polynomial gives the
strain rate at that point in time. This is a more accurate method than using the raw

velocity data that is output from the machine.

It can be seen from figure 28 that there is a large amount of noise in the calculated strain
rate. This is due to discrepancies in the displacement measurements being amplified in
the calculation process and is not a true material effect. Therefore, it is necessary to use
a smoothing function to give a more reliable value of strain rate and the methods
described by Tukey[209] have been used here. This method has also been used for noise

reduction of the strain and stress values.
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There are often other fluctuations in the strain rate, much larger than the noise discussed
earlier, that are due to actual changes in the velocity produced by the machine, see
figure 29. This occurs because of the abrupt changes in force required when the tools
contact with the specimen. The method given below is used to correct the measured

stress for these changes.

The Zener Hollomon Parameter (Z) was defined in equation 4 and is repeated below. It
can also be approximated to the stress by the power law function in equation 16[197]:

Z=éexp[id;{J (15)

Z=Ko" (16)

where £ is the strain rate, Qg.r is the activation energy of deformation (see section
4.3.1.1 for calculation), R is the universal gas constant, T is the temperature, ¢ is the
stress and K and n are constants that can be found from a plot of In(Z) against In(c) for
uncorrected data. By combining equations 15 and 16 and taking natural logarithms,

equation 17 is obtained.

quf

Ing+ =InK+nlno 17

Two values of strain rate are considered, the measured strain rate (£,) and the nominal
strain rate that the test was set at (&,). The measured strain rate has an associated

measured stress (6)) and the stress at the nominal strain rate (67) is to be found.

1ng‘,+i";f =InK +nlno, (18)
1 . Qd({f _ 9
ne, + T =InK +nlno, 19

By subtracting equation 18 from equation 19 a relationship between o and o, can be

found.

Ing, ~Iné, =nlno, —nino, (20)
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Equation 22 defines the predicted stress at the nominal strain rate in terms of the
measured stress, measured and nominal strain rates and the constant ‘n’. n is found from
the gradient of a In Z vs In o plot and this is calculated in section 4.3.1.2. This strain rate

correction is carried out on all stress data for each test.

Another large influence on the final stress is the change in temperature during the test.
This is mostly due to deformation heating within the sample, but also can be affected by
factors such as cooling through the furnace door and differences between sample and
tool temperature. A thermocouple is inserted into the centre of the deformation zone at a
distance of 20mm from the front edge of the sample. Therefore, in most tests, the
reading from the thermocouple gives a very accurate measure of the temperature of
within the deformation zone. In some casecs the thermocouple is not in direct contact
with the material and there is a delay in the response to the temperature rise. Once a
small amount of deformation has occurred, the compression of the sample ensures that
the thermocouple is in full contact with the material and thus the temperature is
recorded correctly. In order to calculate isothermal flow behaviour, a smooth’
temperature profile is required over the full range of strain, including that at the very
start when the thermocouple may not be in contact with the sample. To estimate the
temperature rise over this region, a polynomial is fitted to the latter part of the
temperature curve and extrapolated back to the known temperature at the start.

To correct for changes in temperature and obtain an isothermal stress strain curve, a
similar technique[197] to that used for strain rate is employed. In this instance an
exponential approximation of the Zener-Hollomon Parameter provides the best fit,

shown in equation 23.

Z = Cexp(f0o) (23)

where C is an empirical constant and o is the stress. B is a constant that can be found
from the gradient of a plot of In(Z) against c. Each value of B is only valid at a specific
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strain and therefore a function describing how f varies with strain must also be found,

see section 4.3.1.3.

By combining equations 15 and 23 and taking natural logarithms, equation 24 is

obtained.

Z =InC+ 24
;=i Jiles (24)

Again, two cases are considered, the measured temperature and stress (T and ¢,) and
the nominal temperature and stress which is to be found (T and o).

Iné+ Q"; =InC + fio, (25)
1

Iné + Qur _ InC + fo, (26)
RT.

By subtracting equation 25 from equation 26, a relationship between o; and o, can be
found. Equation 27 defines the predicted stress at the intended temperature.

s(1 1
o, =a,+g"—’— —— 27)
PR\T, T,

Following all calculations and corrections a final minor smoothing operation is carried
out to remove any noise remaining in the data, and then truly isothermal, iso strain rate,

equivalent tensile flow behaviour is produced.
3.3 Finite Element Modelling

Finite element (FE) modelling allows variables to be examined that are often impossible
or impractical to study using experimental techniques. For example, it is often useful to
know the precise strain and temperature experienced by many different positions within
a sample undergoing a complex deformation. These parameters could be studied
experimentally, using techniques such as microgrid analysis and multiple
thermocouples. However, the required alterations to the samples will always affect the
results obtained and the spatial resolution of the distributions is limited by the
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techniques themselves. Nowadays, FE modelling has become an accepted and trusted
technique to study these types of variations, provided that the data input to the model is
reliable.

The stress-strain data used in the FE model was that of the constitutive equations, see
section 4.3.3, which were derived from the single hit PSC testing. As explained in
section 5.1.3, a slight variation on the standard constitutive equations must be used to
ensure that no negative stresses are calculated; therefore, for FE modelling a power law
relationship for the 1*' stage equations is used. The modelling itself was carried out in
collaboration with Dr Krzysztof Muszka, using Abaqus FE modelling software. A 2D
cross-section of the PSC test was modelled using explicit coupled temperature-
displacement mode, with a deformable meshed testpiece and a rigid analytical tool, as
shown in figure 30. The symmetry of the PSC test was used to reduce the area studied
by modelling a quarter of the cross-section and applying symmetrical boundary
conditions at the bottom and left hand edges. The mesh was made up of rectangular
components and adaptive meshing was required to cope with the large shape changes
experienced in the testpiece at the corner of the tool. Models were carried out at a
variety of temperatures and strain rates to gain an understanding of the variations in

strain and temperature across the range of PSC tests carried out.

Rigid tool .
/ Deformable testpiece

i

v Planes of symmetry

Figure 30 — Diagram showing the model assembly for a PSC test
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3.4 Age Hardening

The age hardening studies were carried out in collaboration with Mr Andrew Winder as
part of his Masters Degree dissertation[210]. The starting material for age hardening
came from PSC tests carried out at 500°C and 1s™ to a strain of 0.25 and held for §
minutes at 500°C before water quenching. This gave almost fully recrystallised material
with a homogeneous microstructure over a large area of the samples. The samples were
sectioned approximately down the centre line, on the rolling plane, opening up 2 large
surfaces that had undergone the same deformation and on which the hardness tests
could be carried out. These sections were cut into smaller pieces to allow different heat
treatments on each. The samples were heat treated in a muffle furnace at either 250°C or
275°C for a range of ageing times between 1 and 170 hours. No protective atmosphere
was used and the temperature was calibrated with an independent thermocouple.

Following ageing, the samples were allowed to air cool.

3.4.1 Hardness Testing

Following heat treatment, the faces of the samples to be tested were ground with 1200
grade SiC paper and polished with 6um diamond paste to ensure any oxide layer had
been removed and that the surface was suitably flat for hardness testing. A CV
Instruments Vickers hardness tester was used to perform hardness tests on each of the
aged samples at a load of 2.5kg and a dwell time of 15s. 20 indents were carried out on

each sample to obtain accurate hardness values.
3.5 X-Ray Diffraction (XRD)

Samples for XRD were cut from the as-cast material to small cubes with sides of
approximately 1cm. One face was ground and polished, finishing with 1um diamond, to
a good flat finish. A Siemens X-Ray Diffractometer D500 was used to study the
polished surface of the sample. Machine settings of 30mA and 40kV were used and the
detector was set to read from 5° to 80° at 2°/min with a 0.02° step size. Once XRD has
been carried out, the Bragg law, given in equation 28, can be used to calculate the lattice

spacings.

A=2dsiné (28)
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where A is the wavelength of the x-rays, d is the lattice spacing and 6 is the angle of
reflection.

3.6 Sample Preparation for Microscopy
3.6.1 Sectioning and Grinding

Initial cuts were made on the samples with a manually operated Buehler Abrasimet
abrasive saw. This was used to remove the shoulders of the sample but could not be
used for cuts near to the area needed for microscopy as the Abrasimet was too
aggressive and more precision was required. For the cuts within the deformation zone a
Struers Accutom, an automatic precision abrasive saw, was used. In general, samples
were cut to a size of 30 x 10 x 5Smm for use in EBSD and were cut such that the
transverse plane in the deformation zone could be studied, see figure 31 and figure 32.
A small number of studies were also carried out on the rolling plane.

Once cut to size, the samples were ground to a flat surface using standard grinding
wheels and silicon carbide paper, finishing on 1200 grade paper.

Figure 31 — Deformed PSC specimen with planes marked: yellow = normal plane, red =
rolling plane and blue = transverse plane
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Figure 32 — Deformed PSC specimen showing locations of initial (red) and precision
(blue) cuts for most microscopy samples

3.6.2 Electron Backscatter Diffraction (EBSD)

For EBSD to be successful and accurate, the surface finish of the sample must be very
flat and smooth. To achieve this it is necessary to take the ground samples and polish at
6um diamond and then Ipm diamond. This was carried out manually on standard
polishing wheels, using a water based lubricant. Following the diamond polishing, a

final polish with colloidal silica (0.06um) is required.
3.6.3 Transmission Electron Microscopy (TEM)

Transmission electron microscopy (TEM) requires an area on the sample that is thin
enough to allow the transmission of electrons. A section of the sample is taken and
ground down to less than 1 mm. 3mm diameter discs are punched out of the strip and
these are ground down further to approximately 80um. A Tenupol twin jet
electropolishing machine was used to thin the discs to perforation. The electrolyte used
was a 185ml methanol, 35ml butoxyethanol, 1.94g Lithium Chloride and 4.09g
Magnesium Perchlorate solution, based on that from He er al.[22], and was cooled to
-45°C with liquid nitrogen. A current of 30mA gave good quality polishing with a
reasonably large thin area for investigation.

3.6.4 Optical Microscopy

Samples for optical microscopy were polished with 6um and then 1um diamond paste to
provide a flat, clean surface. Before etching, to reveal the underlying microstructure, a
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final polish was carried out using colloidal silica (0.06pm). The sample was then
immediately etched using a solution containing 20% glacial acetic acid, 20% picric acid
and 60% ethanol. Etching was stopped when the sample was suitable for microscopy,

normally after approximately 10-15s.
3.7 Electron Backscatter Diffraction (EBSD)

Electron Backscatter Diffraction (EBSD) is an extremely useful technique to
characterise the orientation and microstructure of a material. By carrying out an EBSD
map, information is gained on the overall texture, the orientation and changes in
orientation across individual grains, and disorientation across grain boundaries. The
maps also give the overall microstructure and thus the orientation data can be related to
this.

Incident Electron Beam EBSD camera

Reflecting Plane

Virtual projection
L~ of reflecting plane

Cones of

electrons __ D
diffracted at =
Bragg angle

e

Electrons scattered Kikuchi band
in all directions

Figure 33 — Diagram showing the production of Kikuchi bands

EBSD works by focussing an electron beam in a Scanning Electron Microscope (SEM)
onto a specific point on a sample. At the point at which the electron beam interacts with
the sample, the electrons are scattered in all directions. Therefore, there will be electrons
travelling in such a direction that they are at the Bragg angle for every set of lattice
planes in the structure and will be diffracted accordingly[211]. This produces a higher
intensity of electrons in these directions, which form the surfaces of two symmetrical
cones radiating out from the point of interaction. The part of the cones that are
diffracted back out of the material and fall on the camera used for EBSD are recorded
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and form a Kikuchi pattern unique to the specific orientation of the material, see figure
33. Due to the wavelength of the electrons used and the lattice spacings in most crystals,
the Bragg angle is very low (of the order of 0.5°) and thus the cones of diffracted
electrons produced are close together and, at the point at which they fall on the camera,

can be considered as parallel lines[211].

Once the camera has recorded the Kikuchi pattern, the software can automatically index
it to give the orientation of that particular point. The first step in the indexing process is
for the software to find the Kikuchi bands in the pattern. This is achieved by using the
Hough transform to integrate the intensity of all possible lines in the image into single
points of data, in which peaks can be correlated back to the position of Kikuchi bands in
the pattern[211]. From this is it possible to measure the distance between the parallel
lines, a parameter dependent on the lattice spacing, and the angles between the Kikuchi
bands, which is directly related to the interplanar angles in the crystal. By comparing
these measured values from the diffraction pattern to known angles and spacings from a
material database, the identity of the bands and poles can be deduced, and thus the
orientation of the crystal, with respect to reference axes, can be determined and
stored[211].

3.7.1 Procedure

Two different field emission gun scanning electron microscopes (FEGSEMs) were used
to obtain the EBSD maps, an FEI Sirion and an FEI Inspect F. Initially both
microscopes were fitted with Oxford Instruments HKL Nordlys S EBSD detectors
however, the Sirion was more recently fitted with a Nordlys F detector and later maps
were acquired using this. The Nordlys S detectors were run using the HKL Channel 5
Flamenco software, while data from the Nordlys F was acquired with HKL Fast

Acquisition software.

All three systems that have been used have given good, accurate and reliable results. As
can be seen in table 11, the major advantage of the Sirion with the Nordlys F is the
speed of acquisition. Therefore, more data can be obtained in a shorter time, and
consequently more samples can be studied. One advantage of the Inspect F has been a
wider field of view as this gives the possibility of a larger map without having to carry

out a matrix of jobs by moving the stage between each one.
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Table 11 — Parameters used with different equipment

Sirion Inspect F
Nordlys S Nordlys F Nordlys S
Magnification 200x 200x 200x
Beam Voltage 20 20 15
Spot Size 4 4 5
Camera Binning 8x8 4x4 4x4
No. averaged frames 3-7 - 3-7
Rate of acquisition ~3-125" ~10-50 s ~3-125"

To carry out an EBSD run, the polished sample is put into the SEM and all alignments
are carried out on the microscope. The sample is then tilted to 70° relative to the
electron beam to ensure the highest possible signal reaches the EBSD camera. When the
EBSD camera has been inserted into the chamber, the exposure time on the camera is
adjusted to give a high level of contrast without being saturated and Kikuchi patterns
can be produced. A calibration is required to allow the acquisition software to match the
Kikuchi patterns to the stored database of material constants. Following these steps, a
step size and area for the map are decided upon and an automatic run can be started.
During a run, the electron beam rasters across the surface of the sample producing a
Kikuchi pattern at every point on the defined grid, which is in turn indexed by the
software to give orientation data for each point. This is downloaded at the end of the run

and further pieces of software are used to analyse the data.

3.7.2 Analysis and Presentation of Results

Electron Backscatter Diffraction provides certain information on each point that is
studied within the scan. This includes information such as phase, band contrast and
band slope, although the information that is useful in this work is the orientation data,
given by the three Euler angles: phi 1 (¢,), Phi (®) and phi 2 (¢2). The different ways to
display this data are explained below. Oxford Instruments HKL Channel 5 software was
used for standard analysis and proprietary software has been developed to carry out

more complex analysis.
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3.7.2.1 Standard EBSD Mapping

The standard EBSD maps are the usual place to start when analysing EBSD data. These
maps show the overall microstructure and use different colours to distinguish between
different orientations. Abrupt changes in orientation, caused by grain boundaries, can be
found and emphasised by the use of further colours and lines, see figure 34 showing a
typical EBSD map.
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Figure 34 — Typical EBSD map using Inverse Pole Figure (IPF) colouring

Before using any of the data further it is necessary to clean out any misindexed points
and to interpolate to fill in any gaps that were not indexed during the run. These mis-
and non-indexed points occur due to small inconsistencies on the surface of the sample
from either contamination or roughness. These inconsistencies create a lower quality
Kikuchi pattern and thus the software often struggles to carry out the indexing
procedure as described in section 3.7. Generally misindexed points occur when there is
a poor pattern, on which it is harder to exactly define the positions of the Kikuchi bands,
and thus the orientation that is fitted to the pattern is incorrect. Non-indexed points often
occur when it is impossible to find enough clearly defined bands within the pattern to

allow indexing.
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To clean these inconsistencies in the maps it is necessary to carry out a number of
standard steps in the Channel 5 Tango software. Initially, the map is analysed for all
pixels where the orientation is significantly different from all surrounding pixels. These
are known as 'wild spikes' and are simply removed from the map. Following this, a
manual search of the map is carried out and any further, larger areas of misindexing are
identified and removed. Then an interpolation technique can be used to complete any
small regions of non-indexed points by using an average of those points surrounding

them. This progresses in iterations until a reasonable coverage is reached.

There are two common methods to represent orientations with different colours: Euler
colouring and Inverse Pole Figure (IPF) colouring. Euler colouring is calculated by
adding together values of red, green and blue, relating to the values of phi 1, Phi and phi
2 respectively, as shown in figure 35. This gives every orientation a unique colour,
although the map as a whole is not as intuitive as other systems. There is also a wrap-
around issue that gives certain similar orientations very different colours. This occurs
when one of the angles is near to the end of the scale and can often mean that small
orientation differences across a single grain give an abrupt change in colour, rather than

a gradual variation.

phi1
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Figure 35 — Scheme used for Euler colouring in hexagonal materials

Inverse pole figure colouring relates the orientation of the material to a single sample
direction. In this work the normal direction has been used as the reference direction and,
by referring to figure 36, it can be seen that the map will be coloured red if the [0001]
direction is parallel to the normal direction or blue if the [01 TO] direction is parallel to
the normal direction. This is a much more intuitive way of displaying the data; however,
as only one sample direction is used, the colouring system does not contain the full
orientation information. For example, a pixel coloured red will have the c-axis of the
crystal aligned with the normal direction, but any rotation around this axis will have
exactly the same colouring. Despite these shortcomings, IPF colouring has been used
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for the majority of this work as it is often simply the orientation of the c-axis that is the

orientation of interest.

0001 2110

0110

Figure 36 — Scheme used for inverse pole figure colouring in hexagonal materials

Another colour scheme that has been used for a smaller number of maps is texture
component mapping. Often a particular texture is prevalent in a sample and it can be
useful to display which areas of the microstructure have that texture, and how closely
they are aligned to it. To plot this, the texture is defined in terms of a specific
crystallographic direction being parallel to a specific sample direction. A maximum
angular deviation to this is defined and the map is coloured according to the

disorientation from the perfect texture component.

Grain boundaries can be easily displayed on EBSD maps by indicating the boundary
between areas of different orientation. It is possible to use any value of critical
disorientation to find the boundaries and different values will give more or less
boundaries. 10° has been found to be a good compromise with the current materials
studied to select a very high fraction of the correct boundaries and a very low fraction of

incorrect boundaries.

In the same way that grain boundaries can be identified and plotted by the Channel 5
software, twin boundaries can also be analysed. As stated in section 2.3.5, the twin
systems commonly found in magnesium alloys are {IOTZ} twins but there can also be
{1071} and {1073} twins present. It has been shown by Nave and Barnett[76] that as
well as twin-matrix boundaries, there can also be various twin-twin boundaries present
in the material. To identify these various types of twin boundary, the defining features
of disorientation axis and angle are used, as listed in table 3 and table 4. Channel 5 is
able to calculate the axis and angle of disorientation for each boundary and thus each
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type of twin can be identified and marked on the map with a specific colour. Not all
twins correspond exactly to the perfect disorientation axis and angle listed in table 3 and
table 4 and therefore, a range of 5° difference is used when identifying the twin

boundaries.

Another type of boundary that was of interest was low angle cell and subgrain
boundaries. These boundaries are generally made up of a tangled network of
dislocations separating two area of slightly different orientation. Due to the
_disorientation across the boundary, the boundaries should be easily identified by the
Channel 5 software in the same manner as the high angle grain boundaries; however,
the dislocation structure making up the boundary could often cause the change in
disorientation to occur over a wider band than the step size of the maps, and
consequently give a sequence of small changes in disorientation between neighbouring
pixels rather than the abrupt, definite line that would be easier to understand. Due to
variations in the width and disorientation of subgrain boundaries, a specific value of
disorientation could not be defined to distinguish between a subgrain boundary and
other partially recovered substructure. Therefore, a selection of disorientation angles
were used to produce a number of maps, and an attempt was made to estimate the true
substructure. This procedure is described in more detail in section 4.4.4.1.

3.7.2.2 Pole Figures and ODFs

The texture of a material is commonly displayed using either pole figures or orientation
distribution functions (ODFs). More than one pole figure is generally required to truly
display all the information about the texture of a material, whereas a single ODF can
contain all of the information required; however, the ODF is a three dimensional
depiction and thus can only be displayed as a sequence of sections. The great advantage
of using pole figures is that they are more directly related to the orientation of the actual
crystals and thus are easier to understand. Textures in magnesium, and many other hcp
materials, are often purely related to the orientation of the c-axis of the crystals, with a
mostly random distribution for the directions of the other principal axes; therefore, a
single pole figure, depicting the 0002 pole, generally contains all of the information
required to evaluate the texture of magnesium. In the remainder of this work pole
figures have been used to display the textures obtained from EBSD analysis.

Figure 16[162] shows the construction of a pole figure and how it displays the
orientation of a specific crystal direction with relation to the sample axes. Pole figures
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were produced by the Channel 5 Mambo software from EBSD maps and contoured
using a half width of 10° and data clustering of 3°. For most texture analysis, an EBSD
map of over 3x3mm area was used to ensure a large number of grains were captured and
that the resulting texture was statistically valid. Unfortunately this was not possible in
all cases, and has been discussed in more detail in the relevant sections. For material
tested in PSC, pole figures have the normal direction in the centre of the figure and the
rolling and transverse directions on the vertical and horizontal axes respectively. In
most cases the 0002, 1010 and 1120 pole figures are displayed to give the full
information about the texture of the material, although in certain cases a simple
comparison between 0002 pole figures has been used, as this contained all of the useful

information.
3.7.2.3 Further EBSD Data Analysis

With standard EBSD software, in this case Oxford Instruments HKL Channel 5, certain
microstructural features cannot be studied fully in hcp materials. The current work
required a deeper study of recrystallisation behaviour and the variation in Schmid
factors across the microstructure, as well as the relationship between the two. A method
of carrying out slip trace analysis was also required. For these analyses it was necessary
to develop new software to allow the required calculations to be carried out. This new
program was developed out of some proprietary software, already developed within the
IMMPETUS research group for studies on titanium, retaining much of the original
code[212]. Descriptions of the calculations will be given in the following sections.

3.7.2.3.1 Grain Determination

The first step for most of the subsequent calculations is to determine which pixels
belong to which grains, as well as the position of the grain boundaries in the
microstructure. Each grain is given a unique number that is stored and can be referred to

in later calculations.

Initially a disorientation map is calculated by measuring the disorientation between
neighbouring pixels. It is only necessary to calculate the disorientation with the pixel to
the right and the pixel below for each point in the map and these angles are stored for
each pixel. A critical disorientation is chosen for the grain boundaries (in this work,
generally 10° is used) and any pixels with a disorientation greater than this for the



88

neighbour either to the right or below can be given a defining colour to visually show

the grain boundaries.

To define which pixels are part of which grains, a set of simple iterations is used. The
top left pixel is studied first and if it is a correctly indexed point it is assigned the grain
number of 1. Then the pixels neighbouring the point are examined and if the
disorientation between them and the starting point are less than the critical value they
are assigned the same grain number. This process continues on each newly assigned
point within the grain, slowly expanding the grain until it impinges on grain boundaries
in all directions. Following this, a new point in the map is found, that has not yet been
assigned a grain number, and the iterations start again, marking everything as grain
number 2. This continues until all points in the map have been assigned a grain number

and the grain file is complete for use in further calculations.

3.7.2.3.2 Recrystallisation Analysis

The method for identifying recrystallised grains in this analysis is relatively crude but
has been used for speed of calculation. The disorientation within a grain is used to
categorise those that have undergone recrystallisation from those that have not. To
calculate this, the average orientation over the entire grain is found and the
disorientation between this and each pixel within the grain is calculated. To calculate
the average orientation of each grain, a quaternion method is used as described by
Davies[212], to give the most accurate values. When any point gives a disorientation
greater than a critical value, the grain is marked as a non-recrystallised grain and the
software moves on to the next grain. If all points are found to have a lower
disorientation than the critical value then the grain is marked as a recrystallised grain.
Uncertainty is introduced in the case of dynamic recrystallisation, where the
dynamically recrystallised grains have the opportunity to undergo further deformation
and disorientations will subsequently arise. There is also noise inherent in the
orientation data that will create false disorientations across a grain. Therefore, a cut-off
value of disorientation must be found that takes these factors into account and in the
current work, 3° has been used as it provides the most accurate results. Following the
automatic grain selections, a manual method can be used to alter any grains where the

shape or size makes it clear that the software is incorrect.

Once the recrystallised grains have been identified, the data can be analysed to find the
fraction of recrystallised material and the grain sizes for the recrystallised grains. The
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fraction of recrystallisation is simply found from the number of pixels in recrystallised
grains divided by the total number of correctly indexed pixels. Grain areas can be found
by counting the number of pixels making up the grain and multiplying by the area of
each pixel. The diameter is estimated by assuming the cross section of the grain is a
perfect circle containing the area found from the number of pixels. Thus the diameter is

given by equation 29:

Area
. 29)

Diameter = 2x

Both the distribution and average diameter are calculated and output from the program

for further analysis.

Further analysis of the data can be carried out in an attempt to correlate the quantity of
recrystallised grains with the type of boundaries on which they form. Two different
methods have been used to quantify the amount of recrystallisation that has occurred,
although both start with the same principles. In order to distinguish which boundaries
originally existed, and have subsequently undergone recrystallisation, the original grain
structure must be reconstructed. To do this simply and efficiently, the non-recrystallised
grains are expanded in turn by one pixel at a time until they impinge upon each other,
and thus the boundaries that now exist are taken to be the original ones, and the

disorientation across it is calculated as the defining feature.

The first method of quantifying the amount of recrystallisation is to use the fraction of
the boundary that has undergone recrystallisation. The program has been developed to
group boundaries by disorientation and plot the frequency of recrystallisation along the
total length of these boundaries. The second method gives an area of recrystallised
material per unit length of each class of grain boundary. For each pixel within a
recrystallised grain, the program finds the closest reconstructed boundary and counts
that pixel as having recrystallised from there. The length of the grain boundaries in each
class are measured by counting the number of pixels that make them up. There is an
error introduced in the length measurements because the EBSD maps are carried out on
a square grid. As shown in figure 37, the difference in the measured length of horizontal
or vertical lines compared to diagonal lines can be significant. If it is assumed that there
is an even distribution in the angles of grain boundaries then the error inherent in this
method can be found by considering a circle. As shown in figure 38, the perimeter of a
circle, when measured using horizontal and vertical lines, is 8r (where r is the radius of
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the circle). The true circumference of a circle is 2ar, and therefore the error caused by
this method is 8/2m, which is equal to 127%. Taking this into account within the
program allows the correct length of line to be more accurately calculated. The amount
of recrystallisation per unit length of boundary is therefore the area counted previously
divided by the length of the boundaries.
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Horizontal Grain Boundary Diagonal Grain Boundary
Actual length of boundary = 5px Actual length of boundary = 7.1px
Measured length of boundary = Spx Measured length of boundary = 9px

Figure 37 — Example of errors introduced by measurement of diagonal grain boundaries
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Figure 38 — Diagram showing the different circumference obtained when measuring a

circle using horizontal and vertical lines
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3.7.2.3.3 Schmid Factor Analysis

The Schmid factor of a particular grain gives a very useful indication of the ease with
which it will deform under specific loading conditions, see section 2.3.4.1. Therefore,
when an EBSD map of a partly deformed sample is coloured according to the Schmid
factor, it will give a good indication as to which grains are currently undergoing the
largest strains and which are less conducive to deformation. Then it is possible to see if
there is any correlation with other microstructural features, such as areas of

recrystallisation.

As discussed in section 2.3.4.1, to easily calculate the Schmid Factor for plane strain
compression it is necessary to assume conditions of plane stress along the same axes as
strain, as shown in figure 6. Therefore, the calculation required is a modified version of

the standard Schmid Factor and is given in equation 30:

Schmid Factor = cosa, cos 3, +cosa, cos f3, (30)

Each half of the equation can have a maximum value of 0.5 and thus the total range of

Schmid Factors in plane strain compression is from 0 to 1.

The program can give an average Schmid factor for the entire map, the recrystallised
grains or the non-recrystallised grains, simply calculated as the average of every pixel in
the required set. To find any correlation between the Schmid factor and the level of
recrystallisation, a method similar to that used in the boundary disorientation and
recrystallisation analysis is used. This calculates the frequency of each grain boundary
that has recrystallised and plots the results with respect to the Schmid factor of that

grain.

The Schmid factor colouring of EBSD maps is carried out according to the key in figure
39.

0 0.25 0.5 0.75 1.0

Figure 39 — Colour scheme used for Schmid factor EBSD maps
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3.7.2.3.4 Slip Trace Analysis

If slip traces are visible in an EBSD map, as straight lines across a grain, then it is
possible to deduce the plane on which they are formed, and thus the active slip systems
within a particular grain. The code used to carry out the slip trace analysis was entirely
developed by Davies[212]. A point on a slip band is selected and the program is used to
calculate the traces that a particular family of planes make with the sample surface at
this orientation. These are then drawn onto the EBSD map and the process is repeated
for each common family of slip planes, for example in the case of hcp magnesium,
{ooo1}, {IOTO}, {IOTI} and {1152}. After all possible traces have been plotted and
compared with the slip line, the closest fitting trace is taken to be the plane on which

slip has occurred.
3.8 Transmission Electron Microscopy

Transmission Electron Microscopy (TEM) is useful because it allows the examination
of features within the microstructure at an even smaller scale than is possible in the
SEM. Similarly to EBSD it also allows orientation data to be found and related to the
microstructure. Relatively little TEM was used in the current work because EBSD was
found to give much of the same useful information but with a faster and simpler
method. Therefore, TEM was only used for a small number of studies on features that it

was impossible to study with EBSD.

3.8.1 Procedure

An FEI Tecnai 20 was used, as detailed in table 12. The initial steps in TEM are to find
an area of suitably thin material that can be studied. If the sample preparation is carried
out correctly then there should be a reasonably large area around the perforation in the
centre of the sample. Once this area has been obtained and the microscope has been
correctly aligned then the process of obtaining images and diffraction patterns can
begin. Bright field images are created with the aperture around the transmitted spot in
' the diffraction pattern, and by moving the aperture to be around a diffracted spot, dark
field images can be produced as well. Along with the diffraction patterns, this provides

a large scope to study a variety of different features.
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Table 12 — Details of the FEI Tecnai 20

. LaBg for early work
Filament
Tungsten for later work
Operating Voltage 200kV
TEM Point Resolution 0.24nm
Magnification Range 2510 1,030,000
Camera Length 30 to 4500 mm
Maximum Tilt Angle 40°

3.9 Optical microscopy

Optical microscopy was carried out on a MET Polyvar microscope and images were
taken at various magnifications to study the microstructure and grain size. The manual
linear intercept method was used to analyse the grain size, using 12 lines of 1286pm on
each micrograph.
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4. Results

4.1 Initial Material Characteristics
4.1.1 Microstructure

Figure 40 shows the microstructure of the as-received material before any deformation
was carried out. It can be seen that the grains are approximately equiaxed and the
average grain size was calculated as approximately 108 + 10um. There were no grains
that showed any significant levels of substructure or rotation across the grain an<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>