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Abstract

Soft nanotechnology requires the development and understanding of smart polymeric systems that respond to small changes in the surrounding environment. This thesis reports on the structure and dynamics in poly(methacrylic acid) (PMAA) hydrogels and hyperbranched poly(N-isopropyl acrylamide) (HB-PNIPAM) in response to physical and chemical stimuli.

Fluorescence correlation spectroscopy (FCS) has been utilized to study the diffusion of single dextran molecules labelled with fluorescein isothiocyanate within a PMAA hydrogel. Diffusion in pure water shows a temperature dependence described by Zimm dynamics, whereas the diffusion coefficient decreases with temperature in the hydrogel for which a model has been developed. Diffusion in PMAA hydrogel has revealed the mesh size dependence on temperature. The effect of pH and salt on the diffusion in PMAA hydrogel has also been considered. Introducing magnetic nanoparticles to hydrogels forms ferrogels the mesh of which is controlled by applied magnetic fields. The swelling, diffusion and release in PMAA ferrogel has been found to follow the same scaling theory developed in this work.

Small angle neutron scattering (SANS) has revealed the structural behaviour of HB-PNIPAM as a function of temperature compared to its linear counterpart. These experiments have shown that water is a good solvent for HB-PNIPAM at low temperatures, while increasing the temperature leads to a gradual collapse of these polymers until they form spherical particles with sharp boundaries of the order of 24-40 nm in diameter, depending on the branching degree. This indicates that HB-PNIPAM shows no entanglements either as a function of temperature or branching degree. In contrast, linear PNIPAM showed a network-like behaviour above its collapsing temperature. Neutron spin echo experiments on HB-PNIPAM are described well by the Rouse model for unentangled chains and the self-diffusion of HB-PNIPAM by FCS follows Zimm behaviour, which is in agreement with SANS results.

These studies have given a better understanding of the nanostructure and dynamics in the investigated polymeric systems, showing their usefulness as delivery systems for many biological and medical applications.
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### Symbols and Abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIBN</td>
<td>Azobis(isobutyronitrile)</td>
</tr>
<tr>
<td>AMPA</td>
<td>2,2'-azobis (2-methylpropionamidine) dihydrochloride</td>
</tr>
<tr>
<td>CLSM</td>
<td>Confocal Laser Scanning Microscopy</td>
</tr>
<tr>
<td>D&lt;sub&gt;7&lt;/sub&gt;-HB-PNIPAM</td>
<td>Deuterated hyperbranched Poly(N-isopropyl acrylamide)</td>
</tr>
<tr>
<td>FC</td>
<td>Field cooled</td>
</tr>
<tr>
<td>FCS</td>
<td>Fluorescence correlation spectroscopy</td>
</tr>
<tr>
<td>FITC</td>
<td>Fluorescein isothiocyanate</td>
</tr>
<tr>
<td>GPC</td>
<td>Gel permeation chromatography</td>
</tr>
<tr>
<td>HB-PNIPAM</td>
<td>Hyperbranched Poly(N-isopropyl acrylamide)</td>
</tr>
<tr>
<td>LCST</td>
<td>Lower critical solution temperature</td>
</tr>
<tr>
<td>MAA</td>
<td>Methacrylic acid</td>
</tr>
<tr>
<td>MBA</td>
<td>Methyl-bisacrylamide</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear magnetic resonance</td>
</tr>
<tr>
<td>NSE</td>
<td>Neutron spin echo</td>
</tr>
<tr>
<td>PMAA</td>
<td>Poly(methacrylic acid)</td>
</tr>
<tr>
<td>PNIPAM</td>
<td>Poly(N-isopropyl acrylamide)</td>
</tr>
<tr>
<td>RAFT</td>
<td>Reversible Addition-Fragmentation chain Transfer</td>
</tr>
<tr>
<td>SALS</td>
<td>Small-angle light scattering</td>
</tr>
<tr>
<td>SANS</td>
<td>Small-angle neutron scattering</td>
</tr>
<tr>
<td>SAXS</td>
<td>Small-angle X-ray scattering</td>
</tr>
<tr>
<td>SEC</td>
<td>Size exclusion chromatography</td>
</tr>
<tr>
<td>SQUID</td>
<td>Superconducting quantum interference device</td>
</tr>
<tr>
<td>ZFC</td>
<td>Zero field cooled</td>
</tr>
<tr>
<td>B</td>
<td>Magnetic field induction</td>
</tr>
<tr>
<td>b</td>
<td>Monomer size</td>
</tr>
<tr>
<td>b</td>
<td>Scattering length</td>
</tr>
<tr>
<td>c</td>
<td>Concentration</td>
</tr>
<tr>
<td>c&lt;sub&gt;s&lt;/sub&gt;</td>
<td>Ion concentration in the gel</td>
</tr>
<tr>
<td>c&lt;sup&gt;*&lt;/sup&gt;&lt;sub&gt;s&lt;/sub&gt;</td>
<td>Ion concentration in the solution</td>
</tr>
<tr>
<td>C'(r, t)</td>
<td>Local concentration of the fluorescent particles</td>
</tr>
<tr>
<td>D</td>
<td>Diffusion coefficient</td>
</tr>
</tbody>
</table>


\(D_R\)  
\(D_z\)  
\(D_0\)  
\(D_{\text{eff}}\)  
\(D_f\)  
\(d\)  
\(E\)  
\(E_a\)  
\(f\)  
\(f_m\)  
\(G\)  
\(G(\tau)\)  
\(H\)  
\(H^+\)  
\([H^+]\)  
\(h\)  
\(\hbar\)  
\(i\)  
\(I(q), I(Q)\)  
\(J\)  
\(K\)  
\(K_a\)  
\(K_b\)  
\(K_P\)  
\(k_B\)  
\(k_H\)  
\(l\)  
\(M_n\)  
\(m\)  
\(m_s\)  
\(m_d\)  
\(M_c\)  
\(M_t\)  

Rouse diffusion coefficient  
Zimm diffusion coefficient  
Diffusion coefficient in pure solvent  
Effective diffusion coefficient  
Fractal dimension  
Molecule size (diameter)  
Neutron energy  
Activation energy  
Force applied on a particle  
Magnetic force  
Modulus  
Autocorrelation function  
Magnetic field strength  
Hydrogen ion  
Concentration of hydrogen ions  
Planck's constant  
Reduced Plank’s constant  
Ionisation degree  
Scattering intensity  
Flux  
Magnetic anisotropy  
Acid dissociation constant  
Base dissociation constant  
Porod’s constant  
Boltzmann constant  
Huggins coefficient  
C-C bond length  
Molecular weight  
Neutron mass  
Mass of swollen gel  
Mass of dry gel  
Molecular weight of the chain between two cross-links  
Magnetization of pure ferromagnetic material
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>Magnetization</td>
</tr>
<tr>
<td>$M_s$</td>
<td>Saturation magnetization</td>
</tr>
<tr>
<td>$N$</td>
<td>Polymerisation (number of units per chain)</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of beads in Rouse diffusion model</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of fluorescent molecules</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of lattice points</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of cross-links per chain</td>
</tr>
<tr>
<td>$N_A$</td>
<td>Number of lattice sites occupied by molecules of species A</td>
</tr>
<tr>
<td>$N_B$</td>
<td>Number of lattice sites occupied by molecules of species B</td>
</tr>
<tr>
<td>$\text{OH}^-$</td>
<td>Hydroxide</td>
</tr>
<tr>
<td>$P(Q)$</td>
<td>Form factor</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Triplet fraction</td>
</tr>
<tr>
<td>$P(r)$</td>
<td>Pair distance distribution function</td>
</tr>
<tr>
<td>$P$</td>
<td>Neutron momentum</td>
</tr>
<tr>
<td>$Q$</td>
<td>Swelling ratio</td>
</tr>
<tr>
<td>$Q_m$</td>
<td>Equilibrium swelling ratio</td>
</tr>
<tr>
<td>$Q, q$</td>
<td>Momentum transfer or Scattering vector</td>
</tr>
<tr>
<td>$R$</td>
<td>Particle radius</td>
</tr>
<tr>
<td>$\bar{R}$</td>
<td>The gas constant</td>
</tr>
<tr>
<td>$R_H$</td>
<td>Hydrodynamic radius</td>
</tr>
<tr>
<td>$R = \omega_{xy}/\omega_z$</td>
<td>The elongation parameter</td>
</tr>
<tr>
<td>$R_n(t)$</td>
<td>Quantum mechanical operator</td>
</tr>
<tr>
<td>$r_0$</td>
<td>Particle radius</td>
</tr>
<tr>
<td>$r$</td>
<td>The distance between two scattering centres</td>
</tr>
<tr>
<td>$S$</td>
<td>System entropy</td>
</tr>
<tr>
<td>$S^*$</td>
<td>Ionic strength</td>
</tr>
<tr>
<td>$S(Q)$</td>
<td>Structure factor</td>
</tr>
<tr>
<td>$S(r)$</td>
<td>Optical transfer function</td>
</tr>
<tr>
<td>$S(Q, \omega)$</td>
<td>Scattering function</td>
</tr>
<tr>
<td>$S(Q, t)$</td>
<td>Intermediate scattering function</td>
</tr>
<tr>
<td>$T$</td>
<td>Absolute Temperature</td>
</tr>
<tr>
<td>$T_0$</td>
<td>Vogel-Fulcher temperature</td>
</tr>
<tr>
<td>$T_g$</td>
<td>Glass transition temperature</td>
</tr>
</tbody>
</table>
\( T_B \)                  | Blocking temperature  
\( V \)                  | Particle volume       
\( V \)                  | Swollen volume        
\( V \)                  | Volume of one scattering centre  
\( V_0 \)                | Unswollen volume      
\( V_A \)                | Volume of species A   
\( V_B \)                | Volume of species B   
\( \nu_1 \)              | Molar volume of the solvent 
\( V_{eff} \)            | Effective confocal volume  
\( \bar{\nu} \)          | Polymer specific volume 
\( \phi_A \)             | Volume fraction of species A  
\( \phi_B \)             | Volume fraction of species B  
\( \Omega \)             | Number of arrangements of the molecules on the lattice 
\( \Delta S_{mix} \)     | Change in entropy of a mixture  
\( \Delta U_{mix} \)     | Change in enthalpy of a mixture  
\( \chi \)               | Flory interaction parameter  
\( \Delta F_{mix} \)     | Free energy of mixing  
\( \Delta F_{el} \)      | Change in the elastic force  
\( \nu_e \)              | Effective number of polymer chains  
\( \alpha_s \)           | Linear deformation factor  
\( \mu_0, \mu_1^0 \)     | Chemical potential inside and outside polymer network  
\( \phi_m \)             | Maximum polymer volume fraction at equilibrium  
\( \Delta F_{ion} \)     | Change in ionic energy in the network  
\( \Delta F_{dis} \)     | Change in dissociation energy of the ionisable groups  
\( \Delta F_{Coul} \)    | Change in Coulombic interactions in the network  
\( \Pi_{ion} \)          | Ionic osmotic pressure  
\( \psi \)               | Valency factor  
\( z_- \)                | Valency of electrolyte ions  
\( \Pi_{total} \)        | Total osmotic pressure  
\( \Pi_{mix} \)          | Mixing osmotic pressure  
\( \Pi_{el} \)           | Elastic osmotic pressure  
\( \phi_r \)             | Polymer volume fraction in the network after cross-linking  
\( \frac{\partial \phi_c}{\partial z} \) | Concentration gradient
$\vec{v}$  Particle velocity
$\zeta$  Friction coefficient
$\eta$  Viscosity
$\eta_0$  Viscosity of pure solvent
$\zeta_R$  Friction coefficient in Rouse diffusion model
$\nu$  Reciprocal of fractal dimension
$\eta_s$  Solvent viscosity
$\zeta_z$  Friction coefficient in Zimm diffusion model
$\tau$  Relaxation time
$\rho$  Mass density
$\rho$  Neutron scattering length density of the solute
$\rho_m$  Neutron scattering length density of the medium
$\omega_{xy}$  The radial size of the beam waist
$\omega_z$  The axial size of the beam waist
$\kappa$  Overall detection efficiency
$\delta\sigma$  The fluctuations in the molecular absorption cross-section
$\delta q$  The fluctuations in the quantum yield
$\tau_D$  Translational diffusion time
$\tau_t$  Triplet time
$\lambda$  Wavelength
$2\theta$  Scattering angle
$\rho$  Constant electron density in the particle
$\rho_0$  Constant electron density in the solvent
$v$  Neutron speed
$d\sigma(\theta)/d\Omega dE$  Differential cross section
$\Phi$  Incident neutron flux
$d\Omega$  Solid angle
$\xi$  Mesh size (or correlation length)
$\phi$  Equilibrium swelling ratio
$\phi_0$  Initial equilibrium swelling ratio
$\mu_0$  Magnetic permeability of vacuum
$\lambda_m$  Magnetic susceptibility
$\Sigma$  The total area of interface
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_N$</td>
<td>Néel relaxation time</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>Attempt time</td>
</tr>
<tr>
<td>$\tau_m$</td>
<td>Measurement time</td>
</tr>
<tr>
<td>$\phi_p$</td>
<td>Volume fraction of particles</td>
</tr>
<tr>
<td>$\frac{S(Q,t)}{S(Q,0)}$</td>
<td>Dynamic structure factor</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Stretching parameter</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Relaxation rate</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Over the past two decades there has been a dramatic increase in the attention given to water-based heterogeneous polymeric systems due to their wide range of applications in nanotechnology in areas such as medicine, biotechnology, membrane technology and environment. For example, soft nanomachines that can be formed from these heterogeneous systems are useful for tissue engineering, biosensors and drug delivery and release [1, 2, 3, 4]. The smartness of such materials comes from their high response to external physical and chemical stimuli, such as temperature [5, 6], magnetic field [7, 8], electric field [9, 10], pH and salt [11, 12].

The ongoing studies on these materials are mainly attempting to control the responsiveness of such materials and a major area of interest is to find structures that can be used effectively in a human body. For instance, a material that is to be used as an artificial muscle must function as quickly as a real one; this property has been seen in hydrogels, which will be described below, but their response time is yet to be improved [13]. For the use of such smart materials in medicine, one must consider the diverse conditions in a human body such as the different pH in different areas of the body. These features of the human tissues could be utilized for drug delivery and release. For example, the difference in pH in the human stomach (pH 1-3) and in the small intestine (pH 8) could be utilized for a targeted delivery system [14]. A polymer material that swells at high pH and collapses at
low pH will not deliver or release a drug in the stomach but rather in the small intestine. The body temperature is another example where a polymer that collapses at low temperatures and swells around the body temperature could be used for a drug injection. Other materials, such as poly(N-isopropyl acrylamide) (PNIPAM) are swollen at low temperatures and collapsed around the body temperature, which makes them useful for cell penetration and drug delivery. The above mentioned examples are just a simple utilization of heterogeneous water-based responsive systems which are among many other more complicated applications.

An important class of polymers are polyelectrolytes, which have ionisable groups that, in polar solvents (such as water) can, dissociate into charged polymer chains releasing counterions in solution (see Chapter 2). The wide range of applications of polyelectrolytes is mainly due to their water solubility and responsiveness in pH and salt solutions. Therefore, polyelectrolytes have been a subject of interest for many decades [12, 15]. A well-known example of a polyelectrolyte is poly(methacrylic acid) (PMAA). When these polyelectrolytes are cross-linked, a polymer network of charged polymers is obtained which is called a polymer hydrogel when swollen with water.

Hydrogels are chemically or physically cross-linked polymer networks which are swollen with water but do not dissolve in it. Polymer hydrogels are a unique state of matter as they simultaneously have solid and liquid-like properties once the cross-linking takes place, the process by which the polymer chains become part of a three-dimensional cluster (see Chapter 5). Although these complex materials have been investigated for many decades, a complete understanding of their behaviour is still lacking, especially as there are many discrepancies between the predicted theories and the experimental results [16].

Although these conventional hydrogels are useful for many tasks, materials that can respond to other stimuli, such as electric and magnetic fields, are required for some other applications. Composite hydrogels are examples of such systems where the addition of inorganic substances to the gels gives them different characteristics in terms of their responsiveness to the surrounding environments. In this work, the focus will be on magnetic nanocomposite
Polymer hydrogels are originally paramagnetic materials with a weak response to magnetic fields that is hardly detected. A way to make gels responsive to magnetic fields is by introducing magnetic nanoparticles (\(~10\) nm) either before or after cross-linking to form so-called “ferrogels”. These magnetic nanoparticles are bound to the polymer network and are fixed in place, with no translational diffusion within the gel medium (see Chapter 6). Since Zrinyi et al. [17] introduced the concept of ferrogels in 1995, useful applications in biotechnology, membrane technology, artificial muscles, and drug delivery and release have been suggested [18, 19].

Another example of an important type of polymer is poly(N-isopropyl acrylamide) (PNIPAM), which was first synthesized in the 1950s and has received considerable attention in the last few decades due to its biocompatibility and transition temperature, which is close to the body temperature (32°C for linear PNIPAM) [20, 21]. This transition temperature is a lower critical solution temperature (LCST), which is the temperature at which the polymer exhibits a coil to globule transition caused by hydrophobic and hydrophilic interactions [22]. Therefore, PNIPAM, as a neutral polymer, is water soluble below its LCST via strong hydrogen bonding; whereas these water-polymer hydrogen bonds are disrupted above the LCST and the polymer chain preferentially makes hydrogen bonds with neighboring chains.

PNIPAM has been produced in different ways resulting in varied polymer architectures. These architectures include linear, microgels [23] and micelles [24]. It has been a challenge to increase the LCST of these PNIPAM to that of the body and many attempts have been reported using different synthetic methods, such as copolymerizing PNIPAM with hydrophilic chain-end functionalized polymers. For example, Rimmer et al. [25, 26, 27] have been able to synthesize highly branched HB-PNIPAM with no cyclization or microgelation. They have utilized the self-considering vinyl polymerization (SCVP) principles [28] by using the Reversible Addition Chain Transfer Polymerization (RAFT) method to produce HB-PNIPAM with imidazole-chain ends. These end groups can be replaced with COOH acid groups, which can be then used for binding with other polymers or biological species. Therefore, a
number of biotechnological and medical applications have been reported in this way, for example, protein purification for breast cancer therapy [29, 30], DNA binding [31], cell penetration [5] and drug delivery [32].

The structure of the above mentioned water-based polymeric systems is important, but the transport and diffusion of macromolecules within these systems is also of great importance for molecular delivery and release. Diffusion in polymeric systems, especially in hydrogels, has received a lot of attention and the reason behind this is that most biological processes follow the same principle, for example, the transport of proteins and drug molecules through the cell membrane [33]. The complexity of polymer networks results in a complicated diffusion process with a coefficient that lies between that in viscoelastic and Newtonian fluids. Moreover, the dependence of diffusion on the polymer concentration when making the network and the degree of swelling of these networks makes it a challenge to understand the diffusion of large molecules or even small particles in such systems. Polymer gels are normally characterised by their pore size (mesh size, also called the correlation length, $\xi$) which can be determined from the diffusion of a probe in this network, and therefore, the effect of external stimuli can be detected from the diffusion results. There have been many techniques used to study the diffusion in polymer solutions and gels, such as gravimetry, dynamic light scattering and neutron reflectometry [34, 35]. The results of these studies have led to a better understanding of the diffusion concepts with the help of the physical models based on the hydrodynamic interactions, obstruction and the free volume theories [36]. In addition, the development of powerful techniques, for instance, fluorescence correlation spectroscopy (FCS), makes it much easier to study diffusion in more complex systems [37].

1.1 Aims and Objectives

The previous section introduced the importance of water-based polymeric systems and the lack of a complete understanding of such systems which is needed in order to utilize them as predicted theoretically. In this section, the main objectives of the study presented in this thesis will be discussed. The
first goal was to investigate the stimuli responsive polyelectrolyte hydrogels (namely PMAA) in different physical and chemical environments (temperature, pH and salt). The volume phase transition of such hydrogels has been extensively studied with strong agreements with the available theories. However, the correlation between the effect of these external stimuli on the characteristic length scale (mesh size \( \xi \)) is still unknown. With the help of a powerful technique such as FCS, one can easily study the diffusion process in hydrogels in different conditions. The aim in this part of the study was to explore the correlation between temperature and mesh size, despite there being a little theory in the literature in this regard. In this case, a fluorescently labeled-dextran (FITC-dextran) was used as a probe diffusing within the polymer matrix. The results showed no agreement with the available theories, which was overcome by modifying and developing the appropriate models. Likewise, the effect of pH and salt solutions on the diffusion of FITC-dextran was investigated by FCS.

In addition, to introduce more physical stimuli on hydrogels, magnetite nanoparticles were embedded within the PMAA networks during polymerisation (to make ferrogels). As for the temperature effect mentioned above, the effect of applied magnetic fields on the mesh size was investigated by utilizing the diffusion measurements of FITC-dextran. To the knowledge of the author, there is no existing theory that describes the effect of magnetic fields on the diffusion of single molecules within ferrogels. In this study, this effect of magnetic fields on diffusion of macromolecules has been modeled in terms of the change in mesh size as a function of the magnetic field induction. It has also been correlated to the macroscopic swelling measurements and the release of FITC-dextran from PMAA ferrogels to the surrounding solution using the same scaling law. These ferrogels were also characterised by small angle x-ray scattering (SAXS) and superconducting quantum interference device (SQUID) magnetometry.

The other half of this study was looking at another class of water-based polymeric systems, hyperbranched PNIPAM. In this part, an investigation of the structural behaviour of HB-PNIPAMs in water with different branching degrees (different LCST) was done using small-angle neutron scattering.
This study revealed the shape and size changes at temperatures below and above their LCST compared to their linear analogues. Furthermore, these HB-PNIPAMs were also studied by neutron spin echo (NSE) which revealed the local dynamics of the backbone between branches as a function of temperature (below and close to the collapse transition of the polymers) and degree of branching. As a complementary study, HB-PNIPAMs and their linear analogues were labeled with fluorescein to be able to study their dynamics using FCS. FCS results showed an agreement with that seen by NSE in terms of the dynamic behaviour of PNIPAMs as a function of temperature confirming that HB-PNIPAMs do not entangle. FCS also revealed the concentration dependence of self-diffusion of HB-PNIPAMs and the linear PNIPAMs in their own solutions.

1.2 Scope of Study

While this Chapter introduces the plan of this work, in Chapter 2, I discuss some of the basic principles of polymer physics regarding the thermodynamics of polymer networks and diffusion in polymeric systems. Chapter 3 introduces the background and basic concepts of water-based systems with a review on the previous studies in this field. In Chapter 4, the experimental techniques used throughout this work are described including fluorescence correlation spectroscopy (FCS), small-angle X-ray scattering (SAXS), small-angle neutron scattering (SANS), neutron spin echo (NSE) and superconducting quantum interference device (SQUID) magnetometry. The results of this work are divided into two parts. The first part is related to polymer gels and networks (chapters 5 and 6), while the second part is the study of HB-PNIPAMs (chapters 7 and 8). The work in Chapter 5 is related to the study of single molecule diffusion in PMAA hydrogels in different environments such as temperature, pH and salt using FCS. Chapter 6 introduces the study of the structural behaviour and single molecule diffusion in PMAA ferrogels in magnetic fields, including molecular release from these materials. The investigation of the structural behaviour of linear and HB-PNIPAMs as a function of temperature, using SANS, is shown in Chapter 7, while the
dynamics of these polymers, using NSE and FCS, is introduced in Chapter 8. Finally, Chapter 9 summarizes the work introduced in this thesis with some suggestions for future work.
Chapter 2

Basic Principles of Polymer Physics

2.1 Introduction

A polymer can be defined as a large molecule (macromolecule) made up of many repeat segments (monomers) connected together by covalent bonds. Since the beginning of polymer science during the 1920s, there has been significant progress in the synthesis and understanding of polymers. Most of the physical principles of polymers were introduced in the first 30 years (1930-1960). For example, in his major study, Flory [38] investigated the swelling behaviour of polymer gels. Furthermore, the work of Huggins and Flory highlighted the principles of thermodynamics of polymeric systems. The study of gelation was also carried out by Flory and Stockmayer in that period. Polymer dynamics of single molecules was developed during this period by Rouse and Zimm [39, 40].

During the following 20 years (1960-1980), many scientists contributed to the development of modern polymer physics. This includes the work of Edwards, de Gennes and Doi, especially in the area of polymer dynamics. Nevertheless, despite the above-mentioned progress in polymer science, a complete understanding of polymer behaviour is still lacking. This history of the progress in polymer physics can be found in more detail in many useful
In this chapter, the polymer physics principles relevant to the work in this thesis will be discussed, including the different polymer architectures, thermodynamics of mixing and the dynamics of polymer chains.

2.2 Polymer Architecture

As noted in the previous section, a polymer is a large molecule containing many segments connected together. These segments commonly form what is known as a carbon backbone in which carbon atoms form the 'spine' of the polymer while other elements dangle from these carbon atoms. These segments are connected together in a process called polymerization. The nature and structure of these segments and the polymerization method used to form the polymer may result in different polymer architectures [39, 40, 38]. For instance, if the monomers are connected continuously through the carbon atoms, then a linear polymer chain can be formed (Figure 2.1(a)). If the first and last monomers of the polymer are connected, then a polymer ring would be achieved (Figure 2.1(b)). It is also possible for a polymer chain to have some segments branching out of the main backbone. Again, depending on the polymerization method and the nature of the segments, different branched polymers can be obtained, such as star-branched, H-branched, comb, ladder, dendrimer, or randomly branched shown in Figure 2.1 (c), (d), (e), (f), (g) and (h), respectively. Introducing cross-links between linear or branched polymer chains results in a macroscopic molecule called a polymer network, sketched in Figure 2.1(i).

In this work, chapters 5 and 6 will investigate chemically cross-linked polymer networks (hydrogels and ferrogels of poly(methacrylic acid) [PMAA]), including their physical properties and the dynamics of single linear polymers within these networks. In addition, Chapters 7 and 8 will study randomly branched polymers (poly(N-isopropyl acrylamide) [PNIPAm]) compared to their linear counterpart, including their structures and dynamics.
Figure 2.1: Examples of different polymer architectures: (a) linear, (b) ring, (c) star, (d) H-polymer, (e) comb, (f) ladder, (g) dendrimer, (h) randomly branched and (i) network, with the filled circles in (i) indicating the cross-links.
2.3 Polymer Conformations

Polymer chains are made of atoms connected by covalent bonds, which are able to rotate creating different conformations. These conformations and therefore the shape of the polymer chain are difficult to define. The simplest model to describe a polymer chain is the Freely Jointed Chain model (FJC). This model, as shown in Figure 2.2, considers a chain made of $N$ links or bonds defined by vectors $\vec{r}_i$. These bond vectors have a fixed length $|\vec{r}_i| = b$ that is known as the Kuhn length, and can rotate freely in space with an angle $\theta$. The free rotation of each vector leads to a different orientation from its neighbour creating a random walk for the polymer chain. The end-to-end vector $\vec{R}$ is introduced to give the characteristic size of a FJC. This end-to-end distance is expressed as the mean square displacement $\langle R^2 \rangle$, since it is possible for this vector to be $-\vec{R}$ or $+\vec{R}$ leading to an average of zero. The mean square displacement $\langle R^2 \rangle$ is proportional to $N$ and can be given as:

$$\langle R^2 \rangle = b^2 N = Lb,$$

(2.1)

where $L$ is the contour length given by $L = Nb$. The end-to-end distance can easily be calculated for linear polymers but it is difficult to obtain for branched polymer chains. Therefore, an alternative approach to estimate the size of polymer chains is the radius of gyration, $R_g$, which is defined as the root-mean-square distance of the segments from the centre of mass. For a linear polymer chain, $R_g$ can be given as [40]:

$$\langle R_g^2 \rangle = \frac{1}{6} b^2 N = \frac{1}{6} \langle R^2 \rangle.$$

(2.2)

For a branched polymer, Kramers theorem is used to obtain the radius of gyration, $R_g$. In general $R_g$ for a branched polymer is given by:

$$\langle R_g^2 \rangle = g \frac{1}{6} b^2 N,$$

(2.3)

where $g$, which depends on the specific details of the branching, is less than 1.
2.4 Thermodynamics of Mixing

If two or more different chemical species are mixed, then the properties of this mixture are governed by the amount of each component and their thermodynamic interactions. Here, only binary mixtures are considered, for example, two species A and B with volumes $V_A$ and $V_B$, respectively. If the total volume of this mixture is $V_A + V_B$, then the volume fractions of these components are:

$$
\phi_A = \frac{V_A}{V_A + V_B}, \quad \phi_B = \frac{V_B}{V_A + V_B}
$$  \hspace{1cm} (2.4)

Using a lattice theory allows to determine the entropy, $S$, in terms of the number of arrangements, $\Omega$, of the molecules on the lattice

$$
S = k_B \ln \Omega.
$$  \hspace{1cm} (2.5)

where $k_B$ is the Boltzmann constant. The entropy change of one component (e.g. A) on mixing is

$$
\Delta S_A = k_B \ln \left( \frac{1}{\phi_A} \right) = -k_B \ln \phi_A.
$$  \hspace{1cm} (2.6)

The total energy of mixing can be given as [40]:

Figure 2.2: Conformation of a flexible polymer chain according to the freely jointed chain model.
where \( N_A \) and \( N_B \) are the number of lattice sites occupied by molecules of species A and B, respectively. Note that a lattice site can either be occupied by a solvent molecule or a monomer. For a regular solution where \( N_A = N_B = 1 \), equation 2.7 can be rewritten as:

\[
\Delta \tilde{S}_{\text{mix}} = -k_B \left[ \frac{\phi_A}{N_A} \ln \phi_A + \frac{\phi_B}{N_B} \ln \phi_B \right].
\]  

(2.8)

Whereas, for a polymer solution (\( N_A = N \) and \( N_B = 1 \)) equation 2.7 reads:

\[
\Delta \tilde{S}_{\text{mix}} = -k_B \left[ \frac{\phi_A}{N} \ln \phi_A + \phi_B \ln \phi_B \right].
\]  

(2.9)

Using the same lattice theory above, the energy of mixing (enthalpy) per lattice site is given as [40]:

\[
\Delta \tilde{U}_{\text{mix}} = \phi_A \phi_B \chi k_B T,
\]  

(2.10)

where \( \chi \) is the Flory interaction parameter and \( T \) is the absolute temperature.

The free energy of mixing (Gibbs free energy \( \Delta F_{\text{mix}} \)) is the combination of the entropy and enthalpy equations given by [40]:

\[
\Delta F_{\text{mix}} = \Delta \tilde{U}_{\text{mix}} - T \Delta \tilde{S}_{\text{mix}},
\]  

(2.11)

and so,

\[
\Delta \tilde{F}_{\text{mix}} = k_B T \left[ \frac{\phi_A}{N_A} \ln \phi_A + \frac{\phi_B}{N_B} \ln \phi_B + \chi \phi_A \phi_B \right].
\]  

(2.12)

The Flory-Huggins equation (equation 2.12) can be simplified by taking \( \phi_A = \phi \) and \( \phi_B = 1 - \phi \). Therefore, for polymeric solutions, where \( N_A = N \) and \( N_B = 1 \), equation 2.12 can be rewritten as:

\[
\Delta \tilde{F}_{\text{mix}} = k_B T \left[ \frac{\phi}{N} \ln \phi + (1 - \phi) \ln (1 - \phi) + \chi \phi (1 - \phi) \right].
\]  

(2.13)
Equation 2.13 will be exploited in the next section for a mixture of a polymer network and a solvent.

### 2.5 Swelling Behaviour of Polymer Networks

When a solvent is introduced to a polymer network, it swells the network until an equilibrium is reached. The driving force of this swelling process is the change in the entropy of the system. The swelling process is also governed by the elastic force that arises from stretching the chains, which usually results in a decrease in the entropy of the system. When the osmotic pressure due to polymer-solvent interactions balances the elastic effect on the polymer network, then the system is in equilibrium. At this point, the total free energy of the system can be given as [38, 45, 40]:

$$\Delta F = \Delta F_{\text{el}} + \Delta F_{\text{mix}},$$  \hfill (2.14)

where $\Delta F_{\text{el}}$ is the elastic force contribution to the swelling and $\Delta F_{\text{mix}}$ is the thermodynamics of mixing described in section 2.3. Using the classical Flory-Huggins lattice theory for polymer networks [38], the energy of mixing is expressed as:

$$\Delta F_{\text{mix}} = nk_B T \left[ \phi \ln \phi + \chi \phi (1 - \phi) \right],$$  \hfill (2.15)

where $n$ is the number of lattice points. One should note the difference between equation 2.15 for the energy of mixing in polymer networks and that for polymer solutions in section 2.3 (equation 2.13); the term related to the contribution of the polymer chains in the lattice is missing in the case of polymer networks because of the absence of single molecules in the network structure [38].

The elastic term in the total free energy (equation 2.14) can be obtained based on the rubber elasticity with a solvent taken in consideration:

$$\Delta F_{\text{el}} = (k_B T \nu_e / 2) (3 \alpha_4^2 - 3 - \ln \alpha_4^2),$$  \hfill (2.16)
where \( \nu_e \) is the effective number of polymer chains in the network and \( \alpha_n \) is the linear deformation factor which is considered to be equal in all directions \((\alpha_n = \alpha_x = \alpha_y = \alpha_z)\) assuming the network is stretched to the same degree in all directions.

The total free energy can be obtained by adding equations 2.15 and 2.16. By differentiating this total free energy with respect to the number of lattice points, one can obtain the chemical potential [38],

\[
\mu_1 - \mu_1^0 = \tilde{R}T \left[ \ln(1 - \phi) + \phi + \chi \phi^2 + \nu_1 \frac{\nu_e}{V_0} \left( \phi^{1/3} - \frac{\phi}{2} \right) \right], \quad (2.17)
\]

where \( \tilde{R} \) is the gas constant, \( V_0 \) is the total volume of the polymer network before swelling and \( \nu_1 \) is the molar volume of the solvent. At equilibrium, the chemical potential inside and outside the gel can be set equal to zero, and therefore the elastic and mixing terms in the total free energy must balance each other [38, 45, 40] giving:

\[
0 = \mu_1 - \mu_1^0 = \tilde{R}T \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 + \nu_1 \frac{\nu_e}{V_0} \left( \phi_m^{1/3} - \frac{\phi_m}{2} \right) \right], \quad (2.18)
\]

and

\[
- \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 \right] = \frac{\nu_1 \nu_e}{V_0} \left( \phi_m^{1/3} - \frac{\phi_m}{2} \right), \quad (2.19)
\]

where \( \phi_m \) refers to the maximum polymer volume fraction at equilibrium. Equation 2.19 can be given in another form in terms of the molecular weight of the chain between two cross-links, \( M_c \), and the specific volume of the polymer, \( \bar{v} \), as:

\[
- \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 \right] = \frac{\nu_1}{\bar{v} M_c} \left( \phi_m^{1/3} - \frac{\phi_m}{2} \right), \quad (2.20)
\]

Equation 2.20 describes the swelling of an ideal polymer network and one must multiply the right side of this equation by the factor \((1 - 2 \nu/M_n)\), where \( M_n \) is the molecular weight of an identical uncross-linked (linear) poly-
mer chain, as a correction for problems arising from unreacted chain ends. For ideal networks, where $M_n = \infty$, this factor tends to be 1.

The left side of equation 2.20 suggests that the chemical potential decreases due to the thermodynamic interactions between the polymer and the solvent; while the right side indicates an increase in the chemical potential given by the elastic force of the network.

If the swelling ratio, $Q$, is defined as the ratio between the swollen volume, $V$, and the unswollen volume, $V_0$, then the equilibrium swelling ratio, $Q_m$, can be obtained from equation 2.19 as [46, 38]:

$$Q_m^{5/3} \approx \frac{V_0}{n_0V_1(2 - \chi)}.$$  (2.21)

Equation 2.21 indicates the dependence of the swelling ratio on the quality of the solvent, $\chi$, and the cross-link density in the polymer network.

### 2.5.1 Swelling of Ionic Networks

The swelling forces of polymer networks may be increased if they contain ionisable groups; these are polyelectrolyte networks. One of the most studied polyelectrolyte gels by Katchalsky et al. is poly(methacrylic acid) [PMAA] [47, 38], which carries carboxylic acid as ionisable groups.

In a solvent, for any charge located on a monomer there should be a counterion to balance the neutrality of the hydrogel. These counterions are confined within the gel to maintain the electroneutrality; this creates a significant osmotic pressure. An illustration is shown in Figure 2.3 for a polymer network with fixed negatively charged ions (for example PMAA) surrounded by their counterions and some other cations and anions diffusing in and out of the gel.

Weakly charged polymer networks have been studied extensively because of their unique swelling behaviour in salt and salt-free solutions. For example, Katchalsky et al. [47] studied the effect of the degree of ionisation on the swelling of PMAA networks; while Flory and Rehner developed the earliest theory to describe the swelling of ionic networks [38, 12]. In salt free solutions, the osmotic pressure is mainly due to the confined counterions interacting
Figure 2.3: Schematic diagram showing the equilibrium swelling of a poly-electrolyte network (e.g. PMAA) similar to Donnan membrane equilibrium. The arrows indicate the free ions in the solution diffusing in and out of the polymer network through the outer part of the network (similar to a membrane), while the counterions are trapped inside the network, causing the osmotic pressure.
with their surroundings. However, when salt ions are present the system resembles Donnan membrane equilibria (Figure 2.3) where the polymer outer part acts as a membrane controlling the diffusion of ions in and out of the polymer network [38, 45]. The driving force for salt ions to move into the membrane is the electric interaction between the oppositely charged ions, while ions move out of the membrane because of the concentration gradient. These ions keep moving into and out of the membrane until an equilibrium is reached, this is called Donnan equilibrium.

In PMAA, for example, in the simplest case there is only one type of ion that can be considered to chemically bind to the network-fixed carboxylate (counterion); in this case the hydrogen ion (H\(^+\)). The electrostatic repulsions between the fixed ions are reduced (screened) when other ions are present in the solution (H\(^+\) and OH\(^-\) in water solutions and other cations and anions in salt solutions). The equilibrium swelling of polyelectrolyte networks is described by the Flory theory of non-ionic gels (section 3.4) plus the osmotic pressure due to Donnan equilibrium [38]. This ionic effect can be added to the total free energy of the swollen gel, which can be given as [48]:

\[
\Delta F = \Delta F_{el} + \Delta F_{\text{mix}} + \Delta F_{\text{ion}}, \quad (2.22)
\]

where the added term to the non-ionic free energy equation, \(\Delta F_{\text{ion}}\), is related to the ionic nature of the network and can be expressed as [49]:

\[
\Delta F_{\text{ion}} = \Delta F_{\text{dis}} + \Delta F_{\text{Coul}}. \quad (2.23)
\]

The term \(\Delta F_{\text{dis}}\) represents the energy associated with the dissociation of the ionisable groups, which for a weakly charged polymer can be negligible, assuming no interactions between these charged groups as they are far apart in the chains; while the term \(\Delta F_{\text{Coul}}\) is the energy associated with Coulombic interactions in the system.

Equation 2.22 can be given in terms of the chemical potential by:

\[
\mu_1 - \mu_1^0 = \Delta \mu_{el} + \Delta \mu_{\text{mix}} + \Delta \mu_{\text{ion}}. \quad (2.24)
\]
The first two terms of equation 2.24 were described in section 2.4 for non-ionic networks, which can be similar for weakly charged polyelectrolyte networks. However, it has been found that the ionisation of highly charged polymers affects the mixing and elastic terms in the total free energy \[45\]. Flory [38] used an osmotic pressure approach to determine the ionic term in equation 2.24. The osmotic pressure associated with the difference in ionic concentrations inside and outside the gel can be given by the following relation (the reader is directed to reference [38] for a full derivation):

\[ \Pi_{\text{ion}} = RT \left[ \frac{i c_2}{z_-} - \vartheta (c^*_a - c_a) \right], \quad (2.25) \]

where \(c_a\) and \(c^*_a\) are the total ion concentrations in the gel and in the solution, respectively; and \(\vartheta\) is the valency factor of the ions in the solution. The term \(i c_2/z_-\) is the contribution from the ionisable groups in the polymer with \(i\) being the concentration of the fixed charges, where \(i\) is the degree of ionisation and \(z_-\) is the valency of these charged groups.

The total osmotic pressure for an ionic network is the sum of that of the mixing, elasticity and ions:

\[ \Pi_{\text{total}} = \Pi_{\text{mix}} + \Pi_{\text{el}} + \Pi_{\text{ion}}. \quad (2.26) \]

The relationship between the total osmotic pressure and the equilibrium chemical potential is expressed by the following equation:

\[ \Pi_{\text{total}} = - \left( \frac{\mu_1 - \mu_1^0}{v_1} \right). \quad (2.27) \]

When \(\mu_1 - \mu_1^0 = 0\), at equilibrium, then equation 2.26 becomes:

\[ \Pi_{\text{ion}} = - (\Pi_{\text{mix}} + \Pi_{\text{el}}). \quad (2.28) \]

The two terms on the right hand side of equation 2.28 can be calculated from equation 2.18, as for non-ionic networks. Hence, from equations 2.25 and 2.18 one can obtain the following relation for an ionic network at equilibrium:
\[
\frac{iC_{2m}}{z} - \partial (c_* - c_s) = \frac{1}{v_1} \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 \right] + \left( \frac{\nu_e}{V_0} \right) \left( \phi_m^{1/3} - \frac{\phi_m}{2} \right). 
\]

(2.29)

A special case of this equation is considered when \( c_* > iC_2 \) and the difference \( c_* - c_s \) is comparable inside and outside the gel. The ionic osmotic pressure in this case can be given by the following relation [38]:

\[
\Pi_{\text{ion}} \approx RT \frac{(iC_2)^2}{4S^*},
\]

(2.30)

where \( S^* = \vartheta \omega c_*^2 / 2 \) is the ionic strength with \( w \) being the valency of the fixed ions on the polymer network (the electrolyte). By substituting equation 2.30 into equation 2.29 one can obtain:

\[
\frac{(iC_{2m})^2}{4S^*} \approx \frac{1}{v_1} \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 \right] + \left( \frac{\nu_e}{V_0} \right) \left( \phi_m^{1/3} - \frac{\phi_m}{2} \right).
\]

(2.31)

As for the non-ionic network in section 2.4, the swelling ratio of an ionic gel can be obtained from equation 2.31 as:

\[
Q_{m, \text{ion}}^{5/3} \cong Q_{m, \text{neut}}^{5/3} + \frac{V_0}{4 \nu_e v_u^2 S^*} i^2
\]

(2.32)

where \( Q_{m, \text{neut}}^{5/3} \) is the maximum equilibrium swelling ratio of a neutral polymer network (equation 2.21).

The Flory-Rehner theory for swelling of ionic networks, described above in this section, does not account for the solvent used during the polymerisation of the polymer network. Nonetheless, a similar theory was introduced by Peppas and Merrill [50, 48] who added a volume fraction term, \( \phi_r \), of the polymer after cross-linking but before swelling to the Flory-Rehner model (equation 2.29) which then reads:

\[
\frac{iC_{2m}}{z} - \partial (c_* - c_s) = \frac{1}{v_1} \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 \right] +
\]

\[
\left( \frac{\nu_e}{V_0} \right) \left( \phi_m^{1/3} - \frac{\phi_m}{2} \right).
\]
Furthermore, neither Flory-Rehner theory nor the Peppas-Merrill model above takes into account the effect of the solvent on the degree of ionisation, \(i\), which was considered later by Brannon-Peppas and Peppas \([48, 45, 2]\) in their model to describe the pH effect on the swelling of anionic and cationic networks. Brannon-Peppas and Peppas introduced the degree of ionisation in terms of other variables of the polymer-solvent system,

\[
i = \frac{K_a/[H^+]}{1 + K_a/[H^+] + K_a} = \frac{K_a}{[H^+] + K_a} = \frac{K_a}{10^{-\text{pH}} + K_a}. \tag{2.34}
\]

with some modification to the right hand side of equation 2.33, which gave for anionic network the following relation \([48]\):

\[
\frac{1}{4S^*} \left( \frac{\phi_m^2}{\bar{\nu}} \right) \left( \frac{K_a}{10^{-\text{pH}} + K_a} \right)^2 = \frac{1}{V_1} \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 \right] + \\
(\phi_r) \left( \frac{\nu_e}{V_0} \right) \left( \frac{\phi_m}{\phi_r} \right)^{1/3} - \frac{\phi_m}{2\phi_r}. \tag{2.35}
\]

Similarly for a cationic network they obtained \([45, 48]\):

\[
\frac{1}{4S^*} \left( \frac{\phi_m^2}{\bar{\nu}} \right) \left( \frac{K_b}{10^{\text{pH}-14} + K_a} \right)^2 = \frac{1}{V_1} \left[ \ln(1 - \phi_m) + \phi_m + \chi \phi_m^2 \right] + \\
(\phi_r) \left( \frac{\nu_e}{V_0} \right) \left( \frac{\phi_m}{\phi_r} \right)^{1/3} - \frac{\phi_m}{2\phi_r}. \tag{2.36}
\]

where \(K_a\) and \(K_b\) are the dissociation constants for acid and base, respectively, at equilibrium (see appendix B.1 for more details about these dissociation constants).
2.6 Diffusion

The basic form of any molecular motion is Brownian motion whereby molecules surrounding a colloidal particle, for example, hit it constantly in all directions making it jiggle and move in a random walk (diffusion). Therefore, diffusion is a process by which molecules are transported from one region of a system to another as a result of the random motions of these molecules [51]. This motion is well understood in the case of gases and uniform particles in solutions by considering Fick’s and Einstein’s laws. However, modifications are required in the case of macromolecules in solutions and in their melts, despite many theoretical and experimental successes in the past sixty years. This is because the molecular motion is dependent on viscosity, temperature and polymer conformations due to the interactions between the molecule and the surrounding environment [52, 53, 51, 40, 44]. Diffusion is only one process among others which is happening in electrolytic environments; for instance, acid-base reactions and many biological processes in the human body. Therefore, if the rate of the diffusion is low, it affects the overall process [52]. In the following sections, diffusion phenomena will be discussed starting from the basics with Fick’s laws to those models that describe diffusion in polymeric systems.

2.6.1 Basic Concepts

If one assumes a gradient of a solute concentration in a solution, $\partial c/\partial x$, then according to the second law of thermodynamics and as mentioned above, this gradient is not stable but rather the molecules will diffuse throughout the system until a constant concentration is reached, assuming the system is thermodynamically stable in the mixed phase. If one imagines a flow across a cross section of area perpendicular to the concentration gradient, the flux (the rate of flow per unit area), $J$, is directly proportional to $\partial c/\partial x$ [54, 52]:

$$J = -D \frac{\partial c}{\partial x},$$

(2.37)
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where the proportionality constant $D$ is the diffusion coefficient or the diffusivity with dimensions of $(\text{length})^2(\text{time})^{-1}$, $c$ is the concentration and $x$ is the distance in the direction of the diffusion. Equation 2.37 is called Fick’s first law named after Adolf Fick who developed the first theory for diffusion in 1855 [52].

By applying the mass conservation law (the mass balance), one should obtain:

$$\frac{\partial c}{\partial t} = -\frac{\partial J}{\partial x}. \quad (2.38)$$

From Fick’s first law and equation 2.38 one can obtain Fick’s second law for diffusion, which describes the change in concentration with time, $t$, as:

$$\frac{\partial c}{\partial t} = -\frac{\partial}{\partial x} \left(-D \frac{\partial c}{\partial x}\right) = D \frac{\partial^2 c}{\partial x^2}. \quad (2.39)$$

Equation 2.39 normally describes diffusion in one dimension and can be given in three dimensions by:

$$\frac{\partial c}{\partial t} = D \left( \frac{\partial^2 c}{\partial x^2} + \frac{\partial^2 c}{\partial y^2} + \frac{\partial^2 c}{\partial z^2} \right) = D \nabla^2 c. \quad (2.40)$$

Based on Fick’s laws, diffusion can be classified into two types: Fickian (Case 1) and non-Fickian (Case 2). In polymer systems there are a few examples that have been reported in the literature to obey Fick’s laws. For instance, solvent diffusion in polymer networks was found to be Fickian at temperatures above the glass temperature ($T_g$) of the polymer. This was explained by the polymer network above $T_g$ being in the rubbery state in which the polymer chains have a higher mobility that could allow solvent penetration [35]. In this case the solvent diffusion rate is slower than the relaxation rate of the polymer chains. On the other hand, when the mobility of the polymer chains is not high enough to allow immediate or rapid penetration of the solvent into the core of the polymer, the diffusion process is described as non-Fickian. This case of diffusion is normally observed at temperatures below $T_g$. Non-Fickian diffusion can be divided into Case 2 and anomalous diffusion; the only difference between them is the relaxation.
rate of the polymer compared to the solvent diffusion rate. For Case 2, the solvent diffusion rate is faster than the relaxation rate of the polymer chains, while these rates are equal in anomalous diffusion [35].

2.6.2 Diffusion in Polymer Systems

Diffusion is of great importance in polymer dynamics, especially when scaled with other physical quantities such as molecular weight, concentration and temperature. In polymer systems, diffusion is normally characterised in terms of the lateral (translational) and rotational processes. Rotational diffusion, which can be characterised by the time it takes the molecules to reorientate themselves [55], is not the subject of this study. Translational diffusion may be divided into intra-diffusion and inter-diffusion (or mutual diffusion). Intra-diffusion can be subdivided into self-diffusion, when a molecule diffuses in an uniform system of identical molecules (see Chapter 8 for PNIPAM molecules diffusing in PNIPAM solutions), and probe tracer diffusion, when a molecule diffuses in a system that consists of different molecules (see chapters 5 and 6 for a probe diffusing in hydrogels and ferrogels) [56, 57, 58]. Inter-diffusion occurs in a two-component system due to the change in concentration gradient, i.e. an equal amount of each component diffuses within the other one in a fixed-volume. An example of inter-diffusion is the swelling of a polymer network by linear chains [59]. Again, the latter diffusion process is not the subject of this study.

Diffusion in polymer solutions and gels has been extensively studied in the last 50 years with some successful experimental and theoretical work. In the following sections the most successful theories for diffusion of macromolecules in dilute and semi-dilute solutions will be discussed.

2.6.2.1 Stokes-Einstein Relation

If a particle experiences a constant force, \( \vec{f} \), pulling it through a liquid, it will move in the direction of the force at a constant velocity, \( \vec{v} \). Therefore, this force can be correlated to the velocity by:
where $\zeta$ is a quantity known as the friction coefficient. Because of the viscosity of the liquid there will be an equal and opposite force applied on the particle. Einstein introduced the relationship between the diffusion coefficient and the friction coefficient in terms of the absolute temperature, $T$ and Boltzmann constant, $k_B$ as [40]:

$$D = \frac{k_B T}{\zeta}.$$  \hfill (2.42)

By assuming a spherical particle in a Newtonian liquid, one can obtain Stokes’ law,

$$\zeta = 6\pi \eta R,$$  \hfill (2.43)

where $R$ is the particle size and $\eta$ is the viscosity of the liquid. By combining equations 2.42 and 2.43, one can obtain the Stokes-Einstein relation [40]:

$$D = \frac{k_B T}{6\pi \eta R}.$$ \hfill (2.44)

The Stokes-Einstein equation can describe self-diffusion of macromolecules in dilute solutions, which can be utilized in this case to obtain the hydrodynamic radius of a polymer coil as:

$$R_H = \frac{k_B T}{6\pi \eta D}.$$ \hfill (2.45)

The relationship between the hydrodynamic radius, $R_H$, and the radius of gyration, $R_g$, is highly dependent on the shape of the polymer chain and can be given by:

$$R_g = \rho R_H,$$ \hfill (2.46)

where $\rho$ is a constant that is predicted for spherical molecules to be $\sqrt{3/5}$ [40].
2.6.2.2 Rouse Model

The earliest model to describe the diffusion of macromolecules was introduced by Rouse who assumed the polymer chain consists of \( N \) beads connected by springs, as shown in Figure 2.4. In a Rouse chain, there are only interactions between the beads through the springs connecting them and each bead has its own friction coefficient, \( \zeta_b \). Under the assumption that there is no interactions between the solvent and these beads, the total friction can be given as the sum of the friction from the \( N \) beads [40, 60, 61]:

\[
\zeta_R = N \zeta_b.
\]  

(2.47)

By substituting equation 2.47 into Einstein's relation (equation 2.42), one can obtain the Rouse diffusion coefficient as [40]:

\[
D_R = \frac{k_B T}{\zeta_R} = \frac{k_B T}{N \zeta_b}.
\]  

(2.48)

2.6.2.3 Zimm Model

If a particle moves through a liquid, the viscosity of the liquid must resist this movement and the diffusing particle has to drag some of the surrounding solvent with it. This results in a force applied on the diffusing molecules which is the hydrodynamic interaction. The Rouse model did not take these interactions between the solvent and the beads into account; this can be
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easily corrected for a polymer melt but not for a dilute solution [40, 44, 39].

In a dilute solution, hydrodynamic interactions between the monomers themselves and between them and the solvent within the pervaded volume are strong. Therefore, the molecule drags the solvent with its movement within the pervaded volume. The Zimm model considers the polymer chain as a solid object diffusing in the surrounding solvent with a size of \( R \approx bN^{\nu} \).

where, \( b \) is the monomer size and \( \nu \) is the reciprocal of the fractal dimension of the polymer (for a linear polymer in its melt \( \nu = 1/2 \), otherwise it depends on the quality of the solvent). The friction coefficient of this chain can be given in terms of solvent viscosity, \( \eta_s \), by Stokes’ law [40]:

\[
\zeta_z \approx \eta_s R. \tag{2.49}
\]

As polymer chains are not spherical, the numerical coefficient in Stokes’ law, \( 6\pi \), has been discarded. By substituting the Zimm friction coefficient into the Einstein relation (equation 2.42), one can obtain the Zimm model for diffusion:

\[
D_Z = \frac{k_B T}{\zeta_z} \approx \frac{k_B T}{\eta_s R} \approx \frac{k_B T}{\eta_s bN^{\nu}}. \tag{2.50}
\]

For an ideal chain, Zimm calculated the hydrodynamic interactions and added an extra coefficient of \( 8/(3\sqrt{6\pi}) \) as [40]:

\[
D_Z = \frac{8}{3\sqrt{6\pi}} \frac{k_B T}{\eta_s bN^{\nu}} \approx 0.196 \frac{k_B T}{\eta_s R}. \tag{2.51}
\]

2.6.3 Temperature Dependence of Polymer Diffusion

Studying the temperature dependence of diffusion in polymeric systems leads to a greater understanding of the behaviour of these systems in response to changes in temperature, which might be of great importance for many applications in biology and medicine. By considering Stokes-Einstein diffusion (equation 2.44), one realizes that the diffusion coefficient depends strongly on temperature. The size of the molecule does not depend on temperature in this case and therefore it is constant (only in the Stokes-Einstein relation).
Thus, the diffusion is mainly controlled by the temperature dependence of viscosity, $\eta(T)$.

The viscosity of a polymer solution is generally proportional to the product of the relaxation time, $\tau$, and modulus at this time, $G$ [53, 40]:

$$\eta \approx G\tau. \quad (2.52)$$

The relationship between any relaxation time (Zimm or Rouse) and the temperature is given in terms of the friction coefficient as [40]:

$$\tau \sim \frac{\zeta}{T}. \quad (2.53)$$

The dependence of the modulus at any relaxation time is generally expressed by

$$G \sim \rho T, \quad (2.54)$$

where $\rho$ is the mass density. Because an understanding of the dependence of the friction coefficient on temperature is still lacking, the temperature dependence of viscosity can be expressed in the simplest form, the Arrhenius equation, as [40]:

$$\eta(T) \sim \exp \left( \frac{E_a}{k_B T} \right), \quad (2.55)$$

where $E_a$ is the activation energy, which is a constant at high temperatures.

One can use equation 2.55 in the Stokes-Einstein equation which results in an Arrhenius relation between the diffusion coefficient and temperature [62]:

$$D = \left( \frac{k_B}{6\pi\eta R} \right) \exp \left( -\frac{E_a}{k_B T} \right). \quad (2.56)$$

This diffusion model is valid if the diffusion is controlled solely by the dynamics of solvent molecules; therefore, the activation energy of the diffusion is close to that of the viscosity. To examine this Arrhenius model, one can plot $\ln D$ against the reciprocal of temperature, $1/T$, and obtain a linear
The disadvantage of this theory is that it can be applied only at high temperatures where the viscosity and relaxation times depend strongly on temperature. Another disadvantage is that this theory does not provide any correlation between the diffusing molecules and the medium in which they are diffusing.

The first problem with the Arrhenius theory, the requirement of high temperatures, can be solved by using another form of viscosity relation with temperature called the Vogel-Fulcher relationship [53, 40]:

$$\eta = \eta_0 \exp \left( \frac{E_a}{T - T_0} \right),$$

(2.57)

where $T_0$ is the Vogel-Fulcher temperature at which the relaxation time appears to diverge. Again, by using the Vogel-Fulcher viscosity equation (equation 2.57) in the Stokes-Einstein relation (equation 2.44), one obtains a diffusion coefficient dependence on temperature as:

$$D = D_0 \exp \left( - \frac{E_a}{T - T_0} \right).$$

(2.58)
Chapter 3

Responsive Water-based Systems

3.1 Introduction

Smart or responsive water-based polymeric systems are water-soluble polymers that show interesting shape transition behaviours. These materials are generally environmentally friendly and of great importance for many medical and industrial applications. The behaviour of polymeric systems in water is controlled by many factors including polymer architecture, concentration, and the external stimulus applied to the system. In this chapter, two different water-soluble polymeric materials will be discussed including their theory and applications: polymer networks and highly branched polymers. Cross-linked polymers (polymer networks) can be swollen by water to form so-called hydrogels. These hydrogels show interesting volume transitions between swollen and collapsed states in response to small changes in the physical or chemical properties of the system. Hydrogels that are responsive to pH, temperature and ionic strength will be considered in this work. Other physical stimuli, such as magnetic fields, can be also applied to hydrogels if they have the appropriate functionality. Hydrogels can be made magnetically responsive (ferrogels) by introducing magnetic nanoparticles to them before or after polymerisation. Temperature-responsive polymers, such as poly(N-isopropylacrylamide) (PNIPAM), are examples of smart polymers that can be tuned by a small change in temperature around their critical transition
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points. Modifying the architecture of such polymers results in changing their temperature response. In this chapter, the effect of PNIPAM branching on its response to temperature will be considered. Diffusion of single molecules within the above mentioned polymeric systems is a powerful means of exploring the internal structure of such materials. The control of the inter- and intra-diffusion of macromolecules in these systems is also of great interest for biomedical and drug delivery and release applications.

3.2 Polymer Gels and Networks

3.2.1 Hydrogels

As described in Chapter 2, polymer architecture plays a significant role in controlling the properties of polymer systems. For instance, polymer networks, which are physically or chemically cross-linked chains, have different physical and mechanical properties from (uncross-linked) linear chains. These networks are formed by connecting polymer chains by strong bonds (chemical or physical) resulting in a three-dimensional macroscopic molecule in a process called gelation. Gelation is a very complicated transformation of matter from a liquid (a sol) to a solid-like (a gel) at a critical gelation point, at which all polymer chains are connected together. The main property of polymer networks is their capability to resist the solvent introduced to them, as they cannot be dissolved in solvents but rather they swell in good solvents. This swelling process can be characterized by the swelling ratio which may be the ratio between the volume or the mass in the swollen state to that in the deswollen or dry state (Figure 3.1). Swollen networks are called gels and if the solvent is water then they are known as hydrogels. In other words, a hydrogel is obtained when a hydrophilic polymer network uptakes a large amount of water by expanding the polymer chains between cross-links. Once the solvent is removed, these networks retain their original form, which makes them good candidates for many industrial and medical applications. Surface coating, paper, photographic and food industries as well as tissue engineering and drug delivery and release are good examples which illustrate
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Figure 3.1: Hydrogel swelling measurements, where the swelling ratio can be determined by the ratio of the swollen mass \( m_s \) and dry mass \( m_d \). The characteristic length scale in hydrogels is the average mesh size, \( \xi \).

the importance of such materials [63, 64, 40, 4, 53].

In addition to the classification of polymer networks based on the charged nature of the chains forming the networks, which was described in Chapter 2, they can also be classified according to the type of the bonds connecting the polymer chains. For example, monomers may have a multi-functionality that can form covalent bonds connecting these monomers in a three-dimensional network. An alternative way is to covalently cross-link polymer chains to form the network; rubber is an example of this latter process. Both of these gels are known as a “chemical gels”, which are permanent and irreversible. However, they can undergo volume phase transition when exposed to a solvent. In contrast, the physical interactions between linear polymer chains, including hydrogen bonding and Van der Waals forces, enable a thermoreversible “physical gel” to take place. The following sections will discuss physical and chemical hydrogels and their response to the surrounding environments.

3.2.1.1 Chemical Hydrogels

Chemical hydrogels are stable and permanent gels due to the covalent bonds introduced by the cross-links. This type of gel can be formed by polymerising monomers in the presence of a cross-linker and an initiator to start the poly-
merisation. Microgels (gel molecules with a size smaller than 100 μm) and nanogels (small hydrogels with size smaller than 100 nm) have been reported in the literature which can be distinguished from three-dimensional bulk hydrogels [57]. There are many ways to polymerise chemical gels, such as radical polymerisation, UV polymerisation, gamma rays and X-ray polymerisation [65, 66]. The mechanical and physical properties of chemical hydrogels depend strongly on the density of cross-linker in the gel medium. For example, the characteristic length scale (mesh size, \( \xi \), Figure 3.1) can be controlled by the amount of cross-linker added during the polymerisation. However, chemical gels are usually heterogeneous due to the cross-linkers not being homogeneously distributed in the medium during polymerisation. This can form clusters and defects in the hydrogel. Defects in chemical hydrogels also arise from non-reacted parts of the chains which can form dangling ends or chain loops [40].

There are three processes to prepare chemical hydrogels: condensation, vulcanization and addition polymerisation. The condensation process usually starts with a monomer solution or melt in which the monomers can react with each other if they have a functionality of three or more, while the vulcanization reaction starts with long polymer chains that can be cross-linked by covalent bonds through a cross-linker. An example of the vulcanization process is cross-linking natural rubber with sulfur, which was introduced by Goodyear in 1839 [40]. In the addition polymerisation process, a free radical transfers from one monomer to another resulting in the formation of a chemical bond. Since some monomers have two double bonds, they can react twice with free radicals to form cross-links. This latter process has been utilized to make the chemical hydrogels used in this study (see Chapter 5, section 5.2.1.1).

### 3.2.1.2 Physical Hydrogels

In physical gels, the cross-linking is due to weak or strong physical interactions which results in either weak or strong physical gels. Glassy and microcrystalline or double and triple helixes are examples of strong physi-
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cal gels. Such systems are generally known as thermoreversible gels as the bonds break at high temperatures and reform at lower temperatures. At a given set of experimental conditions, strong physical gels are analogous to the chemical gels described above. In contrast, weak physical interactions, such as hydrogen bonds and ionic associations, form physical gels that have temporary cross-links with a finite lifetime as they can break and reform continuously. This lifetime is important to distinguish between strong and weak physical gels. If the lifetime is sufficient enough for a gel to appear like a solid, it can then be considered as a strong physical gel. Microphase separation in block copolymers to form micelles is an example of weak physical gels [53, 40, 57, 67].

3.2.1.3 pH and Salt Effects on Chemical Hydrogels

The swelling behaviour of ionic networks was introduced in Chapter 2, section 2.4.1. pH-sensitive hydrogels are weak polyelectrolytes having acidic or basic groups which can accept or donate protons in response to the pH environment. Altering the ionization of these groups results in a net charge giving rise to more repulsion or attraction forces. These forces in turn cause the swelling and collapse of polymer gels which is always explained by an osmotic pressure effect. In general, polymers can be classified into neutral and charged (see Chapter 2). However, charged linear polymers as well as cross-linked polymer gels can be subdivided on the basis of functional groups into polyacids and polybases. Polyacids, such as poly(methacrylic acid) (PMAA), have carboxylic acid groups that accept protons at low pH and donate protons at high pH. However, at high pH it is argued that the swelling degree decreases at some point due to charge shielding [68, 3]. On the other hand, polybases, such as poly(N,N'-diethylaminoethyl methacrylate) (PDEAEMA), show the opposite effect as they become ionized at low pH due to the release of protons, which is indicated by high swelling degrees at low pH.

The oscillation between swollen and collapsed states by changing the pH of the solution has been observed and reported many times in the literature
mimicking biological muscles. For instance, Crook and co-workers [68] observed the ability of PMAA hydrogels to change their size periodically with an oscillating pH between 3 and 7. Similar results were reported by Deen et al. [69], showing the ability of hydrogels synthesized by copolymerizing N-acryloyl-N'-ethyl piperazine (AcrNEP) and methyl methacrylate (MMA) to oscillate periodically when alternating the pH between 2.6 and 7.

Various microscopic (e.g. scanning electron microscopy SEM and atomic force microscopy AFM) and spectroscopic (e.g. SANS and SAXS) techniques have been used to explore the internal structure of hydrogels in response to external stimuli. For example, He et al. [70] used SEM amongst other techniques to study the morphology of PMAA hydrogels swollen by water and a solvent mixture of water and ethanol. There results (Figure 3.2) showed that it is not only the pore size that is dependent on the quality of the solvent but the morphology of the walls between these pores; solvent containing higher amount of water gave a hydrogel with smaller pores and thicker walls.

The presence of simple salts like NaCl and CaCl$_2$ has been observed to affect the swelling behaviour of hydrogels and some other physical properties, such as shear modulus [71, 72, 73, 74]. For almost all polyelectrolytes in solution, it is known that at very low salt concentrations the electrostatic repulsive forces increase, leading to an increase in the swelling degree until a critical point is reached at which charge screening takes place. Beyond this point, a dramatic volume transition takes place depending on the nature of the charges in the solution. The discussion in Chapter 2 showed the dependence of the swelling of ionic hydrogels on ion valency. This explains the reported results in the literature in which CaCl$_2$ was found to introduce a stronger effect on the gel structure than NaCl [74, 75, 76].

### 3.2.2 Nanocomposite Hydrogels

Conventional hydrogels described in section 3.2.1 are reasonable materials for certain tasks. However, some applications require materials with improved properties, which can be fulfilled by introducing other organic or inorganic materials into the hydrogels. The resulting multiphase solid materials are
Figure 3.2: SEM images of swollen PMAA hydrogels with swelling ratio SR = 4.3 in different pH solutions: (A) pH = 6.2 and (B) pH = 3.0. The solvent is a mixture of (A) 9:1 and (B) 1:4 water and ethanol. (Taken from H. He and co-workers, Photopolymerization and structure formation of methacrylic acid based hydrogels in water/ethanol mixture, Polymer, 47, p1612. Copyright (2006) with permission from Elsevier Science)[70], see appendix A.1.
known as composite hydrogels. If at least one phase has one, two or three dimensions at the nanoscale (1-100 nm), a nanocomposite hydrogel will be obtained [10, 77, 78, 79]. The presence of these nanostructured materials in the gel composite exhibits significant improvements in the properties of the system including mechanical behaviour, molecular permeability and the control of drug delivery and release. In some situations, the introduced nanostructured materials yield new properties that cannot be found in the original polymer matrix. For example, introducing magnetic nanoparticles to polymer networks results in nanocomposite gels with magnetic properties which would not be achieved with traditional hydrogels. This type of nanocomposite hydrogels is known as a “ferrogel”, which will be discussed in the following section.

3.2.2.1 Ferrogels

Ferrogels are magnetic hydrogels which are fabricated by introducing magnetic nanoparticles (~ 10 nm) into polymer networks during or after polymerisation. The presence of these magnetic nanoparticles enhances the influence of external magnetic fields on hydrogels. The concept of “ferrogels” was first introduced in 1995 by Zrínyi and co-workers, who synthesised magnetic gels by introducing Fe₃O₄ nanoparticles into poly(N-isopropylacrylamide) (PNIPAm) and poly(vinyl alcohol) (PVA) networks [7, 17, 16]. The authors first studied the mechanical properties of such materials in uniform and nonuniform magnetic and electric fields [80]. Their results showed that uniform magnetic fields align ferrogel beads in the direction of the applied magnetic field, whereas nonuniform fields form aggregates of ferrogel beads. This was explained by, in the case of nonuniform magnetic fields, the field-particle interactions being dominant, causing the particles to experience a dielectrophoretic or magnetophoretic force, resulting in the particles being attracted to the regions of stronger magnetic field intensities. In contrast, in uniform magnetic fields there is no field gradient and therefore there are no field-particle interactions. In this case, particle-particle interactions are dominant and the attractive forces between these particles influence the gel
structure. These results suggested many potential applications in which these ferrogels can work as magnetic actuators.

Several researchers have used different techniques to investigate the mobility of magnetic nanoparticles within the ferrogel matrix. For example, works by Török and co-workers involving neutron spin echo (NSE) and small-angle neutron scattering (SANS) confirmed that there is no translational diffusion of Fe₃O₄ nanoparticles within PVA ferrogels [81, 82]. X-ray photoelectron spectroscopy (XPS), which can measure the binding energy, was used by Hu et al. [83] who found that magnetic nanoparticles were chemically attached to polymer chains in the ferrogel.

The last decade has seen an increase in the number of studies of ferrogels in terms of their synthesis and characterisation. For instance, Chatterjee and co-workers [84] synthesized a biodegradable magnetic gel by cross-linking hydroxypropyl cellulose and maghemite. Their study showed a uniform distribution of magnetic particles as a result of using a surfactant, cetyltrimethylammonium bromide (CTAB), to modify the surface of the iron oxide nanoparticles. The magnetic properties of the ferrogels in this study showed a broad range of blocking temperatures below room temperature. Therefore, a superparamagnetic behaviour of these materials was reported.

A novel type of ferrogel was obtained by Qin et al. [85] who used Pluronic F127 copolymer (a copolymer of poly(ethylene oxide) and poly(propylene oxide)) and superparamagnetic iron oxide nanoparticles to synthesize an injectable ferrogel. This type of ferrogel has the advantage of being temperature and magnetic field-sensitive. Thus, below its temperature transition point, it is in the form of a “sol” (or liquid) that can be injected into the body, for example, with drug or biological cells incorporated with it [86]. The release of the drug from these ferrogels after the injection can be controlled by the applied magnetic field.

Another approach to prepare ferrogels was demonstrated by Reséndiz-Hernández and co-workers [87], which involved the use of freezing-thawing technique to form a ferrogel of PVA and magnetite nanoparticles (~12 nm) without the need for cross-linkers. However, the disadvantage of this technique is that magnetic nanoparticles form large agglomerates (~58 nm).
inside a PVA matrix resulting in a superparamagnetic behaviour of the ferrogel.

In another study by Czaun et al. [88], it was found that it is possible to employ magnetic nanoparticles as nano cross-linkers to replace the conventional cross-linking agents that might be toxic. The authors used the "grafting from" method, in which an initiator is used to grow polymer chains from inorganic surfaces, to functionalize iron nanoparticles via atom transfer radical polymerisation (ATRP). Although this novel approach to prepare ferrogels might help to reduce the risk of toxicity, the mechanical and swelling properties of the resulting ferrogels have not been tested.

The type of magnetic particles used to prepare ferrogels plays a significant role in determining the magnetic and mechanical properties of the ferrogel. The most reported materials for this purpose in the literature are magnetite and maghemite. However, other magnetic compounds can be used to obtain ferrogels. For example, cobalt-ferrite (CoFe$_2$O$_4$) was utilized in a study by Monz et al. [89]. In this study, the authors investigated the magnetic properties of ferrogels containing CoFe$_2$O$_4$ and their analogy, ferrofluids. The transformation from a superparamagnetic behaviour in the ferrofluids to a ferromagnetic behaviour was observed. This was explained by CoFe$_2$O$_4$ nanoparticles showing Néel relaxation when in the gel matrix which is responsible for the magnetization hysteresis, whereas Brownian rotational relaxation is restricted due to particle-polymer mechanical interactions. In contrast, Brownian rotational relaxation is dominant in ferrofluids leading to a superparamagnetic behaviour.

### 3.2.2.2 Applications of Ferrogels

The magnetic properties of ferrogels, mentioned in the previous section, have made them useful materials for many possible applications including bioseparation, artificial mussels and molecular delivery and release. However, the focus of this section will be on the use of ferrogels for molecular delivery and release under applied magnetic fields. In fact, there are two mechanisms for the use of ferrogels as delivery carriers, depending on the size of the
molecules (solute) required to be delivered; these are illustrated in Figure 3.3. In the first case, the solute molecule size is small compared to the mesh size of the ferrogel and therefore, under applied magnetic fields, when the ferrogel contracts, solute molecules can be expelled out of the gel medium depending on the magnetic field strength. In the second case, the solute molecule size is comparable to or larger than the mesh size of the ferrogel. As the mesh size becomes smaller in the applied magnetic field, solute molecules get trapped inside the polymer network, restricting their release to the surrounding environment. When the magnetic field is removed, the ferrogel swells again and releases the trapped molecules.

There are a few examples in the literature in which drug release (the first case described above) from ferrogels has been described. For instance, Liu et al. [90, 83] showed that drug release rate can be controlled by an on-off magnetic field switch and the time duration between two alternating on-off operations. This study also showed that the size of Fe₃O₄ nanoparticles in the PVA and gelatin ferrogel affects the performance of the system, as larger Fe₃O₄ nanoparticles result in more sensitivity due to their stronger saturation magnetisation and smaller coercive force (see Figure 3.4). Another study by the same authors exhibited a similar behaviour of gelatin-Fe₃O₄ ferrogels in which the release rate of vitamin B₁₂ was found to decrease by almost 10% in a magnetic field [91].

In another study, Satarkar and Hilt [92] found that the application of a high frequency (300 kHz) alternating magnetic field (AMF) to ferrogels made of temperature-sensitive polymers, such as PNIPAm, can control their transition temperature given that magnetic nanoparticles generate heat in AMF due to Néel and Brownian relaxations. This can be used to enhance the rate of drug release by a pulse application of AMF. These authors also reported the use of these ferrogels as valves in microfluidic devices [93].

3.3 Temperature-responsive Polymers

In addition to the polymeric systems that are responsive to pH, ionic strength and magnetic fields, described previously in this chapter, there are some poly-
Figure 3.3: Schematic diagram showing the mechanism by which a ferrogel responds to an external magnetic field. In zero magnetic field, the ferrogel can be swollen and drug molecules, for example, can penetrate the network. When an external magnetic field is applied, the ferrogel contracts and releases drug molecules to the surrounding environment. Once the magnetic field is removed the ferrogel retains its original state. In diagram (a), small drug molecules are released once the ferrogel contracts. On the other hand, diagram (b) shows large molecules which are trapped under the applied magnetic field but can be released by removing the magnetic field.
Figure 3.4: Drug release behaviour of gelatin ferrogels under a high-frequency magnetic field. Plot (a) shows the behaviour of the ferrogels when exposed to the magnetic field for 10 min; whereas plot (b) illustrates the effect of on-off operation of magnetic field on the drug release from gelatin ferrogels. In both cases there is an effect of the size of magnetic nanoparticles on the performance of the system. (Taken from S.H. Hu and co-workers, Controlled Pulsatile Drug Release from a Ferrogel by a High-Frequency Magnetic Field, *Macromolecules*, 40, p6786, Copyright (2007) with permission from the American Chemical Society [83], see appendix A.1).
mers which are highly responsive to temperature. The most widely investigated responsive systems are those stimulated by temperature and pH due to their ease of modification under laboratory conditions and their potential use in biomedical applications, both in vivo and in vitro. For example, temperature-responsive polymers have been considered as candidate smart materials for tissue engineering applications [94] and delivery vehicles for therapeutic agents [95, 6].

In general, the thermoresponsive nature of these polymers exists because they possess a critical solution temperature. The solubility of a polymer in water is changed dramatically at this temperature which leads to a transition between swelling and collapsing. A well known example is gelatin, in which the solubility decreases with decreasing temperature and at an upper critical solution temperature (UCST) this polymer undergoes a phase transition from a solution to a gel. However, many other temperature responsive polymers display reversed solubility. In other words, these polymers have been observed to undergo a sudden decrease in solubility as the temperature of the system increases. The temperature at which this reverse phase transition occurs is the lower critical solution temperature (LCST), as shown in Figure 3.5. The LCST here indicates a transition from hydrophilic to hydrophobic structures. This phenomenon is thermodynamically described as a result of a small change in entropy which leads to a transition from a random polymer coil to a collapsed polymer (or globule). However, this globule structure is a highly disordered system.

The most widely studied thermoresponsive polymers are poly(N-alkylacrylamide)s due to their ease of synthesis via free radical polymerisations. Moreover, the LCST of this class of materials can be controlled by using various alkyl groups, which in turn change the balance between hydrophobicity and hydrophilicity. It is also possible to copolymerize these polymers with some other desired materials to control their LCST. One of the most widely used polymers of this class is poly(N-isopropylacrylamide) (PNIPAM) which has a sharp phase transition around its LCST of 32°C. Because the LCST of PNIPAM is close to the body temperature, it is a popular polymer for use in many proposed applications [96, 20]; for these reasons there have been
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Figure 3.5: Schematic diagram showing the phase diagram of a polymer binary mixture indicating the change of LCST with molecular weight.

many attempts to increase this transition temperature to be closer to 37°C. The following sections will discuss the thermodynamics of PNIPAM and the possibility of controlling its LCST.

3.3.1 Thermodynamics of PNIPAM

The reversible solubility of PNIPAM was first reported by Scarpa et al. in 1967 [97]; however, a full understanding of the mechanism of this phase transition is still lacking. The scope of this section is only concerned with the basic mechanism by which the LCST of PNIPAM is controlled including some factors that affect this LCST. For more details about the historical and current discussions about the LCST of PNIPAM, the interested reader is referred to some reviews in the literature [20].

A remarkable change in solubility of linear PNIPAM chains in aqueous solution is observed at 32°C. Below this temperature, linear PNIPAM chains are in the form of individual extended coils which is a characteristic of a polymer dissolved in a good solvent. Above this temperature, PNIPAM coils
collapse and form aggregated globular structures which precipitate out of solution. This can also be observed at the macroscopic level, at high polymer concentration, as a change from a clear to a cloudy solution.

As described in Chapter 2, section 2.3, any solubility process or mixing can be explained by the second law of thermodynamics (equation 2.11). Below the LCST of the polymer, Gibbs free energy is dominated by the enthalpy term which is favourable for interactions such as hydrogen bonding between water molecules and the amide moiety of PNIPAMs. Once the temperature increases, hydrogen bonds formed earlier will break, increasing the entropy of the system until it overcomes the enthalpy and the Gibbs free energy becomes positive which leads to the collapse of the polymer.

The phase transition behaviour of PNIPAM can be explained by two distinct polymer-solvent interactions. First is the hydrophobic effect, which is a result of water molecules orienting themselves around non-polar regions of the polymer (i.e. the isopropyl groups), forcing the isopropyl groups to associate with the polymer backbone to form aggregates. The second effect is the hydrogen bonding effect, which is a result of water molecules orienting themselves around amide moieties [20, 98]. These two effects were first suggested by Heskins and co-workers in 1968 [99] when they introduced the “ice like” behaviour of water molecules around amide and isopropyl groups. However, different research groups have reported, with evidence, each effect independently as the driving force for the phase transition [100, 101, 102, 103, 104]. Soon after these arguments, Winnick [105] suggested that both effects are important in the phase transition behaviour of PNIPAM, which is the conclusion that was drawn in Schild’s review in 1992 [20].

The Flory-Huggins theory of solubility and mixing of polymer solutions (see Chapter 2) included a characteristic parameter (the interaction parameter, \( \chi \)) that describes the strength of the interactions between the solvent molecules and the monomer units within a polymer. The quality of solvents can be classified based on this interaction parameter. In conditions where \( \chi = \frac{1}{2} \) (the \( \theta \) point), the polymer-solvent interactions are balanced by monomer-monomer interactions and the polymer is said to be an ideal random coil. When \( \chi < \frac{1}{2} \), the solvent is described as “good”. in which
monomers effectively repel each other and monomer-solvent interactions are energetically favourable for mixing. Therefore, the polymer is in a swollen random coil conformation. By contrast, when $\chi > \frac{1}{2}$, the solvent is “poor”, in which the solvent-monomer interactions are weak and the polymer exists in a collapsed conformation [40, 106].

According to the second law of thermodynamics, mixing and solubility are dependent on temperature. Thus, ideal $\theta$ conditions occur only at a specific temperature which is called the $\theta$ temperature. For example, the transition temperature of linear PNIPAM is observed rapidly over the $\theta$ temperature, which is equivalent to the LCST, 32°C. In the case of PNIPAM, water is a good solvent below 32°C, whereas it is a poor solvent above it where PNIPAM linear chains change their structures from swollen to a collapsed conformation.

The LCST of PNIPAM is affected by various factors including polymer design and additives to the solution like salts and surfactants. The focus of this work is on the effect of polymer architecture on the LCST of PNIPAMs. PNIPAM has been rarely used as a homopolymer and normally it is copolymerized with other monomers in order to control its physical properties and to be able to functionalize it with biochemical materials. This copolymerisation has been used to modify the LCST of PNIPAM depending on the architecture of the obtained copolymers. For example, when PNIPAM is copolymerised with a more hydrophobic monomer, such as styrene [107], the LCST will decrease. Whereas, if it is copolymerised with a more hydrophilic monomer, such as acrylic acid [108, 109], the LCST will increase. Block or graft copolymerisations [110, 111, 112] are particularly popular, but these have a little effect on the LCST. This was explained by PNIPAM chains behaving as independent homopolymers in these systems.

Chain end groups also have a significant effect on the LCST of PNIPAMs. Chung et al. [113] were the first to introduce the idea that the transition from a soluble to an insoluble phase starts from chain ends. These authors showed that the LCST is dramatically enhanced when the end groups were attached to one end of the polymer chain rather than along the backbone.

Other polymer architectures of PNIPAM, such as microgels [23] and
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highly branched PNIPAM [114, 21] have also been reported with an LCST different from their linear PNIPAM counterparts. For example, in highly branched PNIPAM, it has been found that the LCST depends on the number of branch points per backbone and the end groups of these branches [115, 21].

3.3.2 Highly Branched PNIPAMs

The wide range of applications of branched polymers is due to the large number of chain ends per molecule and their controlled architecture. Whilst polymer architecture affects the rheology and solubility of branched polymers, the large number of chain ends is useful for functionlization with different chemicals from those along the main chain. Branched polymers can be synthesized by chain growth polymerisation in which branching units are used acting as transfer agents or initiators. Addition-fragmentation and reversible addition-fragmentation chain transfer (RAFT) methods are examples of the approaches that can form branched polymers. RAFT method has the advantage of giving the opportunity to modify the end groups [21]. This method has been used throughout this work and the mechanism of such approach will be discussed in Chapter 7, section 7.2.1.

Using RAFT polymerisation, Rimmer et al. [21, 26, 29, 114, 5] were able to prepare various highly branched PNIPAMs with different functionalities for different applications. For example, they used a polymerizable chain transfer agent that contains an imidazole thioacarbonylthio RAFT group to prepare highly branched PNIPAM with imidazole groups at the chain ends. These polymers were found to be useful for protein purification and temperature controlled entry and delivery into cells [29, 5]. A similar approach was used by Vogt and Sumerlin [116] to prepare branched PNIPAM in which they used RAFT polymerization with acryloyl trithiocarbonate.

It was found that an increase in the branching degree of PNIPAM leads to a reduction in the LCST by several degrees compared to the equivalent linear PNIPAM [21, 114]. This was attributed to the aggregation of chain end groups. Another study by Rimmer et al. [115] showed that converting
the chain end groups from N-pyrrole into more polar acids, such as COOH, improves the stability of the solution above the LCST by forming a dispersion of sub-micron particles. The LCST was also found to increase in the case of COOH end groups to be above that of N-pyrrole end groups.

Although many studies showed that the phase transition behaviour is independent of PNIPAM concentration, at least below 1% [103, 20], more recent studies on PNIPAM hydrogels [117] and highly branched PNIPAM [118] revealed a dependence of the LCST on concentrations above 1%. In the latter study, Tao et al. used laser light scattering (LLS) to measure the hydrodynamic radius of highly branched PNIPAM and found that the particle size (or molecular weight) and the polymer concentration play a significant role in controlling the phase behaviour of PNIPAM.

3.4 Diffusion in Water-based Systems

The basic principles of diffusion of macromolecules in polymeric systems were introduced in Chapter 2. The main purpose of this section is to review some of the most advanced studies on molecular transport in polymer solutions and gels. Diffusion in polymer solutions and gels is of great importance for biological and industrial applications, such as drug delivery and release in living tissue, and chromatographic separation. Thus, a thorough understanding of diffusion in polymeric systems is required to explore the structure and the mechanism of molecular transport in these systems. For instance, the diffusion coefficient of single polymer chains was found to be dependent on the structural behaviour of hydrogels including the change of mesh size, $\xi$, with response to the change in the surrounding environment. This gives the opportunity to sense the entrant structure of these materials which is difficult to obtain by conventional techniques. Various experimental techniques have been utilized to study diffusion in gels and solutions. Among these techniques are gravimetry, ion scattering, dynamic light scattering, neutron reflectometry and neutron spin echo [34, 35, 119, 120, 59]. Fluorescence spectroscopy techniques, such as fluorescence correlation spectroscopy (FCS) and fluorescence recovery after photobleaching (FRAP) are also powerful tools for
Figure 3.6: Chemical structure of fragment of dextran molecule showing α-1,6 glycosidic linkage between glucose molecules. The branching begins from α-1,3 linkages.

Fluorescently labeled dextran is the most widely used probe to study diffusion in living and polymeric systems. Dextran is a neutral homopolysaccharide that has many glucose units connected by α-1,6 linkages to form the molecular backbone. Dextran is a branched biopolymer with the side-chains being formed by α-1,3 linkages of glucose units (Figure 3.6). Water is a good solvent for dextran in which it forms a clear and stable solution. However, as a neutral polymer, the pH of the solvent and the addition of salt do not affect the solubility and viscosity of dextran. In many studies and for several biological applications dextran has been labeled with fluorescent materials, such as fluorescein isothiocyanate (FITC). It is debatable whether FITC-dextran is a neutral or charged polymer, although in many cases in the literature it is considered as a negatively charged biopolymer due to the negatively charged FITC that is attached to it [121, 122]. FITC-dextran has been used many times as a probe to study diffusion and release in various polymeric systems. For example, FCS has been utilized to investigate the effect of polymer concentration, temperature, pH and salt on the diffusion of FITC-dextran in polymer solutions and gels [123, 124, 125, 126, 127, 128, 129]. This method will be used throughout this work to study the diffusion of FITC-dextran...
in PMAA hydrogels and ferrogels (Chapters 5 and 6) and highly branched PNIPAM solutions (Chapter 8). The choice of the molecular weight of FITC-dextran (70 kDa in this study) was based on the possibility of penetrating the polymer networks in the collapsed state. Smaller molecular weights of this tracer will minimize the interactions between the probe molecules and the mesh of the polymer network. However, these interactions were not taken into account in this study. Previous studies [130] showed a strong dependence of diffusion coefficient on the probe molecular weight. This can be explained by considering Phillips diffusion model:

\[ D = D_0 \exp \left( -\alpha c^\nu \right), \]

where \( \alpha \) is a scaling prefactor that is a function of the probe size and its interactions with the polymer matrix. It has been found that \( \alpha \) depends strongly on the molecular weight as \( \alpha \sim M_w^{0.8} \) for macromolecular probes. \( c \) in equation 3.1 refers to the concentration of the polymer matrix and \( \nu \) is a stretching exponent that is related to the properties of the polymer solution and has a value between 0.5 and 1.
Chapter 4

Experimental Techniques

4.1 Introduction

Progress in nanotechnology has brought with it the need to describe and understand the processes and interactions on a molecular basis. Therefore, powerful techniques have been developed or improved, incorporating lasers, X-rays and neutrons. In this chapter, the experimental techniques used throughout this work will be discussed. However, some techniques were used only for basic characterisations, such as NMR, GPC and UV-visible spectroscopy, and these will only be briefly mentioned in the subsequent chapters. All of the techniques described in this chapter are considered to be analytical techniques that provide information about the examined materials at the nanoscale. These methods use primary probes (light, X-rays, neutrons) to excite secondary effects (electrons, photons, ions) in the regions of interest in the sample under study. These secondary effects can be recorded as a function of different variables including energy, temperature, intensity, angle and phase.

The work in this thesis involved the use of fluorescence correlation spectroscopy (FCS) and neutron spin echo (NSE) to investigate the dynamics in different polymeric systems; small-angle (X-ray and neutron) scattering (SAXS and SANS) to study the structural behaviour of different organic and inorganic materials. In addition, a superconducting quantum interference
device magnetometer (SQUID) was used to measure magnetization and particle size. The theoretical background and the principles of these techniques will be discussed in this chapter, but the operation of these techniques is beyond the scope of this work.

4.2 Fluorescence Correlation Spectroscopy

One of the most powerful techniques with a temporal resolution for investigations at the molecular level is fluorescence correlation spectroscopy (FCS) which has been extensively used in physics, chemistry and biology. The most obvious examples are the study of molecular mobility, photophysics and photochemistry. There is a considerable number of FCS studies, developments and reviews in the literature [131, 132, 133, 134, 135, 136, 137, 138], and the aim of this section is to give an overview of the principles of the technique. FCS was first introduced by Magde and co-workers in 1970 as a dynamic light scattering technique [139]. The early work done using FCS was the study of biological systems including DNA kinetics and interactions [131]. After that, FCS was used for measuring concentrations and molecular mobilities [134]. In 1993, Rigler and co-workers demonstrated the importance of the confocal volume for FCS measurements. Following this, in 1995, the multiphoton technique was introduced in order to decrease and improve the sampling volume in a similar way to the confocal technique but without the need of emission pinholes [140, 141, 133]. Another advantage of using two-photon FCS is that only the part of the sample at the focal spot is excited by the used laser which prevents damage of other parts of the sample. This was a great development especially for living cells [141]. In addition to its usefulness in three-dimensional systems, FCS has been adopted for two-dimensional diffusion (on surfaces) [142, 143].

4.2.1 Principles of FCS

FCS is a single molecule technique that uses a very tightly focused laser beam to observe the random Brownian motion of fluorescently labelled molecules
within a very small detection volume (~1 femtolitre). Earlier confocal systems like the one used by Ricka and Binkert (1989) [144] suffered from poor signal-to-noise ratio due to many reasons including the large number of detected molecules, unstable laser sources and low-efficiency detectors. The widespread use of confocal systems started after the work of Rigler and co-workers in the early 1990s [138]. The use of confocal illumination was the main key for pushing the sensitivity of FCS to the single molecule level. The setup used in the Rigler confocal system contains an epi-illuminated microscope configuration, a strong and focused laser beam, a small pinhole and an avalanche photodiode (APD) detector. This focused laser beam is reflected by a dichroic mirror into a high numerical aperture (NA) objective, which projects a more focused laser beam into the sample. The emitted light from the sample is collected by the same objective which then passes through a pinhole to be filtered by cutting off the out-of-focus light. This results in the formation of a typical observation volume (confocal volume) for FCS of about 1 femtolitre. This small detection volume allows the fluctuations generated by single molecules to be accurately recorded. As a result, the signal-to-noise ratio is large compared to that at high number of molecules. Thus, FCS has been found to perform best when the number of fluorophores in the detection volume is <10 [145]. In typical experiments, the concentration of the fluorescent probes should be around 1 nM, which gives an average of 0.7 molecules in the detection volume (for the setup used in this work with a detection volume of 1.2 femtolitre). The diffusion or transport into and out of the detection volume can be easily measured for the average number of molecules passing through this volume. Therefore, FCS is an ideal technique to measure diffusion coefficients, fluorophore concentrations, particle sizes, chemical reactions, conformational changes, binding/unbinding processes and some others.

4.2.2 Fluorescence Phenomena

The emission of light from electronically excited states in any substance is called luminescence. There are two types of luminescence, fluorescence and
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Figure 4.1: A schematic of a typical Jablonski diagram showing the radiative process (solid arrows) and non-radiative processes (dashed arrows) from the singlet states (ground, $S_0$, and excited, $S_1$ and $S_2$, states) and triplet states $T_1$ and $T_2$. Each of these electronic energy levels has a number of vibrational levels (0, 1, 2, etc) in which the fluorophores can exist. This diagram also shows the two different photophysical processes: fluorescence and phosphorescence.

phosphorescence, depending on the excited states from which the emission occurs. A Jablonski diagram (Figure 4.1) shows the electronic states of a substance and the transition between them. According to the Pauli exclusion principle, the ground state is usually occupied by two electrons. The absorption of a photon (with energy $h\nu_A$) results in an excitation of an electron from the ground state, $S_0$, to an excited state, $S_n$, $(n = 1, 2, 3, ...)$ with many vibrational levels. The excited electrons can return to the ground state via a number of routes including radiative and non-radiative transitions.

The radiative transitions include the absorption of energy ($h\nu_A$), when the excited electron moves from the ground state to a higher energy level, and the photon emission energy ($h\nu_{em}$). Fluorescence emission occurs when an electron transfers between the same spin states ($S_n - S_0$). On the other hand, the phosphorescence emission occurs when the transition is between states with different spin multiplicity ($T_n - S_0$). The fluorescence emission
has a lower energy (longer wavelength) compared to the excitation energy. This phenomenon is called the Stokes Shift (figure 4.2).

In contrast, the non-radiative transitions can take place in three different ways. First, the vibrational relaxation of the excited state to its lowest vibrational level, which occurs quickly (< 1 ps) and can be enhanced by physical contact of the excited molecule with other molecules. The energy lost in this process dissipates in the form of heat. Second, the internal conversion which is a result of the transition from an excited state to a lower electronic state of the same spin multiplicity. Third, the intersystem crossing which is the transition between the electronic states with different spin multiplicity.

There are a number of processes that occur during the excited state, such as photobleaching, collisional quenching and fluorescence energy transfer, which can cause a loss of some fluorescence photons. For example, photobleaching, which occurs when a fluorophore irreversibly loses the ability to emit light due to chemical damage and covalent modification, is found to arise after the transition from an excited singlet state to the excited triplet state in many fluorescent molecules, because the triplet state is a long-lived state that allows excited molecules to interact with the surrounding environment for longer times [146]. Although this phenomenon can be destructive to microscopy measurements, it has been exploited for studying diffusion of molecules in a technique called fluorescence recovery after photobleaching.
(FRAP) [147, 146]. Therefore, not all of the excited fluorophore molecules will go back to the ground state, and the ratio between the emitted and absorbed photons is called the quantum yield, which can be between 0, for non-fluorescent materials, and 1 for highly fluorescent fluorophores in the ideal case assuming no triplet state excitations. However, even highly fluorescent materials do not emit as many photons as they absorb due to the above mentioned non-radiative transitions which compete with fluorescence. This quantum efficiency can be affected by the surrounding environment, such as temperature, pH and ionic strength [148].

Fluorophore molecules can be repeatedly excited, unless they are damaged by photobleaching, resulting in a cyclical process of fluorescence. The distribution of the excitation spectrum of a given fluorophore is due to the fact that an electron can be excited from different energy levels in the ground state and can move to any energy level of the excitation state. Fluorescence techniques are highly sensitive and this sensitivity is determined by the shift in the wavelength between the excitation and emission spectra (Stokes Shift, Figure 4.2). The emitted photons can be detected against low background by using bandpass filters to separate them from the excitation ones (see the setup in the next section). In dilute solutions, there is a linear relationship between the fluorescence intensity and the molar excitation coefficient, the optical path length, the fluorophore concentration, the fluorescence quantum yield, the excitation intensity and the detector efficiency in the instrument. If one used a laser light source, then the illumination wavelength (energy) and the excitation intensity can be constant and the fluorescence intensity would be only a linear function of the fluorophore concentration. However, at high fluorophore concentrations, this relationship is not linear due to some other processes, such as self-absorption, which interfere with the measurement [148].

4.2.3 FCS Instrumentation and Setup

A typical confocal microscope setup is shown in figure 4.3. The incident laser beam is collected by an objective and a lens. The resulting parallel beam
Figure 4.3: Schematic diagram showing the main principles of FCS and the optics of the inverted confocal microscope.

is then deflected by a main dichroic mirror to an objective lens placed in the focal plane of this objective, which focuses the beam into a diffraction limited volume in the sample, forming a double cone of excitation light (called confocal volume). It has been found that the highest intensity is between these two cones, although it is possible for the excitation and fluorescence to take place anywhere in the volume outlined by the two cones.

Once the fluorophores are excited, the fluorescence emission is collected through the same objective and focused onto a pinhole. Hence, the waist of the laser beam in the sample can be imaged onto the pinhole aperture. The main idea of the confocal approach is spatial filtering which is used to
eliminate the out-of-focus light in the sample that is thicker than the plane of the focus. The coupling of the objective and the pinhole results in a spatial filter, which controls the size of the sampling volume. If the pinhole is relatively small (30 – 50 μm), only fluorescent light from the focal plane of the objective can go through this pinhole. This passing light is collected by a photon counting detector and then transformed into an autocorrelation function. However, this autocorrelation function can be affected by some of the properties of the detector such as “afterpulsing”. Afterpulsing phenomenon is the detector pulse that follow the genuine output. In photomultipliers, afterpulsing is usually caused by ionized atoms of the residual gas resulting in delayed photoelectrons or by the effect of the fluorescence and luminescence of the residual gas. In avalanche photodiode (APD), some of the charge carriers are trapped in the junction depletion layer which can be thermally released at a later time leading to afterpulsing [149]. In order to overcome the afterpulsing problem resulting from the collected light on the detector, a beam splitter is used to split the fluorescent light between two photodetectors. The collected lights on both detectors are then cross-correlated to give a similar function to the autocorrelation function but without the afterpulsing noise [134]. This way of collecting the fluorescent light on two detectors is also useful in the case of two photon and two colour FCS setups [150].
The sampling volume (confocal volume), shown in Figure 4.4, does not have sharp boundaries due to the diffraction of the light in the sample but forms an elliptical shape. Hence, this sampling volume can be considered as a 3D image of a point source for which the point spread function of a lens system can be applied. This means that there are more excited fluorescent particles than those detected. By using a small pinhole, one can approximate the point spread function by the Gaussian function. Therefore, the Gaussian distribution of the detected intensity can be given as:

$$I(x, y, z) = I_0 \exp \left( -\frac{2(x^2 + y^2)}{\omega_{xy}^2} - \frac{2z^2}{\omega_z^2} \right),$$

(4.1)

where $I_0$ is the peak intensity, $(x, y)$ and $z$ are the radial and axial coordinates of the fluorescent particle in the confocal volume, respectively, and $\omega_{xy}$ and $\omega_z$ are the radial and axial sizes of the beam waist, respectively, where $\omega_z > \omega_{xy}$.

### 4.2.4 FCS Autocorrelation Functions

As mentioned in the previous section, each emitted photon from a single molecule in the detection volume is recorded by highly sensitive single-photon counting modules in a time-resolved way. The probability of detecting this photon determines the shape of the correlation function. This detection probability is the probability that a molecule emits a photon and that this photon is detected. Therefore, this probability depends on the excitation laser intensity distribution and the detection efficiency function. However, the number of the detected photons fluctuates with time due to the change of the number of fluorescent molecules in the confocal volume (diffusion) and the fluctuation in the number of emitted photons per molecule. The diffusion of fluorophores in the confocal volume contributes to the signal and the noise, while the number of emitted photons per molecule affects the noise only. In addition, the background noise and the correlated laser noise contribute to the limitation of the signal-to-noise. Although increasing the concentration of fluorescent molecules reduces the background in the signal, the amplitude of the correlation decreases with the number of fluorescent molecules, $N$. 

The probability of the molecular detection can be given as:

\[ P = \frac{k \cdot I(r, t)}{I_0} = k \cdot \exp \left( -\frac{2(x^2 + y^2)}{\omega_{xy}^2} - \frac{2z^2}{\omega_z^2} \right), \]

(4.2)

where \( k \) is the collection efficiency function. The total fluorescence intensity can be written as:

\[ F(t) = \alpha \int I^2(r, t)C(r, t)dr, \]

(4.3)

where \( C(r, t) \) is the local concentration of the fluorescent particles. The diffusion of these particles into and out of the confocal volume changes the particle concentration within this volume which, according to equation 4.3, affects the fluorescence intensity.

If the excitation power is constant, then the fluctuations of the fluorescence signal are characterized by the deviations from the temporal average of this signal:

\[ \delta F(t) = F(t) - \langle F(t) \rangle, \]

(4.4)

where

\[ \langle F(t) \rangle = \frac{1}{T} \int_0^T F(t)dt. \]

(4.5)

If the signal fluctuations are only due to changes in the particle concentration within the effective confocal volume, \( V_{\text{eff}} \), then the fluctuation of the fluorescence intensity is given as:

\[ \delta F(t) = \kappa \int_V I(r) \cdot S(r) \cdot \delta(\sigma \cdot q \cdot C(r, t)) \cdot dV, \]

(4.6)

where \( \kappa \) is the overall detection efficiency and \( S(r) \) is the optical transfer function of the objective-pinhole combination. The parameter \( \delta(\sigma \cdot q \cdot C(r, t)) \) is the dynamics of a single probe, where \( \delta \sigma \) is the fluctuation in the molecular absorption cross-section, \( \delta q \) is the fluctuation in the quantum yield and
\( \delta C(r, t) \) is the fluctuation in the concentration (Brownian motion) of the particles at time \( t \).

Because it is difficult to obtain the parameters in equation 4.6, it is simplified as follows:

\[
\delta F(t) = \kappa \int W(r) \delta(\eta C(r, t)) \cdot dV. 
\]

where \( W(r) \) is a combination of the two dimensionless spatial optical transfer functions, which are related to the spatial distribution of the emitted light by:

\[
W(r) = \frac{I(r)}{I_0} \cdot S(r) = \exp \left( -\frac{2(x^2 + y^2)}{\omega_{xy}^2} - \frac{2z^2}{\omega_z^2} \right). 
\]

The parameter \( \eta \) in equation 4.7 defines the photon count rate per detected molecule per second and can be given in terms of the excitation intensity amplitude, \( I_0 \), as:

\[
\eta = I_0 \cdot \kappa \cdot \sigma \cdot q. 
\]

This parameter is important as a measure of the signal-to-noise ratio which is therefore used for measurement quality and setup.

The autocorrelation function, \( G(\tau) \), which is used to describe the fluctuation of the fluorescence intensity, compares the fluorescence intensity at time \( t \), \( F(t) \), with that after a lag time, \( \tau \), \( F(t + \tau) \). Mathematically, the normalized form of \( G(\tau) \) can be written as [151]:

\[
G(\tau) = \frac{\langle \delta F(t)\delta F(t + \tau) \rangle}{\langle F(t) \rangle^2}. 
\]

Depending on the diffusing probe, there have been a number of correlation models. For example, these models depends on whether the probe is diffusing freely or anomalously, or if it is affected by photodynamical properties of the dyes (triplet state kinetics and photobleaching). However, the anomalous diffusion will not be discussed in this work, as all of the studied systems showed no such process. In all of these models, the autocorrelation function
is taken as the product of the different involved processes as:

\[ G(\tau) = 1 + (\text{Amplitude}) \cdot (\text{Flickering}) \cdot (\text{Diffusion}) \]

\[ G(\tau) = 1 + \frac{1}{\langle N \rangle} \cdot (G_{F}(\tau) - 1) \cdot (G_{\text{diff}}(\tau) - 1), \quad (4.11) \]

where \( G_{F}(\tau) \) and \( G_{\text{diff}}(\tau) \) are the correlation of flickering and diffusion, respectively.

Assuming a freely diffusing fluorophore through a 3D sampling volume without any changes in its fluorescence properties (i.e. \( \delta \eta = 0 \)), then the autocorrelation in this case can be given by [134, 131, 136]:

\[ G(\tau) = \frac{1}{V_{\text{eff}} \langle C \rangle} \left( 1 + \frac{\tau}{\tau_{D}} \right) \left( 1 + \frac{\tau}{R^{2}\tau_{D}} \right)^{-\frac{1}{2}}, \quad (4.12) \]

where \( R = \omega_{xy}/\omega_{z} \) is the elongation parameter and the effective confocal volume can be calculated as follows:

\[ V_{\text{eff}} = \frac{\int W(r)dV^{2}}{\int W^{2}(r)dV} = \pi^{3/2} \cdot \omega_{xy}^{2} \cdot \omega_{z}. \quad (4.13) \]

The amplitude of the correlation curve, shown in Figure 4.5, is related to the mean number of particles by:

\[ G(0) = \frac{1}{\langle N \rangle} = \frac{1}{V_{\text{eff}} \cdot \langle C \rangle} \quad (4.14) \]

The autocorrelation function (4.12) is useful for determining the concentration of the diffusing fluorophores (as will be seen in chapter 5) and their translational diffusion time, \( \tau_{D} \). From this diffusion time, and for particles with hydrodynamic radius less than \( \omega_{xy}/10 \), the diffusion coefficient can be obtained using a relationship described by Varma and co-workers [152, 131]:

\[ D = \frac{\omega_{xy}^{2}}{4\tau_{D}}. \quad (4.15) \]

The above-mentioned assumption, however, cannot be true for real dyes at high excitation powers (i.e. fluorescence properties change and \( \delta \eta \neq 0 \)).
Flickering phenomena (intersystem crossing process in Figure 4.1) are caused by the transition of the dye to triplet states. According to quantum mechanics, this transition is forbidden and the fluorophore needs extra time to relax back to its ground state. The dye at this “flickering” stage cannot emit any photons and can accordingly be called a dark stage, which interrupts the continuous fluorescence emission of the excited molecule.

If the fluorescence fluctuations which arise from intra- or intermolecular reactions are much faster than those caused by the movement of the particle itself, then the autocorrelation function can be written in terms of these dynamics in a general form as:

$$G_{\text{total}}(\tau) = G_{\text{motion}}(\tau) \cdot X_{\text{kinetics}}(\tau).$$  \hspace{1cm} (4.16)
This assumption can only be true if the diffusion coefficient is not affected by this reaction [153, 154]. The triplet blinking is described as:

\[ X_{\text{triplet}}(\tau) = 1 - P_t + P_t \cdot \exp\left(-\frac{\tau}{\tau_t}\right), \]  

(4.17)

where \( P_t \) is the triplet fraction and \( \tau_t \) is the triplet time. The addition of this term to the autocorrelation function adds another shoulder in the correlation curve at shorter time scales (see Figure 4.5). Equation 4.17 can also be normalized by dividing by \((1 - P_t)\) [155, 136] to give:

\[ X_{\text{triplet}}(\tau) = 1 + \frac{P_t}{1 - P_t} \cdot \exp\left(-\frac{\tau}{\tau_t}\right). \]  

(4.18)

The overall autocorrelation function, including diffusion and flickering, for a freely diffusing fluorophore in 3D can be written as:

\[ G(\tau) = 1 + \frac{1}{N} \left[ \left(1 + \frac{\tau}{\tau_D}\right)^{-1} \left(1 + \frac{\tau}{R^2 \tau_D}\right)^{-\frac{1}{2}} \left(1 + \frac{P_t}{1 - P_t} \cdot \exp\left(-\frac{\tau}{\tau_t}\right)\right) \right]. \]  

(4.19)

It can be noticed from equation 4.19 that the flickering is independent of the size of the confocal volume. One requirement for equation 4.19 to be used is that the confocal volume must be Gaussian and therefore the detector aperture should be relatively small.

### 4.3 Small-Angle Scattering

Small-angle scattering generally encompasses small-angle neutron (SANS), X-ray (SAXS) and light (SALS) scattering [156, 157, 158, 159]. All of these techniques use the elastically scattered radiation from a sample to obtain a scattering pattern that is used to give information about the size, shape, orientation and surface-to-volume ratio of the sample under investigation. SANS and SAXS, for example, are able to probe nanostructures ranging from 1 nm to more than 100 nm (see Figure 4.6). Therefore, they have a wide range of applications such as in the investigation of polymer and
biological molecules and nanoparticles. The type of radiation one can use depends on many factors including the nature of the sample, the sample environment, the length scale to be probed and the information that can be obtained. For example, SALS cannot be employed to study optically opaque samples and SAXS would not be a useful tool to study thick samples, whereas SANS can be used in most cases to probe different length scales. Despite the difference in radiation, basic laws (Guinier, Zimm, Kratky and Porod) can be employed to analyze the data obtained from these three techniques, making them complementary to each other with some differences in the experimental details.
4.3.1 Small-Angle X-ray Scattering (SAXS)

Small-angle X-ray scattering (SAXS) is a reliable and economic analytical technique that allows one to study the structure and interactions of organic and inorganic systems with no need to crystallize the sample under investigation [160, 161]. Therefore, SAXS has been utilized to probe complex systems (from 1 nm up to several hundred of nanometres), such as proteins, nucleic acids and a variety of synthetic polymer structures [161, 162, 77, 163, 164, 165, 166]. The materials that one can study by SAXS could be solid, liquid or a combination of solid, liquid or gaseous domains. Particles as well as ordered systems and fractal-like materials can be studied using SAXS. Applications of SAXS include colloids of all types, metals, cement, oil, polymers, plastics, proteins, foods and pharmaceuticals. Despite being mostly used for research purposes, SAXS could also be used for quality control.

4.3.1.1 SAXS Principles

Scattering processes are generally described by the inverse relationship between particle size and scattering angle. For example, a particle with size between 1 nm and 100 nm, which is larger than the wavelength of X-rays (0.15 nm for the frequently used CuKα-line), requires a small range of scattering angles (typically 0.1-10°). X-rays are scattered by electrons; therefore, there must be electron density inhomogeneities in the sample under study. These electrons oscillate with the same frequency as the X-rays used, then emit coherent secondary X-ray waves. If the scattered X-rays have the same wavelength as the incident beam, it is called elastic (coherent) scattering. In contrast, if the scattered radiation has a different wavelength from the incident beam, it is inelastic (incoherent) scattering. However, incoherent scattering is insignificant at small angles [160].

The diffraction of X-rays (Figure 4.7) produced by the interference between the waves scattered by the electrons in the sample is used to study the different structures in the sample. X-rays with wavelength, \( \lambda \), reflected from the planes of the sample interfere with each other. This interference is destructive unless the path difference between the interfered rays is equal to
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Figure 4.7: Bragg reflection of two X-rays from two adjacent planes, separated by a distance \( d \), having a path difference \((OA + OB) = 2d \sin \theta\).

an integer number of the wavelengths \((n = 1, 2, 3, \ldots)\). Therefore, according to Bragg’s law, the path difference for a constructive interference of reflected waves from any two planes separated by a distance, \( d \), is given by \([167, 160]\)

\[
2d \sin \theta = n\lambda. \tag{4.20}
\]

In a typical experiment, the collimated X-rays are scattered by a sample through an angle \(2\theta\) (Figure 4.8). The intensity of the scattered radiation is recorded as a function of the scattering angle, from which the structure information can be obtained. As mentioned previously, the scattering of X-rays occurs when there is a difference in the electron density and the scattering pattern, on the detector, occurs because of the interference of the secondary waves that are emitted from the various irradiated electrons. Hence, the small-angle scattering of X-rays can be observed if and only if there is an inhomogeneity in the electron density in the sample and when these electrons resonate with the frequency of the applied X-rays, emitting coherent secondary waves which interfere with each other.

The obtained pattern (Figure 4.8) does not show directly the structural and morphological information in the sample, but rather it is related to the
Figure 4.8: A schematic diagram showing 2D SAXS setup and the process of scattering data.
intensity of the Fourier transformation of the electron density, which can be interpreted to obtain the required information about the structure and size and morphology. The scattering of X-rays of a wavelength, $\lambda$, through an angle $2\theta$ is represented by the scattering vector, $\vec{q}$, the modulus of which is given by

$$|\vec{q}| = \left( \frac{4\pi}{\lambda} \right) \sin \theta. \tag{4.21}$$

Since incoherent and Compton scatterings can be neglected at small scattering angles, the scattered waves are assumed to be coherent. Hence, the resulting amplitude is the sum of all the secondary waves, and the intensity is the absolute square of this amplitude. However, the resulting amplitude is usually given in terms of the electron density, $\rho(r)$, because of the large number of electrons given that single electrons cannot be localized.

If one takes a solution, for example, the particles in the solution are not oriented. However, the physical scattering process is the contribution from a large number of randomly oriented particles. Therefore, the 3-dimensional electron density distribution, $\rho(r)$, which represents the structure of the particle, is reduced to a one-dimensional distance distribution function, $P(r)$. The Fourier transformation of this function, $P(r)$, is the mathematical expression of the physical scattering process. Practically, the scattering intensity is affected by the polychromatic radiation, the length and width of the slit of the collimator and the detector. Thus, this scattering intensity must be corrected according to these effects. However, these effects can be neglected if one uses a monochromatic primary beam with a point collimator of very high intensity and an infinitesimal detector.

The focus of the SAXS experiments in this work is on dilute systems, in which the inter-particle interactions are negligible and the scattering from these systems is mainly due to the particle scattering (form factor) [168]. In this case, SAXS data can be obtained using the indirect Fourier transformation method. Hence, the scattering intensity from one scattering particle (the form factor), $I(q)$, is the Fourier transformation of the pair distance distribution function, $P(r)$, given by [160]:
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\[ I(q) = 4\pi \int_0^\infty P(r) \frac{\sin(qr)}{qr} dr, \quad (4.22) \]

where \( P(r) \) is related to the characteristic function, \( \gamma(r) \), of the particle by

\[ P(r) = r^{d-1} \gamma(r), \quad (4.23) \]

where \( r \) is the distance between two scattering centres in the particle and \( d \) is the dimension which determines the symmetry type (e.g. \( d = 3 \) for spherical symmetry). This pair distance distribution function provides information about the particle size, shape and internal structure.

The simplest case of particle scattering is that of spherical particles because they show equivalent orientations all over the scattering volume. This allows a direct calculation of the scattering intensity. Assuming a spherical particle in a dilute solution with a radius, \( R \), and volume, \( V \); and if the difference between the constant electron density in the particle, \( \rho \), and in the solvent, \( \rho_0 \), is \( \Delta \rho = (\rho - \rho_0) \), then the scattering intensity can be given by the Rayleigh equation [160]:

\[ I(q) = (\Delta \rho)^2 V^2 \left[ \frac{3(\sin qR - qR \cos qR)}{(qR)^3} \right]^2. \quad (4.24) \]

4.3.1.2 SAXS Instrumentation

In this work, SAXS measurements were carried out using the Bruker NanoStar pictured in Figure 4.9. This technique has an optical system, which contains an active crossed multi-layer monochromatic system and a passive pinhole collimator, to adjust the X-ray beam (as illustrated in Figure 4.8). The X-ray radiation is monochromatised by the muti-layer monochromator, so the divergent 2-dimensional beam is adjusted to a 2-dimensional beam with a single wavelength from a distribution of \( \lambda \). The use of the pinhole collimator system helps to obtain a direct and controllable beam size by which SAXS achieves the highest resolution with an extremely low background. A
spatial resolution can be obtained by using many pinhole collimators combined with a “cross-coupled Göbel Mirror” (ccGM).

An X-ray generator, operated at 40 kV and 35 mA, is used to generate X-ray radiation through a water cooled ceramic diffraction (KF type) X-ray tube which focuses an electron beam on a copper anode and allows the generated X-rays to exit via a Beryllium window. The X-ray beam passes through the ccGM system making four parallel beams. These beams are then controlled by a four pinhole system. The unwanted radiation is removed at the first pinhole and the rest of the X-rays continue to the second pinhole which controls the size of the beam with to a 750 μm diameter. The beam is defined at the third pinhole that has a diameter of 400 μm. The first three pinholes are mounted on XY translational stages and positioned between beam path tubes made of steel. The fourth pinhole is mounted on the chamber itself and the function of this pinhole is to remove the edge scattering of the third pinhole, which is why it is called an anti-scatter pinhole.

The (xy) position of the scattered X-rays entering the imaging area of the detector is determined by xenon gas atoms in the detector which are ionised by X-rays. These xenon ions move towards an electrode generating electrical signals that are transferred to a preamplifier in the detector. These signals are represented by the real time colour display building up the scattering pattern as shown in Figure 4.8. The built-in SAXS software is used to integrate intensity profiles and to transfer the 2-dimensional scattering patterns into a one-dimensional intensity $I(q)$, as a function of the scattering angle or the scattering vector ($q$).

### 4.3.2 Small-Angle neutron Scattering (SANS)

Small-angle neutron scattering (SANS) was developed in the 1960s, i.e. 30 years after the discovery of small-angle scattering by Guinier during X-ray diffraction experiments on metallic materials [169]. Since its development, SANS has become a powerful technique for probing different structures and materials. At the beginning, the technique was mainly used for studying crystalline materials, which improved the understanding of structural infor-
CHAPTER 4. EXPERIMENTAL TECHNIQUES

mation of many important materials. However, the last two decades have seen increasing interest in using SANS for other disciplines, including soft matter (organic polymers and biological macromolecules). These materials contain many hydrogen atoms which makes them suitable for labeling with deuterium. Using this labeling method enhances the contrast between different regions in the sample or between the sample and the surrounding solvent [157].

The following sections will consider the principles and theory behind SANS with some description of its instrumentation and setup. However, the theories used to deal with the data obtained from SANS will be given in detail in Chapter 7.

4.3.2.1 Neutron Sources and Properties

Generally, there are two different ways to produce neutrons: by using a nuclear reactor or a spallation process. In the first approach, neutrons are obtained by the fission of uranium-235. Each fission process results in 2-3 neutrons. The most powerful research reactor in the world is the 57 MW HFR at ILL, France. The second approach employs particle accelerators and synchrotrons to acquire intense, high-energy protons. These protons are
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directed at a target containing heavy nuclei (usually tantalum) to obtain 20 to 30 neutrons after each impact. The most powerful spallation neutron source in the world is currently the ISIS facility at Rutherford Appleton Laboratory (RAL), UK [156, 170].

The neutrons produced have wavelengths of between 0.01 and 3 nm by cooling them, for example, down to 20 K in liquid H\textsubscript{2}. The energy of these neutrons can be calculated using the following equation,

\begin{equation}
E = \frac{3}{2} k_B T,
\end{equation}

where \( k_B \) is Boltzmann constant and \( T \) is the absolute temperature (e.g. 20 K). According to the Maxwell-Boltzmann distribution, the most probable speed \( (v) \) can be calculated from:

\begin{equation}
\frac{3}{2} k_B T = \frac{1}{2} m v^2,
\end{equation}

which gives

\begin{equation}
v = \sqrt{\frac{3 k_B T}{m}},
\end{equation}

where \( m \) is the neutron mass. The momentum of the neutron is given by

\begin{equation}
P = m v = \frac{h}{\lambda}.
\end{equation}

Therefore,

\begin{equation}
\lambda = \frac{h}{m v} = \frac{h}{\sqrt{3 k_B T m}},
\end{equation}

where \( h \) is Planck’s constant. Neutrons travel a distance \( L \) from the chopper to the detector in a time \( t \) (i.e. \( v = L/t \)). Intensity is measured as a function of time (number of neutrons arrived to the detector in time \( t \)), so the intensity can be obtained as a function of wavelength \( (\lambda) \).
Figur e 4.10: A schematic diagram showing the basic scattering principles ($k_0, k_1$ are the initial and final wave vectors) and including the solid angle of scattering, $d\Omega$.

### 4.3.2.2 SANS Principles

A detailed theory of SANS can be found in many books and reviews in the literature [158, 171, 172, 173]. As for any small angle scattering method, the scattered momentum transfer $Q$ is the difference between the incident wavevector $k_0$ and the scattered wavevector $k_1$ ($Q = k_1 - k_0$) in a given direction $\theta$ (see Figure 4.10).

When neutrons are scattered by a sample, they exchange energy and momentum with this sample. Therefore, the change in energy of the scattered neutrons is given by

$$\Delta E = E_1 - E_0 = \frac{1}{2}m(v_1^2 - v_0^2).$$

(4.30)

where $\omega$ is the neutron frequency and $h$ is the reduced Plank’s constant ($h = h/2\pi$). The momentum transfer $Q$ can be written as:

$$hQ = h(k_1^2 + k_0^2 - 2k_1k_0\cos\theta)^{1/2}.$$  

(4.31)

For elastic scattering, $k_1 = k_0$ and
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\[ Q = |Q| = \frac{4\pi}{\lambda} \sin \frac{\theta}{2}. \]  

(4.32)

A SANS detector usually records the scattering intensity as a function of the energy and the scattering angle in terms of the differential cross section \( d\sigma(\theta)/d\Omega dE \), where \( \sigma(\theta) \) is the cross section in barns \( (10^{-28}\text{m}^2) \) and \( d\Omega \) is the solid angle (see Figure 4.10). This differential cross section is [173, 156]:

\[
\frac{d\sigma(\theta)}{d\Omega dE} = \frac{\text{number of neutrons scattered per second into } d\Omega}{\Phi d\Omega},
\]  

(4.33)

where \( \Phi \) is the incident neutron flux. In other words, \( d\sigma(\theta)/d\Omega dE \) is the probability that neutrons will be scattered by the sample with energy \( dE \) in an element of solid angle \( d\Omega \). From this differential cross section one can obtain the so-called scattering function (or Van Hove scattering law) [173]:

\[
S(Q, \omega) = \frac{k_0}{k_1} \frac{1}{N b^2} \frac{d\sigma(\theta)}{d\Omega dE},
\]  

(4.34)

where \( b \) is the scattering length, which is the probability that a neutron will be scattered by a nucleus, and \( N \) is the number of incident neutrons. The differential scattering cross section \( d\sigma(\theta)/d\Omega dE \) is referred to as the microscopic differential cross section to distinguish it from the macroscopic cross section that can be given by:

\[
\frac{d\Sigma(\theta)}{d\Omega} = n \times \frac{d\sigma(\theta)}{d\Omega dE},
\]  

(4.35)

where \( n \) is the number concentration of scattering centres in the sample. The macroscopic differential cross section (which is often referred to in the literature as the scattering intensity \( I(Q) \)) can be written as [156]:

\[
\frac{d\Sigma(\theta)}{d\Omega} = nV^2(\Delta\rho)^2P(Q)S(Q) + B,
\]  

(4.36)

where \( V \) is the volume of one scattering centre, \( (\Delta\rho)^2 \) is the contrast between the solute and the surrounding medium, given by \( (\Delta\rho)^2 = (\rho - \rho_m)^2 \) with \( \rho \) and \( \rho_m \) being the neutron scattering length densities of the solute and the
medium, respectively, and $B$ is the background scattering signal. Equation 4.36 is a generalized form of the macroscopic differential cross section with $P(Q)$ and $S(Q)$ being the form factor and structure factor, respectively.

### 4.3.2.3 SANS Instrumentation

A typical setup of SANS based on the PAXY spectrometer used at LLB, Saclay (France) is shown in Figure 4.11, although other instruments have been used such as the one at the ISIS facility at Rutherford Appleton Laboratory (RAL), UK [156, 172, 171]. The incoming neutrons are monochromatized by a velocity selector to achieve wavelengths from 0.4 nm to 2 nm. The neutrons are then collimated using two collimation guides under vacuum. A sample holder is placed in the neutron beam path equipped with various sample environments, such as an automated temperature controller, magnetic field and shearing cells (e.g., Couette cell). The scattered neutrons arrive at a two dimensional detector in a vacuum tube at a distance between 1 and 7 m from the sample.
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4.4 Neutron Spin Echo (NSE)

Relaxation and transport properties of polymer systems play a significant role in controlling the processing and applications of these systems [120, 174, 175, 176]. Therefore, characterizing these dynamic properties at the molecular level is necessary. However, understanding such dynamics is very complicated due to the fact that different molecular motions take place on different length scales governed by the general chain properties and the chemical structure of monomers [39, 44]. The first and simplest theoretical approach to address such dynamics was started by Langevin as an alternative to Brownian theory. However, the first successful model to describe molecular motions was developed by Rouse, who introduced the entropic effect between monomers (beads). This was followed by Zimm theory, which takes into account the hydrodynamic interactions between monomers and the surrounding solvent. For dense polymer systems, e.g. polymer melts, reptation (tube) theory was introduced by de Gennes and Edwards [40, 39, 61].

Testing these theories involves microscopic and mesoscopic techniques with high temporal resolution. For instance, quasi-elastic scattering techniques, such as neutron spin echo (NSE) spectroscopy play a significant role in the study of long-range relaxation processes of soft polymers and local dynamics of solid matters in space (≤ 15 nm) and time (0.005 ns to 40 ns). The following sections will highlight the principles and instrumentation of NSE.

4.4.1 NSE Principles

Generally, as mentioned in section 3.3.2.3, the information obtained from neutron scattering is in terms of the differential cross section, which can be used to obtain the scattering function $S(Q, \omega)$ (equation 4.34). The intermediate scattering function $S(Q, t)$ can be written as the Fourier transform of $S(Q, \omega)$ [119, 177, 178]:
This intermediate scattering function depends on the atomic displacement (time) by:

\[ S_{ij}(Q, t) = \sum_{n,m} e^{iQ \cdot (R_{n}^{t}(t) - R_{m}^{0})} \]

where \( R_{n}^{t}(t) \) is the position of an atom \((n)\) of a type \((i)\) at time \(t\). NSE measures the change in neutron velocity \((\Delta v)\), i.e. the energy transfer between the scattered neutrons and the sample. The frequency \((\omega)\) is proportional to this energy transfer

\[ \frac{\omega}{2\pi} = \frac{m}{2\hbar} \left[ v^2 - (v + \Delta v)^2 \right]. \]

The analyzer of the NSE instrument allows the determination of the cosine transform of the scattering function \(S(Q, \omega)\). Therefore, the output data of NSE is in the following form:

\[ I_{det} \alpha \frac{1}{2} \left[ S(Q) \pm \int \cos(J \lambda^3 \gamma \frac{m^2}{2\pi \hbar^2} \omega) S(Q, \omega) d\omega \right], \]

where \( J = \int_{\text{path}} |B| dl \) is the integral of the magnetic field induction, \(|B|\), along the distance between the first \(\pi/2\) flipper and the sample, and \(\gamma = 1.83033 \times 10^8 \text{ rad/sT}\) is the gyromagnetic ratio of the neutron. The type of the analyzer and the sign of the second \(\pi/2\) flipper determine the sign of the integral in equation 4.40. The term \((J \lambda^3 \gamma \frac{m^2}{2\pi \hbar^2})\) is the time parameter, \(t\).

4.4.2 NSE Instrumentation

Figure 4.12 illustrates the typical setup of an NSE spectrometer which was invented by F. Mezei [120, 174, 119, 179, 178, 180]. Neutrons first pass through a velocity selector to select the required velocity (wavelength) of the neutron beam. The neutron beam is then polarized and the resulting neutrons are
aligned in the velocity direction, e.g. $x$-axis. A $\pi/2$ flipper is used to change the spin direction of neutrons from $x$ to $z$ direction (i.e. perpendicular to the coil's magnetic field). The polarized flipped neutron beam travels through the first precession coils that produce a homogenous magnetic field in the direction of the beam path. Each neutron spin will make a Larmor precession around the magnetic field direction. Faster neutrons travel through the magnetic field rapidly and hence their angle of precession will be smaller. The neutron beam at the end of these precession coils is completely depolarized. A $\pi$ flipper is used to rotate the spin of the neutrons 180° around the $z$-axis. When the neutron beam meets the sample, neutrons exchange momentum and energy with the sample resulting in changes in their velocity and directions but not the spin direction unless the sample is magnetic. The scattered neutrons then travel through the second precession coils. These precession coils produce the same value of magnetic field as the first coils but with an opposite direction. The elastically scattered neutrons will be fully polarized at the end of these coils, whereas the inelastically scattered neutrons will not experience a full repolarization. The resulting neutron beam will have spin direction distributed around the $z$-axis. Another $\pi/2$ flipper is employed to adjust the spin direction to a direction in the $xy$ plane. A supermirror analyzer transmits the passing neutrons with a probability proportional to the cosine of the angle between the final neutron beam direction and $z$-axis. Finally, the transmitted neutrons are then collected on an area detector.

### 4.5 Magnetometry (SQUID)

A superconducting quantum interference device magnetometer (SQUID) is a very sensitive technique used to measure magnetisation [181]. Due to the extremely weak magnetic fields ($\approx 5 \times 10^{-18}$ T) that can be detected by the SQUID with a very low noise level ($\approx 3$ fT Hz$^{-1/2}$), it has been used for many applications including biomagnetism and material characterisation [182]. SQUID may be classified into direct current (DC) SQUID and radio frequency (RF) SQUID. These two types of SQUID use superconducting loops containing Josephson junctions. However, RF SQUIDs use only one
Chapter 4. Experimental Techniques

4.5.1 SQUID Principles

The main principle behind the SQUID is the measurement of the voltage induced by the magnetic field originating from a sample in a field-sensitive coil. RF SQUID, for example, consists of an Nb-superconducting ring and RF circuit (tank circuit), which are inductively coupled to each other by superconducting transformers (Figure 4.13). The superconducting ring is fed with an oscillating external flux. The tank circuit is used to detect changes in the internal flux which has a typical resonance of 20-30 MHz [183]. The entire system must be operated at low temperatures using liquid helium.

After removing the magnetic field, the superconducting ring will retain some discrete levels of magnetic flux due to induced surface currents. This in turn generates a supercurrent in the superconducting ring which will remain indefinitely. However, this supercurrent must remain at the same level for superconduction to continue. The presence of a Josephson junction “weak-link” has the advantage of lowering the supercurrent significantly to about 50 μA because electron pairs can tunnel through the weak-link [185]. A
magnetic flux will be generated from the oscillation of the supercurrent with a period of one fluxon (one fluxon $= 2 \times 10^{-15}$ Tm$^2$) [186].

The supercurrent through the weak-link can be changed by the magnetic field originating from a system placed near the sensing coils, which in turn can change the total flux (the total flux is a combination of the external flux and that from the oscillating current in the weak-link). This change in the flux inductively changes the resonance of the tank circuit which can be recorded by a controlling system. The recorded variation in flux can then be converted to magnetisation values using some theoretical models.
Part I

Gels and Networks
Chapter 5

Single Molecule Diffusion in Hydrogels

5.1 Introduction

The development of smart polymer systems has gained attention in the last decade because of their many possible applications for drug delivery and tissue engineering [71, 63]. Smart polymers have the ability to change their physicochemical properties in response to the surrounding environments. Different polymer systems are responsive to different physical and chemical stimuli, such as temperature, magnetic field (see chapter 6), pressure, pH and ions. Hydrogels are an example of responsive polymer systems that can be stimulated by changes in temperature, pH and ionic strength.

The theory of diffusion of linear polymers in a fixed network was introduced by Doi and Edwards [44]. In this theory, the controlling factor of the diffusion coefficient is the network mesh size, which is the distance between cross-link points, and the size of the linear polymer chain. This diffusion process is very complicated and there is no simple theory to describe and explain many observed behaviours. However, some work in the literature can be considered as progress in combining the above theory with the responsiveness of hydrogels for useful applications [187, 15]. Studying diffusion through polymer networks is key to understanding their properties and to explore the
possibility of modifying their behaviour for certain tasks [188, 189]. There have been many techniques used to study diffusion in polymer solutions and gels, such as gravimetry, dynamic light scattering, neutron reflectometry and fluorescence correlation spectroscopy (FCS) [34, 35]. Furthermore, understanding diffusion in heterogeneous media is of special importance in many processes in biological systems, such as the transport of proteins and drug molecules through the cell membrane [190].

In this chapter, the diffusion of FITC-dextran in poly(methacrylic acid) (PMAA) hydrogels will be investigated as a function of different physical and chemical stimuli including temperature, pH and salt using fluorescence correlation spectroscopy (FCS). The macroscopic swelling behaviour of the PMAA hydrogel in the above conditions will be considered to support the understanding of the diffusion behaviour in the system.

5.2 Experimental

5.2.1 Materials and Synthesis

5.2.1.1 Free Radical Polymerisation

Free radical polymerisation [191] is a type of polymerisation by which a polymer is formed in three steps: initiation, propagation and termination, as shown in Figure 5.1. The free radicals (atoms or molecules with unpaired electrons), which are responsible for starting the polymerisation, are formed in the initiation step under conditions of heat or electromagnetic radiation. These free radicals must remain active and stable enough until reacting with monomers to create other active centres out of these monomers in a step called propagation. The new active centres can react with other species to form active chain ends in a process called chain transfer. In principle, the chain can propagate until consuming all the monomers but these radicals are very reactive and bind to other species very rapidly, forming inactive covalent bonds which terminate the polymerisation process. Termination of chains can be formed through two ways: (1) combination, in which two radical chain ends are bound together to form one long chain; (2) disproportionation, in
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which two separate polymer chains are formed by moving a hydrogen atom from one active end to another to prevent chain growth on both sides. Due to the fact that termination steps cannot be controlled, the reactions generate very heterogeneous systems.

5.2.1.2 Hydrogel Synthesis

PMAA hydrogels [68] were synthesized via a free radical polymerisation. An initiator, 2,2'-azobis (2-methylpropionamidine) dihydrochloride (AMPA) (Aldrich, 98%) and a cross-linker, methyl-bisacrylamide (MBA) (Aldrich, 98%), were dissolved in distilled water and added to the monomer methacrylic acid (MAA) (Aldrich, 98%) in a sealed container and then exposed to a nitrogen flow for 30 min. The chemical structures of the used reagents are shown in Figure 5.2 and the quantities used for this preparation are listed in table 5.1. However, the amount of water and cross-linker were varied resulting in different structural behaviour of the hydrogel (this will be discussed in more detail in the corresponding sections). The polymerisation of MAA
Figure 5.2: Chemical structures of the reagents used to prepare PMAA hydrogels.

<table>
<thead>
<tr>
<th>Reagents</th>
<th>Quantities</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$O</td>
<td>10 ml 0.555 mol</td>
</tr>
<tr>
<td>MAA</td>
<td>2 ml 0.024 mol</td>
</tr>
<tr>
<td>AMPA</td>
<td>0.002 g 7.317 $\times 10^{-6}$ mol</td>
</tr>
<tr>
<td>MBA</td>
<td>0.006 g 3.892 $\times 10^{-5}$ mol</td>
</tr>
</tbody>
</table>

Table 5.1: Quantities used to prepare the hydrogels.

took place by placing the sealed solution in an oven at 65 °C for 8 h. After the polymerisation was completed, the hydrogels were washed many times with distilled water to remove unreacted materials.

5.2.1.3 FITC-dextran Solution Preparation

In order to study diffusion in PMAA hydrogels, FITC-dextran was used as a fluorescent probe since it can be detected by FCS. FITC-dextran solutions were prepared by dissolving the required amount of FITC-dextran in 5 ml of distilled water (HCl, NaOH and salt solutions were used as well depending upon the experiment required) to obtain a concentration of $10^{-5}$ M depending on the molecular mass of FITC-dextran (in this case 70 kDa). The obtained solution was then diluted to 1 nM to meet FCS requirements, which will be discussed in the following section. A small piece of the hydrogel was placed in these probe solutions for sufficient time to allow penetration of FITC-dextran chains and to reach the equilibrium of the hydrogel.
5.2.2 FCS Measurements

FCS measurements were conducted using a ConfoCor2 FCS Module fitted to an LSM510 inverted confocal microscope (Zeiss), which is pictured in Figure 5.3. The temperature of the sample was controlled using a Linkam heating stage (Linkam Scientific Instruments Ltd, Surrey, UK) with TMS94 heat controller and LNP-1 nitrogen flow control. The required excitation wavelength for FITC-dextran is 492 nm which then emits light with a wavelength of 518 nm. Thus, this excitation radiation was obtained using an argon laser beam (488 nm), which was directed into the microscope objective (water immersion objective 40x /1.2NA), via a dichroic mirror and focused on the sample. The resulting fluorescence light from the sample was collected by the same objective and passed through the dichroic mirror and the Long Pass 505 (LP505) emission filter. The spatial resolution was obtained by a pinhole (70 μm) in the image plane, which cuts off any fluorescence light not coming from the focal plane. The light was then detected using an avalanche photodiode (SPCM-200PQ), which is a single photon sensitive detector. The translational diffusion of the fluorescence molecules within the confocal volume leads to fluctuations in the fluorescence intensity of the emitted light that are recorded by the detector. These fluctuations, and hence the autocorrelation function, are quantified from the changes in the local concentration of the fluorophore within the confocal volume. The power of the excitation laser beam was kept at 5% in order to keep the fluorescence emission linear with the excitation and to reduce the distortion of the correlation function originating from triplet state formation.

The confocal waist radius, $\omega_{2y}$, was ascertained by evaluating the diffusion time of Rhodamine (Rh6G), which has a known diffusion coefficient ($D = 281 \mu m^2/s$) in water. From the fitting to the autocorrelation function (equation 4.19), the diffusion time of Rhodamine in water was $\tau = 80 \mu s$. Using this value in equation 4.15 yielded a confocal waist radius $\omega_{2y} = 150 \mu m$. This value has been used throughout this work to calculate the diffusion coefficients from the respective diffusion times using equation 4.15.

The obtained FCS autocorrelation function for each sample is the accu-
Figure 5.3: A photograph of the inverted confocal microscope, including FCS, used for diffusion measurements.

Simulation of at least 100 short runs, with 10 s measuring time in each run. This measuring time was found to be of sufficient duration in this work, for single fluorescent molecules to be detected while passing the confocal volume. However, a longer measuring time would be required if large aggregates were expected in the confocal volume, in order to minimize the distortion they might cause in the autocorrelation function. The average value of the runs is taken as the normalized autocorrelation data. Diffusion times were obtained from the fit of these autocorrelation data to the model described by equation 4.19, from which the diffusion coefficients were determined using equation 4.15. An example of the obtained FCS data is shown in Figure 5.4 in which the autocorrelation curves for FITC-dextran in water at different selected temperatures are fitted to the autocorrelation model (equation 4.19). For the reason that PMAA hydrogels are heterogenous [192], five measurements in different areas of each sample were taken from which averages of the diffusion times and coefficients were obtained.

The work in this chapter involved two different diffusion measurements:
Figure 5.4: An example of FCS data for diffusion of FITC-dextran in water at selected temperatures, showing the decrease of diffusion time with temperature. The solid lines are the best fit to equation 4.19.
the self-diffusion of FITC-dextran chains in solutions and the diffusion of FITC-dextran within PMAA hydrogels. For self-diffusion, 1 nM of FITC-dextran in water (at different pH and ionic strength) was used and it was assumed to be in an infinite dilution of non-interacting spherical molecules. Using these assumptions, the hydrodynamic radius of FITC-dextran, $R_H$, can be calculated from the Stokes-Einstein equation for diffusion which is given by:

$$D_0 = \frac{k_B T}{6\pi\eta_s R_H},$$

(5.1)

where $\eta_s$ is the viscosity of the solvent.

The diffusion coefficient of FITC-dextran in PMAA hydrogel can be correlated to the molecule size (diameter), $d$, and its diffusion coefficient in pure solvent, $D_0$, (equation 5.1) to obtain the average mesh size (also known as the correlation length) of the PMAA hydrogel, $\xi$, using a relationship introduced by de Gennes and co-workers [193, 194]:

$$D = D_0 \exp \left(-\beta \left(\frac{d}{\xi}\right)^\delta\right),$$

(5.2)

where $\delta = 2.5$ for cross-linked networks and $\beta$ can be considered to be of the order of one [193].

### 5.2.3 Swelling Measurements

The PMAA hydrogel, synthesized as described in section 5.2.1.2, was immersed in distilled water to ensure complete swelling and when equilibrium was reached (constant mass), small pieces of hydrogel were taken for examination. For measurements of the swelling of PMAA hydrogels, the hydrogel pieces were first dried under vacuum at 40 °C for 5 h before being immersed in water and allowed to reach an equilibrium swelling as a function of temperature, ionic strength and pH. The equilibrium swelling ratio, $Q$, is defined as:
where $m_s$ and $m_d$ are the mass of the swollen and dry hydrogel, respectively.

5.2.4 Titration and NMR

H$_2$O was boiled vigorously for 10 min to remove any dissolved CO$_2$ then put in a sealed air-tight container to cool. 500 $\mu$l of 1.0 M HCl was added to 30 ml of the previously degassed water which gave a pH of 2. 0.013 g of FITC-dextran was added to the water. The pH changed immediately from 2 to 2.4 upon the addition of FITC-dextran. 1 M NaOH was added drop-wise to the solution while the pH was recorded as a function of the added volume of NaOH.

$^1$H NMR (Bruker 400 MHz spectrometer) was used in order to detect any chemical shift in FITC-dextran as a result of changing the pH of the solution. For this experiment, 50 mg of FITC-dextran was added to 1 ml of D$_2$O at different pHs: 1, 4, 8 and 12.

5.3 Results and Discussion

5.3.1 Swelling of PMAA Hydrogel: Effect of Synthesis

As discussed in chapter 3, hydrogels can be defined by their equilibrium swelling degree. This swelling degree of hydrogels (the capability of absorbing water) can be controlled by many factors including the cross-link density and the volume fraction of the solvent used to prepare the hydrogel. Figure 5.5 shows the dependence of the equilibrium swelling ratio of PMAA hydrogel in pure water on the amount of the solvent used during the polymerization of MAA. The swelling ratio of PMAA hydrogel increases by a factor of 25 upon an increase in the solvent volume fraction from 0.5 to 0.83. The same trend can be seen for different cross-link densities. At low solvent volume fraction (0.5-0.75), different cross-linker concentrations show identical swelling ratios, whereas the swelling ratio increases with increasing the
cross-linker concentration at high solvent volume fraction. These results indicate that the number of cross-links per unit volume play a significant role in the swelling behaviour of PMAA hydrogels. This is due to the fact that introducing more cross-links in the matrix leads to the formation of shorter chains between cross-links, which is unfavourable for a large expansion. In other words, the elasticity of these networks decreases with increasing the cross-link concentration, which is unfavourable for mixing according to the thermodynamics described in Chapter 2, section 2.3.

Figure 5.5: The effect of solvent volume fraction during preparation on the swelling of PMAA hydrogel at different cross-link densities in neutral water. The error bars are the statistical errors calculated from five measurements and the lines are guides for the eye.
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5.3.2 Temperature Effect

The diffusion coefficient of FITC-dextran in pure water increases with temperature as expected from Zimm theory, described in Chapter 2. Figure 5.6 shows such a behaviour with the solid line being the fit to Zimm model (equation 2.51). This is due to a change in the viscosity of water at high temperature resulting from the disruption of hydrogen bonding leading to an increase in fluidity [195, 196]. The conformational behaviour of FITC-dextran chains with temperature might play a role in increasing the diffusion coefficient; however, this needs further study to be verified (see Chapter 9).

![Figure 5.6: Temperature dependence of diffusion coefficient of FITC-dextran in pure water (circles) fitted to Zimm model (solid line) and in PMAA hydrogel (diamond) fitted to the modified Zimm model (dashed line). The latter model was developed by my colleague Matthew Mears.](image)

The diffusion coefficient of FITC-dextran in PMAA hydrogel follows a negative trend from that seen in water (Figure 5.6). This can be attributed
Figure 5.7: Temperature effect on the swelling of PMAA hydrogel. The negative values of \( Q \) mean that PMAA hydrogel collapses or shrinks with temperature, hence the final mass is smaller than the initial mass. The error bars are the statistical errors calculated from three measurements and the dashed line is a guide for the eye.

To the fact that the polymer network adds an effect that overtakes the normal thermal motion and decreases the diffusion coefficient with increasing temperature. Zimm theory suggests that in order to overwhelm any thermal effect the viscosity of the system must increase sufficiently. By studying the swelling behaviour of PMAA hydrogel as a function of temperature, it was found that the swelling ratio decreases with increasing temperature (see Figure 5.7), although PMAA hydrogel is not among the class of materials that is considered to be highly sensitive to temperature. This means that PMAA hydrogel shrinks in size upon an increase in temperature, with the solvent being drained out of the network. Assuming that no material is lost from the hydrogel during this collapse process, the decrease of solvent mass
per unit volume leads to an increase in the polymer mass concentration, \( c \). In other words, removing some solvent from the hydrogel with temperature without any effect on the polymer network means the mass ratio of polymer to solvent increases per unit volume.

The viscosity in the Zimm model (equation 2.51) can be considered to be the viscosity of the whole system (the total viscosity \( \eta = \eta_h + \eta_p \), where \( \eta_p \) is the viscosity of the viscoelastic polymer network), which can be determined from Huggins equation of intrinsic viscosity, \([\eta] \) [40]

\[
\frac{\eta - \eta_h}{\eta_h c} = [\eta] + k_H [\eta]^2 c + ..., \tag{5.4}
\]

where \( k_H \) is the Huggins coefficient. By substituting the Huggins equation into the Zimm model, the result is a diffusion model that shows a good fit to the data in Figure 5.6.

This modified Zimm model suggests that the change in hydrogel structure is due to the change in the net viscosity. However, there might be some other effects on the diffusion coefficient such as the change of the excluded volume of FITC-dextran molecules (chain conformation) with increasing temperature. Although the hydrodynamic radius of FITC-dextran can be determined from the diffusion in pure water, the latter effect was not taken into consideration in this work as further thermal characterization of FITC-dextran is required, in a similar manner to studies on other linear polymers such as polystyrene [197] and polyethylene [198], in order to be distinguished from the structural changes of the gel.

The mesh size of PMAA hydrogel was determined using equation 5.2 with the size of the diffusing molecule obtained from equation 5.1. Figure 5.8 shows an exponential decrease by almost a factor of 20 in the mesh size upon an increase in the temperature from 283 K to 333 K. In comparison to the swelling ratio change with temperature shown in Figure 5.7, which appears sigmoidal with a constant \( Q \) at high temperatures, the mesh size decays monotonically with temperature. The overall trends of the curves in Figures 5.7 and 5.8 are comparable, although the mesh size was obtained from the diffusion coefficient of FITC-dextran the interaction and conformation of
which was not taken into account (see the future work in Chapter 9).

If the hypothesis above that the only effect on the diffusion in PMAA hydrogel is the net viscosity is true, then the mesh size of the hydrogel can be correlated to the this viscosity. In reviewing the literature, little data were found on the association between the mesh size and temperature, although the mesh size of polymer networks after equilibrium swelling is well established [199, 200, 187]. The mesh size can be correlated to the equilibrium swelling ratio, \( \phi \), and the number of cross-links per chain, \( n \), as [200]:

\[
\xi = \phi^{1/3} \sqrt{C_n \sqrt{n l}},
\]

(5.5)

where \( C_n \) is a characteristic ratio of the polymer with a value of 14.6 for PMAA [200] and \( l \) is the C-C bond length (1.54 Å). The swelling ratio of the polymer network under temperature, \( \phi(T) \), can be correlated to the viscosity of the medium by

\[
\frac{\phi(T)}{\phi_0} = \frac{\eta(T)}{\eta_0},
\]

(5.6)

where \( \phi_0 \) is the initial equilibrium swelling ratio. The viscosity of the medium can be written as a function of temperature using the Williams, Landel, and Ferry (WLF) equation [201, 202]:

\[
\eta(T) = \eta_0 \exp \left( \frac{-C_1 (T - T_0)}{C_2 + (T - T_0)} \right),
\]

(5.7)

where \( C_1 \) and \( C_2 \) are quasi-universal constants with values of 17.4 and 51.6 K, respectively, and \( T_0 \) is a reference temperature, which is commonly taken to be the glass transition temperature \( T_g \), at 273 K. By substituting equation 5.7 into equation 5.6 and then using the result in equation 5.5, the mesh size can be given as:

\[
\xi = \phi_0^{1/3} \left[ \exp \left( \frac{-C_1 (T - T_0)}{C_2 + (T - T_0)} \right) \right]^{1/3} \sqrt{C_n \sqrt{n l}}.
\]

(5.8)

This model shows a good fit to the data in Figure 5.8. The values of \( \phi_0 \) were determined from the swelling measurements in section 5.3.1. \( n \) was not
known previously and therefore it was let to vary during the fitting, giving a value of 47 cross-links per chain.

5.3.3 pH Effect

PMAA hydrogel is a weak polyacid that has a carboxylic acid group whose charge equilibrium is affected by the pH of the solution (as described in Chapter 3). In acid conditions, the carboxylic group is protonated (Figure 5.9) and therefore, due to the absence of repulsive forces between the charges, the polymer chains are in a “collapsed state”. In basic conditions, the carboxylic group is more charged and therefore the polymer chains are in a “swollen state” due to the electrostatic repulsion between these charged groups and
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Figure 5.9: Effects of acid and basic conditions on the carboxylic acid in water.

the counterions. Polymer chains swell because they absorb the solvent to reduce or “screen” this electrostatic repulsion.

Therefore, any change in the pH results in structural changes in PMAA hydrogels which can be determined by measuring the equilibrium swelling ratio \( Q \) as shown in Figure 5.10. Compared to the small change in the swelling ratio as a function of temperature (Figure 5.7), the swelling ratio in the case of pH showed a significant increase at high pH. As expected and shown in previous studies [68, 203, 11], at low pH the swelling ratio is very low because PMAA chains tend to form very dense hydrophobic clusters connected by short polymer chains. This is due to the attractive forces caused by the carboxylic groups’ acceptance of more protons. By increasing the pH, the swelling ratio increases due to the decrease in the hydrophobicity of these clusters, allowing polymer chains to extend (this occurs up to pH 6). As a polyelectrolyte, the swelling of PMAA hydrogel can be explained by the osmotic effect as the total osmotic swelling pressure is the sum of the mixing pressure, elastic pressure and ionic or Coulombic pressure, \( \pi_{\text{swelling}} = \pi_{\text{mixing}} + \pi_{\text{elastic}} + \pi_{\text{ionic}} \) (see Chapter 2). At equilibrium, these three pressures must compensate each other and give \( \pi_{\text{swelling}} = 0 \) [72, 204, 11, 205]. Above pH 6, there is some conflict [68, 11] as to whether the swelling continues with increasing pH, or whether the increase of ionic strength causes a degree of charge shielding which allows the gel to collapse a little. The results presented here show the decrease of swelling ratio between pH 6 and pH 8, and this can be explained by the screening (or shielding) effect where an insoluble layer is formed which prevents further swelling. The swelling ratio then increases at
Figure 5.10: Swelling ratio of PMAA hydrogel as a function of pH. The two plots show the time of swelling before the measurement in order to test the time needed for equilibrium. The error bars are the statistical errors calculated from three measurements and the lines are guides for the eye.

higher pH after disengaging from the screening effect.

Testing the effect of cross-link density on the swelling of PMAA hydrogel in acid and basic conditions is shown in Figure 5.11. The swelling of different PMAA hydrogels with different cross-link densities showed identical trends in response to pH; however, in alkaline conditions, the swelling ratio reached higher values at low cross-link densities due to the fact that a low cross-link density leads to longer sub-chains between cross-links, increasing the elastic pressure $\pi_{\text{elastic}}$. In terms of the thermodynamics of mixing (Flory theory described in Chapter 2, equation 2.19), the decrease in cross-link density leads to an increase in the elastic energy term which is favorable for mixing.

The swelling results above can help with understanding the mechanism of FITC-dextran diffusion within PMAA hydrogel in acid and alkaline con-
Figure 5.11: Swelling ratio of PMAA hydrogel as a function of pH at two different cross-link densities. The error bars are the statistical errors calculated from five measurements and the lines are guides for the eye.
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The pH of the solution influences not only the structure of the hydrogel but also the conformation of FITC-dextran molecules which is in turn reflected in their diffusion coefficient. Figure 5.12 shows that the diffusion coefficient of FITC-dextran in pure water decreases with increasing the pH of the solution. This can be attributed to the change in the net charge of the solution, which therefore gives FITC-dextran molecules different conformations at different acid and basic conditions. For example, extending the FITC-dextran chain due to repulsive forces might delay the diffusion process at a certain pH value. However, previous studies have debated whether FITC-dextran is charged or neutral. For example, Ioan and co-workers [206] demonstrated that the radius of hydration of dextran in water is comparable to that in 0.5 mM NaOH. This study also showed a similar intrinsic viscosity of dextran in water and NaOH which is in agreement with the data in Figure 5.12 at high pH. Nevertheless, the titration results in Figure 5.13 provide evidence that FITC-dextran is a charged molecule (negatively charged) which seems to be consistent with other previous research [207, 208]. Yet, NMR spectra, shown in Figure 5.14, do not show any chemical shift with changing pH, which can be explained by the charges originating from the FITC, which was not the subject of the NMR investigation.

Moreover, the effect of pH on hydrogel structure (seen in Figure 5.10) plays a significant role in the diffusion process of FITC-dextran in these systems, taking into consideration the effect of pH on the FITC-dextran molecule itself. Figure 5.12 also shows that acidic conditions decrease the diffusion coefficient of FITC-dextran due to the collapse of the hydrogel. This collapse results in an increase in the polymer concentration (similar to the temperature case in section 5.3.2; however, further work would be required to be able to apply the same modeling procedure as for temperature), which hinders FITC-dextran molecules and reduces their diffusion coefficient. The repulsive force between the carboxylic group in PMAA hydrogel and the charges introduced in the solution at high pH causes the gel to swell and uptake a large amount of the solvent, which enhances the diffusion coefficient of the traversing molecules. It is noticeable from Figure 5.12 that at the highest pH point, within errors, the diffusion coefficient in the swollen hydrogel is
Figure 5.12: Diffusion coefficient of FITC-dextran in pure water and PMAA hydrogel as a function of pH. The diffusion coefficient of FITC-dextran in water decreases with increasing pH, while it increases with pH in PMAA hydrogel which follows the swelling ratio shown in Figure 5.10. Within errors, at the highest pH value, the diffusion coefficient in PMAA hydrogel reaches that in water, meaning that the effect of the gel network is negligible here. The error bars are the statistical errors calculated from three measurements and the lines are guides for the eye.

comparable to that in gel-free solution, which indicates that the hydrogel can be swollen up to a point where the concentration of the polymer network becomes negligible.

5.3.4 Salt Effect

The same approaches used in the previous sections (temperature and pH) can be used to analyze the effect of introducing salt ions on the structural behaviour of PMAA hydrogel and subsequently on the traversing molecules
Figure 5.13: Titration curves for a solution of FITC-dextran at 0.011 M and deionized water. The shift between these two curves indicates that FITC-dextran is a polyelectrolyte.
Figure 5.14: $^1$H NMR spectra showing FITC-dextran at 0.1 M in D$_2$O as a function of pH. The spectra shows the identical chemical shifts at different pH which means that there is no structural change in the polymer chain with pH. This indicates that the charges on FITC-dextran are originating from the FITC (see text).
within it. There are similarities between the effect shown by pH and that by salt upon PMAA hydrogel in that the swelling ratio changes significantly with increasing ionic strength. PMAA hydrogel behaves differently in NaCl and CaCl₂ solutions. The swelling ratio varies non-monotonically with increasing the concentration of NaCl, first increasing and then decreasing; whereas Q decreases exponentially with increasing the concentration of CaCl₂ (Figure 5.15). Given that, according to the Hofmeister series [209, 210], the effect of Na⁺ is larger than that of Ca²⁺, the salting-in effect can take place at low NaCl concentrations then the hydrogel is salted-out with increasing NaCl concentration. By contrast, Ca²⁺ ions cause a charge condensation which makes the chains less charged. Nonetheless, at high salt concentration (> 0.1 mol/L), Q is almost independent of the salt concentration in both cases (NaCl and CaCl₂), but it is dependent on the nature and valency of the cations (Na⁺ or Ca²⁺) present in the solution.

The dependent structural behaviour of PMAA hydrogel upon the ionic strength can also be investigated by tracing single molecules diffusing through the gel medium. Equation 2.32 and Figure 5.15 suggest that the diffusion coefficient of a molecule traversing through ionic hydrogels drops drastically with increasing ionic strength until it becomes independent of ionic strength at high salt concentrations. This behaviour was seen in the case of FITC-dextran diffusing through PMAA hydrogel (Figure 5.16). The reason behind this is the increase in the net viscosity of the gel, considering the viscosity term in the Zimm model (equation 2.51). Surprisingly, the increase of ionic strength has an effect not only on the diffusion of FITC-dextran in the hydrogel, but also in gel-free solutions, where the diffusion coefficient of FITC-dextran follows a similar trend. This can also be attributed to the change in the viscosity of the medium plus the change in the conformation (hydrodynamic radius) of FITC-dextran, due to its charge (section 5.3.3), via a change in the exponent ν in equation 2.51 depending on the quality of the solvent. This is in agreement with previous studies [211, 212] that demonstrated the dependence of viscosity on the ionic concentration in poly-electrolyte systems which was given by:
Figure 5.15: Swelling ratio of PMAA hydrogel in two different salt solutions (NaCl and CaCl₂) at different concentrations. Although the maximum swelling ratio is not as high as that in the case of pH (Figure 5.10), it can be seen that at low salt concentrations the ratio increases by a factor of 60. The plot in the inset is a magnification of the low concentration regime. The error bars are the statistical errors calculated from five measurements and the lines are guides for the eye.
Table 5.2: The Debye screening length for some common electrolytes at room temperature in aqueous solution. For example, the Debye length for NaCl solution $\kappa_D = 30.4 \text{ nm at } 10^{-4} \text{ M, } 4.6 \text{ nm at } 10^{-3} \text{ M, } 0.96 \text{ nm at } 0.1 \text{ M, and } 0.3 \text{ nm at } 1 \text{ M, which is comparable to } 960 \text{ nm in pure water [213].}$

$$\kappa_D = \frac{0.304}{\sqrt{[\text{NaCl}]}},$$

$$\kappa_D = \frac{0.176}{\sqrt{[\text{CaCl}_2]}},$$

Table 5.2 lists the Debye length for NaCl and CaCl$_2$ based on equation 5.10.

By substituting the viscosity model above (equation 5.9) into the Zimm diffusion equation, the diffusion coefficient would be affected by the ion concentration in the solution via a change in viscosity. However, there are two limitations that would affect the diffusion of FITC-dextran when substituted into the Zimm equation; these are the high ionic concentration ($c_i \rightarrow \infty$) and low ionic concentration ($c_i \rightarrow 0$). At high ionic concentration, the Debye
length is negligible and the viscosity of the solvent will remain unchanged. Therefore, the diffusion coefficient would be expected to reach a plateau at high salt concentrations as the viscosity will become independent of ion concentration. In contrast, low salt concentrations will increase the Debye screening length which would increase the viscosity of the medium. This is because the sphere of influence of ions increases with decreasing ion concentration.

Diffusion measurements using FCS, shown in Figure 5.16, revealed the dependence of the diffusion coefficient of FITC-dextran on NaCl and CaCl₂ concentrations, both in water and PMAA hydrogel. The diffusion behaviour of FITC-dextran in NaCl and CaCl₂ solutions show a significant dependence on the ion concentration differing from the hypothesis of the viscosity model above, which might be due to charge driven conformational changes, in ionic environments (this must also be taken into account when studying the diffusion in the gel medium). However, at high ion concentration in both NaCl and CaCl₂ solutions, the diffusion coefficient reaches a plateau which is in agreement with the viscosity model above. This also suggests that the conformation of FITC-dextran molecules is independent of ionic strength at high ion concentration.

A similar behaviour was observed when investigating the diffusion of FITC-dextran in PMAA hydrogel as a function of NaCl and CaCl₂ concentrations but with a lower diffusion coefficient plateau at high salt concentrations (Figure 5.16). The decrease in diffusion coefficient may be attributed to change in the overall viscosity of the medium (the viscosity of the gel plus the solvent). Assuming the FITC-dextran size is independent of the type of ions (as seen in gel-free systems), the difference between the diffusion coefficient plateau in the two cases (NaCl and CaCl₂) suggests that PMAA hydrogel undergoes different degrees of swelling, which was observed when measuring the swelling ratio of PMAA hydrogel in salt solutions, Figure 5.15. To model the diffusion coefficient with the ion concentration, a further investigation on the effect of salt solutions on the conformation of FITC-dextran (see chapter 9). However, one can minimize the contribution from the effect of the ion concentration on FITC-dextran molecules by normalizing the diffusion
Figure 5.16: Diffusion coefficient of FITC-dextran in NaCl and CaCl₂ solutions compared to that in PMAA hydrogel immersed in the same solutions.
coefficient in PMAA hydrogel to that in water, as shown in Figure 5.17. An interesting point that can be seen from the data in Figure 5.17 is that the normalized diffusion coefficient shows a value of unity, which corresponds to an equal diffusion coefficient in both water and gel and might indicate that the PMAA hydrogel has no effect of the conformation of FITC-dextran. It is also noticeable from this figure that at high diffusion coefficient values (> 1), the FITC-dextran diffuses faster than in gel-free salt solutions. This can be explained because PMAA hydrogel undergoes a swelling transition at low salt concentrations which is in agreement with the previously observed behaviour of PMAA hydrogel in salt solutions (Figure 5.15).
5.4 Conclusions

The purpose of this study was to use FCS to investigate the diffusion of a single molecule of FITC-dextran in water and PMAA hydrogels. This method was able to reveal the structural dependence of diffusion of FITC-dextran on temperature, pH and ionic strength. The success of this study was not limited to the fit of the data to well-known theoretical models (e.g. Zimm model) but rather it requires macroscopic measurements such as the swelling behaviour of the hydrogel.

This study has shown that the diffusion of FITC-dextran in water followed the Zimm model, as expected, showing an increase in the diffusion coefficient with increasing temperature. Whereas the diffusion in PMAA hydrogel was found to decrease with temperature, which was modelled by using Huggins relation for viscosity. These results suggested that the swelling and collapse transition of PMAA hydrogel can be explained in terms of the change of viscosity by increasing or decreasing the distance between cross-links, with the limitation that there is no effect from the gel matrix on the diffusing molecule. The obtained mesh size from diffusion measurements has been found to decrease exponentially with temperature for which a model has been developed by using Williams, Landel, and Ferry (WLF) equation for viscosity.

The diffusion coefficient of FITC-dextran in water was, surprisingly, found to decrease with increasing solution pH, which indicated a charge effect on the molecule itself. Titration measurements revealed that FITC-dextran was a charged molecule but NMR spectra showed that the charges originate from the FITC. The diffusion coefficient of FITC-dextran increased with increasing pH in the case of PMAA hydrogel. However, there was a discontinuity between pH6 and pH8 which was attributed to the shielding effect of charges. The same trends have been observed for the swelling behaviour of PMAA hydrogel.

The final investigation of this chapter was to determine the effect of salt solutions on the behaviour of PMAA hydrogel and single molecules diffusing within it. In both NaCl and CaCl₂ solutions, the diffusion coefficient was
found to decrease and then reach a constant value at high ion concentrations, which was in agreement with a previously proposed viscosity model. Similarly, the diffusion of FITC-dextran in PMAA immersed in salt solutions followed the same trends except that the gel behaves differently in response to different ions, depending on their valency. Normalization of the diffusion coefficient in the gel and water has shown an unexpected increase of the diffusion coefficient in PMAA hydrogel at low salt concentrations, which was explained by the gel having undergone swelling transition at these concentrations, allowing the probe to diffuse faster than in salt solutions. These findings coupled with the swelling behaviour of PMAA hydrogel in salt solutions remain an open question.
Chapter 6

Controlled Diffusion in Magnetic Fields

6.1 Introduction

In recent years there has been increasing interest in stimuli-responsive polymeric materials. Polymeric gels, for example, can be made into devices responsive to temperature [69, 214], pH [68, 71], and electric [215, 216] and magnetic fields [217, 7] depending on the polymer and any other components added to the system. A way to make gels responsive to magnetic fields is by introducing magnetic nanoparticles (~10 nm) either before or after cross-linking to form so-called “ferrogels”. These magnetic nanoparticles are bound to the polymer network and are fixed in place, with no translational diffusion within the gel medium [218, 81].

The magnetic properties of ferrogels are similar to those of ferrofluids [217, 219]. Each magnetic nanoparticle can be considered as a monodomain with its own magnetic moment. In a magnetic field, these moments align in the direction of the applied magnetic field, so the magnetic force $f_m$ on a ferrogel can be given as [80]:

$$f_m = \mu_0 \int_V (M \cdot \nabla) H dV,$$  \hspace{1cm} (6.1)
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where \( \mu_0 \) is the magnetic permeability of vacuum, \( M \) is the magnetization, \( H \) is the magnetic field strength, and \( V \) is the ferrogel volume. The saturation magnetization \( M_s \) and magnetic susceptibility \( \chi_m \) depend strongly on the nanoparticle size (radius \( r_0 \)), and their volume fraction in the gel \( \phi \), and can be written as follows [17, 16]:

\[
M_s = \phi M_f \left( 1 - \frac{3k_B T}{4\mu_0 \pi M_f r_0^3 H} \right),
\]

\[
\chi_m = \phi M_f^2 \frac{4\pi r_0^3 \mu_0}{9k_B T},
\]

where \( M_f \) is the magnetization of the pure ferromagnetic material, \( k_B \) is the Boltzmann constant, and \( T \) is the absolute temperature.

Since Zrinyi and co-workers [17] introduced the concept of ferrogels in 1995, useful applications in biotechnology, membrane technology, artificial muscles and drug delivery and release have been suggested [18, 19]. A number of achievements have been reported particularly in terms of magnetically controlled drug release. For instance, direct current magnetic fields have been used to restrict the amount of drug released from ferrogels [220]. In addition, controlled drug release rate through an on-off magnetic field switch has also been demonstrated [91], with recent results demonstrating both in vitro and in vivo release of cells [86].

Nevertheless, the physical properties of molecular transport within ferrogels (i.e. Brownian motion or intradiffusion) and from these systems to the surrounding environment (interdiffusion) in an applied magnetic field remain poorly understood. The work in this chapter considers single molecular diffusion measurements within ferrogels in an applied magnetic field. Herein, the diffusion process of dextran molecules labeled with fluorescein isothiocyanate (FITC) within ferrogels based on poly(methacrylic acid) hydrogels (PMAA) under applied magnetic fields will be discussed. The synthetic method used in this study results in ferrogels with no cluster formation, even under the applied magnetic field, as confirmed by small-angle X-ray scattering (SAXS) and superconducting quantum interface device (SQUID) magnetometry measurements. However, these ferrogels are observed to undergo structural defor-
mation when exposed to magnetic fields, and it is this that can be controlled for molecular release applications. The work described in this chapter has been published [221].

6.2 Experimental

6.2.1 Ferrogel Synthesis

Three different ferrofluid solutions were prepared by dissolving 0.012 g, 0.053 g and 0.13 g of magnetite \( \text{Fe}_3\text{O}_4 \) nanoparticles (of density 5.1 g cc and purchased from Sigma-Aldrich) in 10 ml of distilled water. To prevent magnetic nanoparticle aggregation, 0.01 g of the surfactant dodecyl sulfate sodium (SDS) salt was added to the mixtures. The resulting mixtures were also sonicated for 5 minutes. This process was observed, using an optical microscope, to keep the aggregation of the magnetite to a minimum.

The ferrofluids were added dropwise to three mixtures of 2 ml of methacrylic acid (MAA), 0.002 g of 2,2'-azobis (2-methylpropionamidine) dihydrochloride (AMPA) and 0.008 g of methyl-bisacrylamide (MBA) (all materials were used as received from Sigma-Aldrich) in a sealed container and exposed to a nitrogen flow for 30 min. The polymerization of MAA took place by placing the solution (in its sealed container) in an oven at 65°C for 8 h. Samples studied immediately after this preparation are denoted as “unswollen” in the text. We also studied these ferrogels (with 0.1 wt%, 0.5 wt% and 1 wt% of \( \text{Fe}_3\text{O}_4 \) nanoparticles) after immersion in distilled water to ensure complete swelling. When equilibrium was reached (constant mass), small pieces of ferrogel were taken for examination. These ferrogels are denoted as “swollen” in what follows. For measurements of the swelling of ferrogels under an applied magnetic field, the ferrogel pieces were first dried under vacuum at 40°C for 5 h before being immersed in water and allowed to reach an equilibrium swelling under different applied magnetic fields for 24 h.

For diffusion experiments, fluorescein end-labeled dextran (FITC-dextran) with molecular mass of 70 kDa (Sigma-Aldrich) was introduced into the ferrogels in a nanomolar concentration to ensure single molecule detection in
the confocal volume in the FCS experiments.

6.2.2 FCS Measurements in a Magnetic Field

FCS principles and setup were described in Chapter 4, while the procedure of FCS experiments is similar to that described in Chapter 5, section 5.2.2. FCS measurements were carried out using a ConfoCor2 FCS module fitted to an LSM510 inverted confocal microscope (Zeiss) (pictured in Figure 5.3). The FITC was excited using a 488 nm Ar laser. A Linkam heating stage (Linkam Scientific Instruments Ltd, Surrey, UK) with TMS94 heat controller and LNP-1 nitrogen flow control was used to control the temperature. Magnetic fields were introduced using a homemade electromagnetic solenoid mounted on the FCS to produce a magnetic field strength of between 0.1 and 1 T. The obtained autocorrelation curves were fitted to the Widengren FCS autocorrelation function for diffusion in three dimensions (equation 4.19).

From fitting to equation 4.19, shown in Figures 6.1 and 6.2, one can determine the diffusion time $\tau_D$. This diffusion time can then be converted to a diffusion coefficient using equation 4.15 as described in Chapter 4, section 4.2.4 and Chapter 5, section 5.2.2.

6.2.3 Magnetisation Measurements

The magnetization measurements were carried out in a Quantum Design RF SQUID magnetometer (model MPMS-5), which enabled magnetic fields up to 5 T and temperatures from 2 to 400 K to be attained. All of the hysteresis loops in this study were acquired at room temperature. Any linear, diamagnetic contribution was subtracted off from the hysteresis loop, and each hysteresis loop was normalized to the corresponding sample weight. Zero field cooled/field cooled (ZFC/FC) measurements were made by cooling the sample to 5 K in zero magnetic field, and then a small magnetic field of 8.0 kA m (100 Oe) was applied, and the magnetization measured as a function of temperature whilst heating the sample to 300 K. While maintaining the field constant, the magnetization was again measured during cooling back down
Figure 6.1: Experimental FCS autocorrelation curves for 5 nM FITC-dextran probe in ferrogels with (a) 1 wt%, (b) 0.5 wt% and (c) 0.1 wt% magnetite nanoparticles; and in a hydrogel (d). The solid lines are the corresponding fits to equation 4.19. Plots (c) and (d) are continued over the page.
Figure 6.2: Continued Figure 6.1.
to 5 K. These ZFC/FC measurements permit a determination of particle size, as well as other properties not pertinent to the present study.

The resulting data are presented as the magnetisation versus magnetic field with the magnetisation being the contributions from the ferromagnetic and paramagnetic components in the sample. Typical raw SQUID data are shown in Figure 6.3(a) for an unswollen ferrogel with 1 wt% Fe$_3$O$_4$. Here, we are interested in characterizing the ferromagnetic materials (Fe$_3$O$_4$ nanoparticles); therefore, the contribution from the paramagnetic materials is subtracted from the data Figure 6.3(b) by calculating the slope of the line and subtracting this from each point to leave the ferromagnetic contribution.

### 6.2.4 SAXS measurements

Swollen and unswollen ferrogel (with 0.5 and 1 wt% of magnetite nanoparticles) and hydrogel were loaded on a sample holder with holes of 2.5 mm in diameter and 2 mm in thickness. The samples were held between two sides of a capton tape. Pure Fe$_3$O$_4$ nanopowder was compressed in a washer with 2.5 mm in diameter and 0.42 mm in thickness.

Small-angle X-ray scattering measurements for this study were carried out at room temperature using a Bruker AXS Nanostar (Figure 4.9) instrument (CuK$\alpha$ radiation) at zero magnetic field. The scattered intensities were recorded on a two-dimensional multiwire gas proportional detector (Hi-Star, Siemens AXS). The sample-detector distance was about 1.045 m giving a wave vector with a magnitude $0.01 \text{ Å}^{-1} < q < 0.10 \text{ Å}^{-1}$, where $q = (4\pi/\lambda)\sin\theta$, with $2\theta$ being the scattering angle, and $\lambda$ the radiation wavelength. The obtained two-dimensional scattering patterns, shown in Figure 6.4, were then normalized (the instrument is equipped with a semitransparent beamstop) and integrated using Bruker AXS software.

Nanostar was also used to perform wide-angle X-ray scattering (WAXS) for pure Fe$_3$O$_4$ with increasing the scattering angle up to 20 degrees in order to investigate the crystalline structure of these nanoparticles.
Figure 6.3: Room temperature untreated raw SQUID data for ferrogel 1 wt% unswollen sample (a), and with subtracting the diamagnetic contribution (b). The inset in Figure (b) shows the opening around the origin (i.e. the coercivity).
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Unswollen (left) and swollen (right) 1 wt% ferrogel

Unswollen (left) and swollen (right) 0.5 wt% ferrogel

Unswollen (left) and swollen (right) hydrogel

Fe₃O₄ nanopowder

Figure 6.4: SAXS 2D patterns for swollen and unswollen ferrogels and hydrogels and for pure Fe₃O₄ nanopowder.
6.3 Results and Discussion

6.3.1 Nanoparticle Size Distribution

Small-angle X-ray scattering (SAXS) by two-phase systems with sharp boundaries was studied by Porod in 1951 [222, 223]. This study predicted that at large values of $q$, the scattering intensity decreases proportionally to the reciprocal fourth power of $q$:

$$\lim_{q \to \infty} [I_p(q)] = \frac{K_p}{q^4}, \quad (6.4)$$

where $K_p$ is Porod's constant. This means that the scattering intensity reaches a constant value, $K_p$, when $Iq^4 \to \infty$ (the Porod regime). Porod's constant is of importance in that it can be used to determine other parameters such as the specific surface area, $\Sigma/V$, of nanoparticles, which can be given by Porod's equation,

$$\frac{\Sigma}{V} = \frac{\pi \phi_s(1 - \phi_s)K_p}{\int_0^\infty I(q)q^2dq}, \quad (6.5)$$

where $\Sigma$ is the total area of interface in a scattering volume $V$, $\phi_s$ is the volume fraction of the component from which scattering occurs, and $V$ is the volume of a single nanoparticle assuming it is spherical. From equation 6.5, and with the assumption that the nanoparticles are spherical, one can calculate the sphere radius, $r$, from $\Sigma/V = 3\phi_s/r$.

SAXS plots from the ferro gels (Figure 6.5) demonstrate an increase in scattering intensity with increasing magnetic nanoparticle concentration. In addition, and for comparison, the scattering intensity by pure Fe$_3$O$_4$ nanopowder is shown in Figure 6.6. The data in this figure (with slope of -4) indicate the Porod behaviour of the scattering by this magnetite nanopowder. However, the tail of this plot is not continuing as Porod behaviour but rather there is an increase in the scattering intensity at high $q$ values suggesting that there might be a crystalline structure within these nanoparticles. Therefore, WAXS was used to investigate the possibility of crystallinity in these systems, and the data from this method are shown in Figure 6.7. It is apparent
Figure 6.5: SAXS plot showing scattering intensity as a function of the scattering vector for hydrogel and ferrogels with different magnetic nanoparticle concentrations. This plot shows the increase in the intensity at higher nanoparticle concentration and the collapsed state of the ferrogels.
Figure 6.6: SAXS plot showing scattering intensity as a function of the scattering vector for pure Fe₃O₄ nanopowder. This plot shows the Porod’s behaviour of scattering (slope = -4).
Figure 6.7: WAXS plot of pure Fe₃O₄ nanopowder showing no scattering peaks (flat intensity as a function of the scattering angle) meaning that there is no crystalline structure within these nanoparticles.
that the intensity is constant with increasing scattering angle (no scattering peaks), which indicates a dominant single structure. The tail in SAXS plots can then be ignored, especially since it appears only at low scattering intensities (below 1).

The difference between the swollen and unswollen states can be distinguished at different nanoparticle concentrations from Porod plots of the SAXS data (Figure 6.8). These plots correspond to the scattering intensity originating from the magnetite nanoparticles, and are obtained by subtraction of the scattering signal of a hydrogel sample containing no magnetite from the ferrogel SAXS patterns. The intensity for all of the ferrogels studied has the $q^{-4}$ dependence indicative of Porod behavior at large $q$ values, which indicates that the dominant scattering mechanism is that from smooth spherical particles [173, 160].

Porod’s constant, $K_P$, can be determined from the data in Figure 6.8, which is the value of $Iq^4$ at the shoulder of each plot. By using Equation 6.5, one can obtain the specific surface area from which the size of the nanoparticle can be calculated. It can be seen from these results that $r \approx r_0$, and the calculated values for the studied systems are listed in Table 6.1. The absence of fringes in these data indicates that the nanoparticles do not have a monodisperse distribution of sizes.

The values in Table 6.1 indicate that the size of these nanoparticles is in reasonable agreement with their original size in feed ($\leq 30$ nm in diameter from the manufacturer). In addition, the size of these particles is shown to be independent of whether or not the ferrogel was measured in the swollen or unswollen states.

6.3.2 Magnetic Properties

The magnetic hysteresis loops in Figure 6.9 show the concentration dependence of the saturation magnetization for unswollen (a) and swollen (b) ferrogels at room temperature. It is noticeable that by increasing the nanoparticle concentration the saturation magnetization increases because the density of magnetic moments increases. From these hysteresis loops, it is clear that
Figure 6.8: Background-subtracted scattering SAXS Porod plots for swollen and unswollen ferrogels containing 0.5 and 1 wt% magnetite nanoparticles.

<table>
<thead>
<tr>
<th>Nanoparticles (wt.%</th>
<th>Ferrogel</th>
<th>SAXS (r) (nm)</th>
<th>ZFC/FC (r) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>Unswollen</td>
<td>..........</td>
<td>12.4 ± 1.1</td>
</tr>
<tr>
<td>0.1</td>
<td>Swollen</td>
<td>..........</td>
<td>12.0 ± 1.2</td>
</tr>
<tr>
<td>0.5</td>
<td>Unswollen</td>
<td>12.0 ± 1.1</td>
<td>12.4 ± 1.0</td>
</tr>
<tr>
<td>0.5</td>
<td>Swollen</td>
<td>12.5 ± 0.5</td>
<td>12.1 ± 1.2</td>
</tr>
<tr>
<td>1.0</td>
<td>Unswollen</td>
<td>14.3 ± 0.4</td>
<td>12.3 ± 1.1</td>
</tr>
<tr>
<td>1.0</td>
<td>Swollen</td>
<td>13.6 ± 0.7</td>
<td>12.0 ± 1.3</td>
</tr>
<tr>
<td>100</td>
<td>Pure</td>
<td>12.5 ± 1.0</td>
<td>..........</td>
</tr>
</tbody>
</table>

Table 6.1: Calculated nanoparticle size from SAXS measurements using Porod's theory for scattering from spherical particles and ZFC/FC SQUID magnetometry measurements under an applied magnetic field of 8.0 kA/m. The errors in SAXS measurements are the statistical errors associated with determination of Porod's constant, $K_p$, while the errors in ZFC/FC measurements arise from the determination of the blocking temperature, $T_B$. 
these systems show ferromagnetic behavior at room temperature. Figure 6.9 also shows the similarity in the coercivity $H_C$ at different nanoparticle concentrations and in different ferrogel states (4.9 kA/m for unswollen ferrogels and 5.1 kA/m for swollen ferrogels). From the relationship between coercivity and magnetic domain size [224, 225], the agreement between these values of the coercive fields indicate the similarity in the magnetic domains and therefore in the magnetic nanoparticle size.

According to the Néel theory of superparamagnetism [226], in an applied magnetic field there are two stable orientations for the magnetic moments of the nanoparticles (due to the magnetic anisotropy) which are antiparallel to each other and usually called the “easy axes”. The magnetization can flip between these two orientations and the average time between these flips is called the Néel relaxation time, $\tau_N$, and is given by an Arrhenius relation,

$$\tau_N = \tau_0 \exp \left( \frac{KV_p}{k_B T} \right),$$  \hspace{1cm} (6.6)

where $V_p$ is the magnetic particle volume, $K$ ($= 1.35 \times 10^4$ J/m$^3$) is the magnetic anisotropy constant and $\tau_0$ is a constant known as the attempt time and is usually taken as $10^{-9}$ s. If we were able to measure the magnetization of nanoparticles and let the measurement time be $\tau_m$, the magnetization would flip to the other orientation only if $\tau_m \geq \tau_N$. This measuring time is usually taken to be $\tau_m = 100$ s for a typical set-up (such as ours). When $\tau_m = \tau_N$ and the applied magnetic field is much lower than the anisotropy field, then a maximum blocking temperature $T_B$ is reached at which a transition between superparamagnetic and blocked states occurs. The peaks in the ZFC curves in Figure 6.10 denote the absolute $T_B$ for different ferrogels from which one can obtain the magnetic particle size by the Bean-Livingstone equation [30]

$$KV_p = 25k_B T_B,$$  \hspace{1cm} (6.7)

where the factor $25 \approx \ln(\tau_m/\tau_0)$ is calculated from the values in the discussion above (equation 6.6). From the data in Figure 6.10, it is apparent that the peaks of the ZFC curves are displaced from the separation point between ZFC and FC curves (this is usually referred to as a bifurcation) indicating a
distribution of particle size. The calculated average nanoparticle sizes from these measurements are included in Table 6.1, and are in good agreement with those obtained from SAXS measurements, further confirming that there is no aggregation in these systems even under an applied magnetic field.

6.3.3 Swelling in a Magnetic Field

The swelling and collapse of PMAA ferrogels in pure water has been measured as a function of the magnetic nanoparticle concentration and the applied magnetic field. This was obtained by measuring the change in equilibrium swelling (swelling ratio), which can be defined as

\[ Q = \frac{m_s - m_d}{m_d}, \]  

(6.8)

where \( m_s \) and \( m_d \) are the mass of swollen and collapsed gels, respectively. Figure 6.11 demonstrates the swelling dependence on the concentration of magnetic nanoparticles and the applied magnetic field. It is noticeable that the swelling ratio remains constant with magnetic field when the magnetic nanoparticles are absent (i.e. swollen hydrogel). However, the swelling behavior of ferrogels is very dependent upon the applied magnetic field. For instance, from Figure 6.11, the swelling ratio of the ferrogel with 0.1 wt.% nanoparticles decreases by a factor of two upon an increase of magnetic field strength from 0.1 to 0.8 T. Likewise, ferrogels with the other two nanoparticle concentrations (0.5 and 1 wt.%) contract by almost the same factor in the same magnetic field. This can be understood by these single-domain magnetic nanoparticles being adhesively attached to the polymer chains and having no translational diffusion [81]. During the magnetic alignment of these nanoparticles under the applied magnetic field, the adhered nanoparticles disrupt the polymer network from further swelling. It is also reasonable to suggest that the nanoparticles might form magnetic clusters under the magnetic field, and this can affect the swelling behavior of the whole system. However, from the ZFC data above it can be shown that this latter effect is not taking place in these systems, as the particle size under the applied magnetic field is similar to that in the feed.
Figure 6.9: Magnetic hysteresis loops for unswollen (a) and swollen (b) ferrogels at \( T = 300 \) K. The inset of each Figure is a magnification of the plots showing the coercive fields, \( H_C \) which are independent of the nanoparticle concentration and the gel state.
Figure 6.10: Zero field cooled/field cooled (ZFC/FC) plots showing the blocking temperatures for unswollen (a) and swollen (b) ferrogels as a function of the nanoparticle concentration. The arrows indicate the blocking temperatures $T_B$ at each concentration. These data indicate that there is no cluster formation under the applied magnetic field for different concentrations and gel states (see text).
Figure 6.11: A plot showing the linear relationship between the logarithm of the swelling ratio and the square root of magnetic field for a hydrogel and different ferrogels. The solid lines are the least square fits to the data. The error bars are the statistical errors calculated from five measurements.

Figure 6.11 also shows the linear relationship between the logarithm of the swelling ratio and the square root of the applied magnetic field, which can be rewritten in terms of the magnetic-field energy density, \( B^2/2\mu_0 \) as follows:

\[
Q = A \exp \left( - \left( \frac{\xi^3 B^2}{2\mu_0 k_B T} \right)^{1/4} \right),
\]  

(6.9)

where \( A \) is a constant and \( \xi \) is a correlation length in the gel. The calculated correlation lengths obtained from fitting to equation 6.9 are shown in Table 6.2. The values in this table indicate no discernable change in the correlation length with increasing magnetite concentration.
6.3.4 Diffusion of Dextran in Ferrogels

In order to understand the structural behavior of ferrogels as well as transport properties in these materials, the diffusion of labeled dextran was investigated using FCS. Diffusion coefficients so obtained are plotted as a function of magnetic field in Figure 6.12. Three different (swollen) samples with different magnetic nanoparticle concentrations demonstrate the same trend, with different magnitudes, that the diffusion coefficient decreases exponentially upon an increase in magnetic field strength. In order to explain these data, we consider a model based on a Stokes-Einstein relationship for diffusion [227, 228]

\[ D = \frac{k_BT}{6\pi\eta R^2}, \]  

where \( \eta \) is the viscosity of the medium and \( R \) is the size of the diffusing molecule. In this relation, the only parameter that can be affected by adding magnetite nanoparticles and applying a magnetic field is the viscosity within the ferrogel. From the swelling measurements in section 5.3.3, we observed the effect of the added magnetite nanoparticles and the applied magnetic field on the mesh size, which can be related to the viscosity of the ferrogel by

\[ \eta = \eta_0 \exp \left( \frac{\xi B^2}{2\mu_0 k_BT} \right)^{1/4}, \]
where \( \eta_0 \) is the viscosity of the solvent. By substituting equation (6.11) into equation (6.10), the Stokes-Einstein diffusion becomes

\[
D = \frac{k_B T}{6 \pi \eta_0 R} \exp \left( -\left( \frac{\xi^2 B^2}{2 \mu_0 k_B T} \right)^{1/4} \right),
\]

which is fitted to the data shown in Figure 6.12. The results obtained are presented in Table 6.2, with the size of dextran taken as \( R = 9 \) nm; \( R \) was obtained from measurements of the diffusion coefficient of dextran in water using the Stokes-Einstein relation for diffusion at \( T = 298 \) K. From the diffusion results in Table 6.2, it is clear that the viscosity obtained is the viscosity of water at or close to room temperature and the correlation lengths are comparable to those obtained from the swelling measurements. The data shown in Figure 6.12 demonstrate that there is no effect of the magnetic field on dextran diffusion when no magnetite particles are present, which shows that the dextran does not interact with the magnetic field. Our results are incapable of testing for any anisotropy in the diffusion, i.e. whether or not the diffusion increases or decreases in the direction of the magnetic field compared with directions orthogonal to it.

### 6.3.5 Controlled Molecular Release

The concentration gradient method [151, 150] was used to determine the concentration of dextran molecules released from swollen hydrogels and ferrogels into the surrounding solvent. A certain amount of dried hydrogels and ferrogels were swollen in 10 nM FITC-dextran solution. The swollen gels were then placed in 5 ml of water and exposed to a magnetic field. 1 ml of the resulting solution was taken for each measurement and replaced with 1 ml of distilled water. FCS was used to study the diffusion of FITC-dextran in these solutions to determine the number of molecules \( N \), which can be obtained from the fits to equation 4.19. The concentration of the released molecules (in mol L) can be calculated from

\[
C = \frac{N}{V_{\text{eff}}},
\]
Figure 6.12: Magnetic field effect on diffusion of FITC-dextran in ferrogels with different volume fraction of magnetic nanoparticles. The solid lines are fits to the Stokes-Einstein model (equation 6.12).
where $V_{\text{eff}}$ is an instrumental parameter, the effective confocal volume, given by $V_{\text{eff}} = \pi^{3/2} r_c^2 z_c$, where $r_c$ and $z_c$ are, respectively, the confocal radius and height. (For our experiments $V_{\text{eff}} = 1.25$ fL.) Molecular release from the ferrogel matrix to the surrounding solvent is strongly controlled by magnetic field (Figure 6.13). In general, increasing magnetic field strength causes some disruption in the polymer network during magnetic alignments, leading to less freedom for the diffusing molecules. This disruption increases with increasing concentration of the magnetic nanoparticles. The concentration of the FITC-dextran released under the applied magnetic field is reduced by almost a factor of two at 0.8 T for the highest magnetite concentration (1 wt%). This can be understood from the release mechanisms which were explained in Chapter 3, section 3.2.2.2 (see Figure 3.3). The increase of magnetic nanoparticle concentration leads to a smaller mesh size under applied magnetic fields which causes the macromolecular probe to be trapped inside the ferrogel. This explains the decrease in the release fraction in Figure 6.13 with increasing magnetite concentration. From the application point of view, ferrogels with higher magnetite concentrations work better in trapping macromolecules under applied magnetic fields to be delivered to the desired place according to the second mechanism in Figure 3.3. It is also noticeable from Figure 6.13 that the magnetic field has no effect on the molecular release from hydrogels (i.e. PMAA but without magnetite), which is to be expected for a paramagnetic material, and is in keeping with the diffusion results shown in Figure 6.12. Figure 6.13 also indicates that the concentration of expelled dextran molecules depends on the applied magnetic field by the same scaling behavior as the swelling of the ferrogels,

$$C = \alpha \exp \left( - \frac{\xi^3 B^2}{2 \mu_0 k_B T} \right)^{1/4}$$

where $\alpha$ is a proportionality constant. This means that the volume phase transition of the ferrogel is the controlling factor for the molecular release and other influences such as physical or chemical interactions are not significant.
Figure 6.13: Controlled molecular release of FITC-dextran from different ferrogels to the surrounding medium as a function of magnetic field. The solid lines are fits to equation 6.14. The error bars are the statistical errors calculated from three measurements.
6.4 Conclusions

Introducing magnetite nanoparticles controls the structural and magnetic behaviour of hydrogels under applied magnetic fields. These properties make this class of materials good candidates for many applications, especially in the fields of bionanotechnology and drug delivery.

The work presented in this chapter considered the effect of applied magnetic fields on the diffusion of single dextran molecules labeled with fluorescein isothiocyanate within a ferrogel [a composite of magnetite nanoparticles in a poly(methacrylic acid) hydrogel (PMAA)] using fluorescence correlation spectroscopy (FCS). FCS studies of single molecule diffusion within these systems revealed the relationship between the applied magnetic field and the viscosity of ferrogels based on Stokes-Einstein diffusion. It has been found that the mesh size of the ferrogel is controlled by the applied magnetic field, $B$, and scales as $\exp\left(-\sqrt[3]{\xi^3 B^2/2\mu_0 k_B T}\right)$. The diffusion coefficient of the dextran can be modeled with a simple Stokes-Einstein law, containing the same scaling behavior with magnetic field as the swelling of the hydrogel. Furthermore, the magnetically controlled molecular release from ferrogels to the surrounding solvent was found to decrease considerably with increasing magnetic field induction from 0.2 to 0.8 T, especially at higher magnetic nanoparticle concentrations. The results suggest that the concentration of the released molecules is controlled only by the volume phase transition of the ferrogel under the applied magnetic field without any contributions from other physical or chemical interactions. The magnetic field-dependent release of dextran from these ferrogels is also controlled by the same relationship as the diffusion and swelling of these systems.

The samples were characterized by small angle x-ray scattering (SAXS) and magnetometry experiments. Magnetic hysteresis loops from these ferrogels and zero field cooled/field cooled measurements reveal single domain ferromagnetic behavior at room temperature with a similar coercivity for both as-prepared and fully swollen ferrogels, and for increasing magnetic nanoparticle concentration. SAXS experiments, such as the hysteresis loops, show that magnetite does not aggregate in these gels.
Part II

Hyperbranched Polymers
Chapter 7

Structure of Hyperbranched PNIPAM

7.1 Introduction

Poly(N-isopropyl acrylamide) (PNIPAM) is a reasonably biocompatible and popular polymer due to its temperature-induced collapse transition at a physiologically useful temperature of 32 °C. Therefore, PNIPAM has been a good candidate for many possible applications (see Chapter 3). It has been a challenge to increase the collapse transition temperature (LCST) of this polymer to the body temperature for which many attempts have been reported using different synthetic methods, such as copolymerizing PNIPAM with hydrophilic chain-end functionalized polymers. For example, Rimmer and co-workers [21, 114] have been able to synthesize hyperbranched PNIPAM (HB-PNIPAM) with no cyclization or microgelation. They have utilized the self-considering vinyl polymerization (SCVP) principles by using the Reversible Addition Chain Transfer Polymerization (RAFT) method to produce HB-PNIPAM with imidazole-chain ends. These end groups can be replaced with COOH acid groups or can be used for binding with other polymers or biological species [29].

However, a complete understanding of the structural behaviour of these hyperbranched polymers as a function of temperature is still lacking. Knowl-
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edge about the internal structure of HB-PNIPAM is necessary so that the improvement and development of such materials into useful applications can rely on a logical design. How these polymers behave as they approach their LCST and whether they entangle or not are important questions that need to be answered. SANS is a powerful tool which is able to provide qualitative and quantitative answers to these questions.

The work presented in this chapter is extending the physical characterization of the previously synthesized HB-PNIPAM by Rimmer and co-workers. The temperature dependent behaviour of HB-PNIPAM as a function of the degree of branching will be explored and compared to a linear PNIPAM. UV-visible spectroscopy will be used to determine the macroscopic LCST of such polymers and SANS will be used to study the structural behaviour of HB-PNIPAM. Also, HB-PNIPAM has has been labelled with fluorescent species and will be visualized by a confocal laser scanning microscope (CLSM).

7.2 Experimental

7.2.1 RAFT Polymerisation

Reversible Addition-Fragmentation chain Transfer (RAFT) polymerisation is a type of controlled radical polymerisation which was introduced by Thang et al. in 1998 [229, 230]. RAFT polymerisation is advantageous over other controlled radical polymerisations in that it can be used with a variety of monomers and reactions, producing controlled molecular weight polymers with narrow polydispersities using thiocarbonylthio compounds, such as dithio-ester. RAFT polymerisation has been successfully used to synthesize polymers with well-defined architectures, such as linear block copolymers, polymer brushes and branched polymers. Figure 7.1 shows the currently accepted mechanism of RAFT polymerisation. The process starts with a reaction between an initiator ($I^*$) and a monomer unit, producing a radical species ($P_n^*$) which can start a polymerizing chain. The created active chain ($P_n^*$) reacts with the dithioester giving a radical adduct which fragments into a polymeric dithioate product and a new radical species ($R^*$). The latter
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radical reinitiates a polymerisation creating a new propagating radical \( (P^n_\text{init}) \).
The last step of the RAFT process is the equilibration between the propagating radicals
\( P^n_\text{init} \) and \( P^n_\text{m} \) and the dormant dithioate compound in which
these radicals are trapped, forming an intermediate radical. In a reversible
way, one polymer chain exists in the dormant stage (bound to the dithioate
species), while the other is active to proceed in further polymerisation. The
use of a variety of R and Z groups has been reported to produce desirable
polymer chain-end functionality.

7.2.2 Synthesis

The work in chapter is concerned with the preparation and analysis of highly-
branched poly(N-isopropylacrylamide) (HB-PNIPAM) (Figures 7.2 and 7.3)
using a branching RAFT agent which had previously been developed by
Rimmer and co-workers [21]. The resultant highly branched polymers, which
contained the residual RAFT groups N-pyrrole dithioate at their chain-ends,
could be converted to carboxylic acid chain-end functionalised polymers using
previously developed methodology [115]. Three HB-PNIPAM samples with
different degrees of branching (number of monomers between branch points
25, 60 and 90) were synthesized as follows:

Synthesis of hyperbranched N-pyrrole chain-end functionalized poly-Nisopropylacrylamide:

As shown in Figure 7.4, N-isopropylacrylamide (NIPAM), 4-vinylbenzylpyrrolecarbodithioate (RAFT agent) and azobis(isobutyronitrile) (AIBN) were
dissolved in dioxane (quantities are given in table 7.1). The mixture was then
transferred to a glass ampoule. The ampoule was sealed and freeze-pump-thaw cycles were carried out three times at \( 10^{-4} \text{ mbar} \). It was then heated at
60°C for 48 hours and quenched with liquid nitrogen. The polymer solution
was precipitated by dropwise addition to diethylether (600 ml). The ether
was decanted off, the solids further washed with ether then vacuum-oven
dried at room temperature for 16 hours. The procedure was repeated twice
Figure 7.1: A general mechanism for RAFT polymerization.
Figure 7.2: Structure of HB-PNIPAM showing links to polymer backbone via xylyl residues and residual N-pyrrole dithioate groups at branch chain-ends.

Figure 7.3: Schematic diagram showing HB-PNIPAM. The ringed area indicates the distance between two cross-links which is, in this study, 25, 60 or 90 monomers.
more to give a yellow solid (yields are shown in table 7.1).

**Synthesis of hyperbranched carboxylic-acid chain-end functionalized Poly-N-isopropylacrylamides:**

The highly-branched N-pyrroledithioate chain-ended polymers above were dissolved in DMF (degassed with nitrogen/30min) and stirred at 60°C under a nitrogen atmosphere. The 4,4'-azobis-(4-cyanopentanoic acid), 20 equivalents relative to the number of pyrrole chain-end groups, was added to the reaction mixture as a solution in DMF and heated at 60°C for 16 hours. This procedure was repeated twice more so that a total of 60 equivalents of the reagent were added. The DMF was removed under high vacuum at 40-50°C and the resultant oil was ultrafiltered using a blend of acetone/ethanol (10:1, vol:vol) through a 3,000 MWCO cellulose filter. The resultant concentrate was evaporated under reduced pressure and vacuum-oven dried at room temperature to give a buff coloured solid. The quantities and yield of this reaction are shown in table 7.2.
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<table>
<thead>
<tr>
<th>NIPAM/RAFT Ratio</th>
<th>NIPAM/g</th>
<th>RAFT agent/g</th>
<th>AIBN/g</th>
<th>Dioxane/ml</th>
<th>Yield</th>
<th>2.424 g</th>
</tr>
</thead>
<tbody>
<tr>
<td>(25:1)</td>
<td>2.5 g</td>
<td>0.229 g</td>
<td>0.1450 g</td>
<td>8.75 ml</td>
<td>84%</td>
<td>2.424 g</td>
</tr>
<tr>
<td></td>
<td>22.1 mmol</td>
<td>0.882 mmol</td>
<td>0.894 mmol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(60:1)</td>
<td>2.5 g</td>
<td>0.095 g</td>
<td>0.0598 g</td>
<td>9.24 ml</td>
<td>88%</td>
<td>2.2903 g</td>
</tr>
<tr>
<td></td>
<td>22.1 mmol</td>
<td>0.367 mmol</td>
<td>0.369 mmol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(90:1)</td>
<td>2.5 g</td>
<td>0.0636 g</td>
<td>0.0398 g</td>
<td>8.54 ml</td>
<td>71%</td>
<td>1.8283 g</td>
</tr>
<tr>
<td></td>
<td>22.1 mmol</td>
<td>0.246 mmol</td>
<td>0.245 mmol</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Quantities used to synthesize HB-PNIPAM.

<table>
<thead>
<tr>
<th>NIPAM/RAFT Ratio</th>
<th>DMF to dissolve the polymer</th>
<th>4,4’-azobis-(4-cyanopentanoic acid)</th>
<th>DMF to dissolve the acid</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>HB-PNIPAm (25:1)</td>
<td>123 ml</td>
<td>8.582 g</td>
<td>22 ml</td>
<td>73%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.121 g</td>
</tr>
<tr>
<td>HB-PNIPAm (60:1)</td>
<td>110 ml</td>
<td>7.659 g</td>
<td>20 ml</td>
<td>75%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.987 g</td>
</tr>
<tr>
<td>HB-PNIPAm (90:1)</td>
<td>88 ml</td>
<td>6.097 g</td>
<td>18 ml</td>
<td>79%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.132 g</td>
</tr>
</tbody>
</table>

Table 7.2: Quantities used to convert N-pyrrole dithioate chain end groups to carboxylic acid in HB-PNIPAM.
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<table>
<thead>
<tr>
<th>Ratio NIPAM/RAFT (in Feed)</th>
<th>Ratio NIPAM/RAFT (NMR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(25:1)</td>
<td>(48:1)</td>
</tr>
<tr>
<td>(60:1)</td>
<td>(82:1)</td>
</tr>
<tr>
<td>(90:1)</td>
<td>(94:1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6-8.5 end-groups evident</th>
</tr>
</thead>
</table>

Table 7.3: Branching degrees after conversion of N-pyrroledithioate chain-ended highly-branched polymers (HB-PNIPAM) to carboxylic-acid chain-end functionalized polymers.

7.2.3 NMR Characterisation

A Bruker 400 MHz NMR spectrometer was used to obtain NMR spectra (see Appendix C) for HB-PNIPAM at room temperature. 70 mg of each polymer was dissolved in 1 ml of deuterated chloroform and then transferred to an NMR tube. NMR spectra were used to calculate the actual branching degrees, as shown in table 7.3, which is the ratio of NIPAM to imidazole obtained from the integration of NMR spectra (Appendix C). The following are examples of the NMR analysis of a highly branched PNIPAM (25:1) with N-pyrrole and acid chain-end functionalities.

N-pyrrole chain-end functionalized PNIPAM:

1H NMR (CDCl₃, ca. 5% CD₃OD, RT, 400MHz): δ/ppm 1.0 (s, br, -N(CH₃)₂), 1.45-1.60 (m, br, 2H, -CH₂-CH-C₆H₄-) and (m, br, 1H, -CH₂-CH-C₆H₄-), 1.75-2.05 (m, br, 1H, -CH₂-CH-CO-NH-) and (m, br, 1H, -CH₂-CH-CO-NH-), 3.32 (s, br, H₂O-polymer bound), 3.98 (s, br, 1H, (CH₃)₂CH-), 4.50 (m, br, 1H, CH₂CH=S(-)=S)-N-pyrrole), 6.30 (s, br, 2H, N-pyrrole-Hb), 7.62 (d, br, 2H, N-pyrrole-Ha).
Carboxylic-acid chain-end functionalized PNIPAM:

$^1$H NMR (CDCl3, ca. 5% CD3OD, RT, 400MHz): $\delta$ ppm 1.0 (s, br, -N(CH3)2), 1.45-1.60 (m, br, 2H, -CH2-CH-C6H4-) and (m, br, 1H, -CH2-CH-C6H4-), 1.75-2.05 (m, br, 1H, -CH2-CH-CO-NH-) and (m, br, 1H, -CH2-CH-CO-NH-), 3.32 (s, br, H2O-polymer bound), 4.05 (s, br, 1H, (CH3)2CH-), 6.60-7.40 (m, br, 4H, -C6H4-), 7.65 (s, br, -NHCO-).

7.2.4 Gel Permeation Chromatography (GPC)

The average molecular weight, molecular weight distributions and polydispersity were measured by GPC relative to a poly(ethylene oxide) reference standard. Two different GPC techniques were used with single and triple detection features. For the single detection technique, 200 mg of ammonium acetate was dissolved in 1 litre of DMF. 2.5 ml of this solution was added to 5 mg of each polymer and all solutions were filtered before injecting them into the GPC. The solutions were then run through PL gel (mixed B, 950 mm) columns at 70°C with flow rate of 1.0 ml/min. For the triple detection GPC, the same polymer quantities were used as for the single detection, but 0.1% of tetrabutyl-ammonium bromide (TBAB) in tetrahydrofuran (THF) was used as eluent. Then the solutions were run through PL gel (2 x mixed-C) columns with flow rate of 1.0 ml/min. Figures 7.5 and 7.6 illustrate typical size exclusion chromatography (SEC) molecular weight distributions using the two techniques mentioned above. It is noticeable from these plots that, as expected, by introducing branching monomers the molecular weight distributions become broad and have multiple peaks compared to their analogous linear PNIPAms [21]. Table 7.4 show the obtained values of Mw, Mn and PD for linear and hyperbranched PNIPAM.

7.2.5 Fluorescently labelled Linear and HB-PNIPAM

The RAFT polymerisation procedure described in section 7.2.2 was also used to synthesize linear and hyperbranched PNIPAM with a chemically attached fluorescein to the polymer backbone. The same quantities shown in table 7.1
Figure 7.5: Typical SEC chromatograms for linear and hyperbranched PNIPAM with different branching degrees (25:1, 60:1 and 90:1) using a single detection GPC system. This figure shows a single peak for linear PNIPAM and broad and multiple peaks for HB-PNIPAMs. It is clear that single detection GPC is not appropriate for the highest degree of branching (25:1) as only a single peak is observed from which the average molecular weight is underestimated as shown in table 7.4.

Table 7.4: GPC data for linear and HB-PNIPAM using single (DMF (0.1% ammonium acetone)) and triple (THF (0.1% TBAB)) detection GPC systems at 70°C.
Figure 7.6: Typical SEC chromatograms for linear and hyperbranched PNIPAM with different branching degrees (25:1, 60:1 and 90:1) using a triple detection GPC system. This figure shows broad and multiple peaks for all HB-PNIPAMs and a single peak for the linear PNIPAM. The average molecular weights from these measurements are listed in table 7.4.
were used to prepare fluorescently labeled linear and hyperbranched PNIPAMs, but with the addition of 25 mg (i.e. 1% of the NIPAM quantity) of fluorescein o-acrylate (97% from Sigma-Aldrich). The N-pyrroledithioate chain-end groups were also converted to carboxylic-acid chain-end groups using the conversion method described in section 7.2.2 with the same quantities in table 7.2. To test the existence of the fluorescent labels, a UV-visible spectrometer (U-2010 spectrometer) was used to obtain the absorption spectra shown in Figure 7.7 for 1% wt/wt of fluorescently labeled PNIPAM in pure water. These labelled linear and HB-PNIPAMs will also be used to study the dynamics of these polymers as a function of temperature and concentration.

7.2.6 LCST Determination

A Cary 3Bio UV-visible spectrophotometer, fitted with a Cary temperature controller, was used to determine the cloud point (LCST) of different concentrations (5 mg/ml and 10 mg/ml) of HB-PNIPAMs in D₂O (Figure 7.8). A Varian Cary temperature controller was utilized to an accuracy of ±0.1°C to control the temperature of the cell holder and the condensation of the sample cell holder was avoided by a flow of nitrogen gas. All samples were heated from 15°C up to 60°C and the cloud points were obtained using a wavelength of 500 nm. The LCST of the polymer was determined as the point of inflexion of the increased absorbance with raising the temperature and the results are summarized in table 7.5.

It is clear from table 7.4 that the polydispersity (PD) of HB-PNIPAM is larger than that of linear PNIPAM due to an increase in the heterogeneity in the composition of the highly branched polymers. This increase in PD has been observed to affect the transition temperature (LCST) of HB-PNIPAM leading to a more gradual increase in the turbidity of the sample. The reason behind this is that some molecules or some parts of a molecule nucleate at lower temperatures forming intermolecular aggregates before the onset of the bulk sample. This effect can be seen in Figure 7.8 from the change in absorption with temperature. This figure shows a gradual increase of the absorption with a significant slope instead of a sharp change as in homo-
Figure 7.7: UV-visible spectra for fluorescently labeled linear and hyperbranched PNIPAM with (a) N-pyrroledithioate and (b) carboxylic-acid chain-end groups.
Table 7.5: Cloud points (LCST) of linear and hyperbranched PNIPAMs in D₂O at different concentrations. * The LCST of linear PNIPAM has been taken from reference [21].

PNIPAM which occurs over 1°C. The data in Figure 7.8 also indicate that the slope of the transition increases with decreasing the number of branches; in this case HB-PNIPAM (90:1) has the largest slope especially at higher polymer concentration (7.8 (b)).

### 7.2.7 Confocal Laser Scanning Microscopy (CLSM)

A confocal laser scanning microscope was used to visualize the microstructures of fluorescently labelled PNIPAMs prepared as described in section 7.2.5. The CLSM used in this study was an LSM510 inverted confocal microscope (Zeiss), which was discussed in Chapter 5, and pictured in Figure 5.3. Solutions containing 5% of linear and HB-PNIPAMs were prepared by dissolving 100 mg of each polymer in 2 ml of D₂O. The temperature of the sample was controlled using a Linkam heating stage (Linkam Scientific Instruments Ltd, Surrey, UK) with TMS94 heat controller and LNP-1 nitrogen flow control. The samples were excited by an argon laser with wavelength of 488 nm to obtain images in 2D with scan depth of 8 bit in a single direction, resulting in 512×512 pixel images. In order to measure the particle concentration and distribution from the resulting images as a function of temperature, ImageJ software was utilized which allows the number of particles per unit area to be counted.
Figure 7.8: Optical density of (a) 5 wt% and (b) 10 wt% HB-PNIPAm in D$_2$O as a function of temperature for three different branching degrees (25, 60 and 90 monomers between branch points).
7.2.8 SANS Measurements

SANS measurements presented in this work were performed at the Rutherford Appleton Laboratory (ISIS Spallation Neutron Source, Didcot, UK) using the fixed-geometry, time-of-flight LOQ spectrometer. SANS experiments were also partially carried out at Laboratoire Leon Brillouin CEA-Saclay using the PAXY instrument. At ISIS, the LOQ instrument uses incident neutron wavelengths from 2.2 to 10.0 Å, which covers a scattering wavevector, Q, range of 0.009 to ~1.3 Å⁻¹ at a sample-detector distance of 4.1 m. 5 and 10 wt% solutions of each polymer ((25:1), (60:1) and (90:1) HB-PNIPAM and linear PNIPAM) were prepared by dissolving 150 and 300 mg, respectively, in 2.8 ml of D₂O. All samples were transferred to 2 mm path-length quartz Hellma cells. The temperature was controlled by using circulating fluid baths giving a temperature range from -20 to 100 °C. A similar procedure was used on the PAXY instrument which covers almost the same Q-range from 0.003 to 1 Å⁻¹ at a sample-detector distance of 1 to 7 m. Scattering intensities were reduced and normalized as described in reference [156], using the standard procedures on the allocated softwares at each facility to obtain the differential scattering cross section, dΣ/dΩ, in absolute units (cm⁻¹), which is referred to here as I(Q). Two-dimensional (2D) SANS patterns of linear and HB-PNIPAM are shown in Appendix D.1 at temperatures below and around the LCST of each polymer.

As mentioned in Chapter 4, section 4.3.2.2, the differential scattering cross section or I(Q) can expressed in terms of the form (shape) and structure factors of the sample (equation 4.36). However, the structure factor in the systems investigated in this work can be considered as unity (S(Q) = 1), because the studied polymer solutions are diluted and therefore there is no interference between neutrons scattered by different scattering centres. In other words, there is no long-range local ordering in the samples which minimizes the possibility of the interactions between scattered neutrons [156].
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7.3 Results and Discussion

7.3.1 Temperature-Dependent Microstructure of Linear and HB-PNIPAM

As discussed in Chapter 3, section 3.3, PNIPAM molecules in general undergo conformational transitions from swollen polymer coils to collapsed or globular structures above their transition temperatures (or the LCST). It has been found [115] that this conformational behaviour depends on the architecture of PNIPAM molecules and the chain end groups. In this section, a comparison between the microstructure of fluorescently labelled linear and hyperbranched PNIPAMs with different branching degrees is investigated using a confocal laser scanning microscope as a function of temperature. Figures 7.9, 7.10 and 7.11 show CLSM images for HB-PNIPAM with branching degrees of (25:1), (60:1) and (90:1). These polymers have different LCST transition points, 26°C, 24°C and 30°C, respectively, at a concentration of 5 wt% in D₂O (as shown in table 7.5). It can be seen clearly from these images that, at temperatures (e.g. 15°C) much lower than the LCST of all HB-PNIPAMs, polymer chains are swollen with no aggregate formation confirmed by the very low bright regions in the images at this temperature. Increasing the temperature leads to a collapse of HB-PNIPAMs which then interact with their neighbours and form aggregates. Surprisingly, the formation of these aggregates starts below the LCST of each polymer and the size of these aggregates increases with increasing temperature until they form stable and uniform closely packed colloidal dispersions. At and above the LCST of HB-PNIPAMs, these aggregates are spheres (the clearest case is the HB-PNIPAM (60:1) shown in Figure 7.10). Although gelation is not expected to take place in these systems at temperatures that much higher than the LCST of HB-PNIPAMs, for example 40°C as shown in Figure 7.14, gel regions as well as some spherical aggregates have been seen. By analysing these images (see Figure 7.13), it is clear that the aggregate concentration increases with temperature then remains constant above the LCST of each HB-PNIPAM. It is noticeable from Figure 7.13 that the aggregate concen-
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Agregation increases with increasing the number of branches per molecule (i.e. the highest aggregate concentration was observed for HB-PNIPAM with 25 monomers between branch points).

Linear PNIPAM also follows the same trend as HB-PNIPAMs and forms aggregates with increasing temperature, as shown in Figure 7.12. However, linear PNIPAM seems to form undefined structures with increasing temperature. Furthermore, these linear PNIPAM aggregates form physical cross-links around the LCST (32°C) resulting in a network-like structure as shown in Figure 7.12 (f, g and h). In terms of the aggregate concentration as a function of temperature (Figure 7.13), linear PNIPAM shows an increase in aggregate concentration with temperature; however, this concentration was observed to level off even below its transition temperature.

7.3.2 SANS Study of The Structural Behaviour of Linear and HB-PNIPAM

7.3.2.1 Temperature-Dependent Shape and Size of Linear and HB-PNIPAM

Figures 7.15, 7.16 and 7.17 show log-log scale plots of SANS data from HB-PNIPAM with different branching degrees, while Figure 7.18 shows a similar plot for linear PNIPAM. It is apparent from these figures that scattering from linear and branched PNIPAMs follow the same Gaussian behaviour below their LCSTs where all polymers are swollen in good solvent environments. The scattering intensity increases with increasing temperature in both cases at low Q, which is an indication of contribution of scattering from the whole particles. However, SANS intensity is significantly higher in the case of HB-PNIPAM compared to the linear counterparts, increasing as the number of branches per molecule is increased (see Figure 7.19(a)) due to the increase of particle size. Tanaka and co-workers [231] obtained a similar SANS plot for linear PNIPAM in solution below and above the LCST when they compared it with the scattering from cross-linked PNIPAM.

SANS data shown in Figure 7.19 (b) indicates that linear and HB-PNIPAMs change conformation when collapsing and forming aggregates above their
Figure 7.9: CLSM micrographs of 5 wt% of HB-PNIPAM (25:1). The temperature range is as follows: (a) 15°C, (b) 18°C, (c) 21°C, (d) 24°C, (e) 27°C, (f) 30°C, (g) 33°C. The temperature ranges below LCST (32°C)
Figure 7.10: CLSM micrographs of 5 wt% HB-PNIPAM (60:1). The temperature range is as follows: (a) 15°C, (b) 18°C, (c) 21°C, (d) 24°C, (e) 27°C,
Figure 7.11: CLSM micrographs of 5 wt% HB-PNIPAM (90:1). The temperature range is as follows: (a) 15°C, (b) 18°C, (c) 21°C, (d) 24°C, (e) 27°C,
Figure 7.12: CLSM micrographs of 5 wt% of linear PNIPAM. The temperature range is as follows: (a) 15°C, (b) 18°C, (c) 21°C, (d) 24°C, (e) 27°C, (f) 30°C, (g) 33°C, (h) 36°C.
Figure 7.13: Percentage of PNIPAM particles as a function of temperature calculated from CLSM images (Figures 7.9, 7.10, 7.11 and 7.12).

Figure 7.14: CLSM micrograph of 5 wt% of HB-PNIPAM (60:1) at a temperature (40°C) much higher than its LCST (24°C). This figure shows different regions of gels and spherical particles, indicated by the arrows.
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LCSTs, showing a Porod scattering behaviour attributed to 3D spherical objects with sharp boundaries (slope of -4). However, scattering from linear PNIPAM slightly deviates from the slope of -4 due to the contribution to the scattering from entangled chains (network-like as seen in CLSM images, Figure 7.12). Interestingly, the change of conformation in HB-PNIPAMs starts immediately at the macroscopic LCST shown in Table 7.5; whereas the change to the Porod scattering behaviour was reached at a temperature much higher than the LCST of linear PNIPAM. This might be understood as the HB-PNIPAMs being more sensitive to temperature than their linear counterparts, due to the COOH end-groups in HB-PNIPAMs. This phenomenon was not observed in the work by Tanaka et al. [231] as the the highest temperature they used was only 1°C above the LCST of linear PNIPAM. However, the SANS intensity in Figure 7.19 (b) above the LCST continues to decay with a slope of -1 independently of temperature at high Q-values, indicating a one dimensional rod-like scattering behaviour from the internal structure of both linear and HB-PNIPAMs. This might be corresponding to the scattering from the backbone between branches in the case of HB-PNIPAM. This means that the branches and their COOH end-groups play a significant role in controlling the overall shape and size of HB-PNIPAMs, whereas the internal structure is similar to that of linear PNIPAM.

Another useful representation of scattering data can be obtained by plotting $I(Q)Q^2$ versus $Q$, which is known as a Kratky plot. A typical Kratky plot should asymptotically reach a plateau at high $Q$ values. Figure 7.20 shows a typical Kratky plot of linear PNIPAM at different temperatures. Below the LCST of linear PNIPAM (32°C), the polymer is swollen (good solvent) forming a Gaussian chain, indicated by the plateau at high $Q$ values of the Kratky plot. However, a deviation from the asymptotic behaviour can be seen at 36°C (above the LCST) when the $D_2O$ becomes a poor solvent and the polymer collapses. The tail of the curve in this case follows an ascending line which if extrapolated towards $Q = 0$ passes through the origin. This is a characteristic of rod-like behaviour at the local structure or a local ordering of the polymer units at short ranges.

On the other hand, scattering from branched polymers is quite different
Figure 7.15: Log-log plot of SANS intensity versus the scattering vector for 5 wt% of HB-PNIPAM (25:1) in D$_2$O at temperatures below and above its LCST. The dashed lines are guides for the eye. This figure shows the transition from a swollen chain (Lorentzian scattering behaviour) to a spherical particle above the LCST (26°C) indicated by the slope of -4 (Porod scattering behaviour).
Figure 7.16: Log-log plot of SANS intensity versus the scattering vector for 5 wt% of HB-PNIPAM (60:1) in D$_2$O at temperatures below and above its LCST. The dashed lines are guides for the eye. This figure shows the transition from a swollen chain (Lorentzian scattering behaviour) to a spherical particle above the LCST (24°C) indicated by the slope of -4 (Porod scattering behaviour).
Figure 7.17: Log-log plot of SANS intensity versus the scattering vector for 5 wt% of HB-PNIPAM (90:1) in D$_2$O at temperatures below and above its LCST. The dashed lines are guides for the eye. This figure shows the transition from a swollen chain (Lorentzian scattering behaviour) to a spherical particle above the LCST (30°C) indicated by the slope of -4 (Porod scattering behaviour).
Figure 7.18: Log-log plot of SANS intensity versus the scattering vector for 5 wt% of linear PNIPAM in D\textsubscript{2}O at temperatures below and above its LCST. The dashed lines are guides for the eye. This figure shows that linear PNIPAM is swollen below its LCST (32°C) (Lorentzian scattering behaviour) and does not form spherical particles above it, indicated by the slight deviation from Porod behaviour (slope of -4). It is rather a combination of Porod and Lorentzian scattering behaviour (see text).
Figure 7.19: Log-log plot of SANS data showing a comparison between linear and HB-PNIPAM with different branching degrees at temperatures (a) below their LCSTs, 15 °C, and (b) above their LCSTs shown in table 7.5.
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from that obtained from linear polymers. Figure 7.21 is a typical example of scattering from a branched polymer, which shows a Kratky plot of HB-PNIPAM (25:1), the highest branching degree in this study. These curves are different from that of linear PNIPAM in that, below the LCST, a peak is formed at low $Q$ values which precedes the asymptote. These maxima in the Kratky plots indicate nonrandomly branched polymers in solution [232]. The magnitude of these peaks increases with increasing temperature with a shift towards low $Q$-region. These maxima disappear at temperatures above the LCST because the scattering at this low $Q$-range is representing the overall globular structure of the collapsed HB-PNIPAM. The behaviour of the tail of the curves at high $Q$ values (local structural behaviour) in this case is similar to that of linear PNIPAM which shows a rod-like characteristic of the local structure (in this case the backbone between branches) above the LCST. A similar scattering behaviour was observed from lightly branched PNIPAM (60:1) and (90:1), shown in Figures 7.22 and 7.23, respectively, above their LCSTs. However, no peaks were observed below the LCST of these samples, which can be attributed to the dominated scattering by the backbone of the polymers given that there are considerable distances between branches.

7.3.2.2 Scattering Behaviour Below The LCST

Elastic scattering from polymer solutions in the semidilute regime can be described by a Lorentzian equation, Ornstein-Zernike (OZ) equation, of the type:

$$I(Q) = \frac{I(0)}{1 + \xi^2 Q^2}, \quad \text{(7.1)}$$

where $\xi$ is the blob size or the correlation length. This length scale is very important in the case of semidilute solutions, which is a distance at which neighbouring chains start to interact. Equation 7.1 allows the correlation length, $\xi$, to be determined from SANS in the case of semidilute theta solutions. From the discussion in the previous sections it is apparent that the scattering from linear and HB-PNIPAM below the LCST, when they are completely swollen in D$_2$O, is different from that above it, when they are col-
Figure 7.20: SANS scattering profiles represented as Kratky plots of 5 wt% Linear PNIPAM in D$_2$O. The solid lines are guides for the eye. This figure shows the linear increase of $I(Q)Q^2$ with $Q$ until the LCST is reached above which a different structure is observed. This structure is a network-like structure (see sections 7.3.2.2 and 7.3.2.3).
Figure 7.21: SANS scattering profiles represented as Kratky plots of 5 wt% HB-PNIPAM (25:1) in D₂O. The solid lines are guides for the eye. The peaks in this figure indicate a highly branched PNIPAM. These peaks increase with increasing temperature, because the number of branches increases per unit volume once the polymer collapses. Around the LCST of this polymer (26°C) the peaks disappear, indicating the scattering from the whole particle.
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Figure 7.22: SANS scattering profiles represented as Kratky plots of 5 wt% HB-PNIPAM (60:1) in D_2O. The solid lines are guides for the eye. Although no peaks are present in this plot at low temperatures (similar to linear PNIPAM), the plot shows a scattering from the whole particle above the LCST. The reason why the peaks disappeared is because the length scale probed here is lower than the distance between branch points.
Figure 7.23: SANS scattering profiles represented as Kratky plots of 5 wt% HB-PNIPAM (90:1) in D₂O. The solid lines are guides for the eye. This plot shows a similar scattering behaviour as for HB-PNIPAM (60:1) in Figure 7.22 where the increase of the distance between branch point led to a scattering behaviour which, below the LCST, is similar to that of linear PNIPAM.
lapsed. The change of gradient of the scattering curves suggests scattering from molecules with different fractal dimensions, $D_f$, due to the change of polymer conformation as the temperature increases. In other words, the scattering intensity decays as a power law that is related to $Q$ by $I(Q) \sim Q^{-D_f}$, where $D_f$ is an exponent that correlates mass and size $M = R^{D_f}$, which according to Flory's theory is $5/3$ for linear polymers and $2$ for branched polymers in a good solvent [233, 40, 156]. In this case, polymer chains are represented as closely packed separated regimes of size $\xi$ that are correlated to other regimes on different chains by the fractal dimension $D_f$. The scattering function in this case can be given as,

$$I(Q) = \frac{I(0)}{\left[1 + \frac{(1+D_f)(Q\xi)^2}{3}\right]^{D_f/2}}.$$  \hspace{1cm} (7.2)

This equation is known as the generalized Ornstein-Zernike (OZ) equation which reduces to equation 7.1 if $D_f = 2$ in equation 7.2.

As shown in Figure 7.24, the scattering from linear PNIPAM below the LCST is described well by the general OZ equation with a fractal dimension $D_f = 5/3$ which does not change with increasing temperature until the LCST is reached. This fractal dimension is known to be valid for the case of extended linear polymer chains in a good solvent with excluded volume, according to Flory’s theory. The correlation length ($\xi$) increases with increasing temperature which is an indication of the increase in swelling degree of the linear PNIPAM. In this case PNIPAM monomers are interacting only with neighbouring monomers on the same chain and the surrounding solvent molecules. Table 7.6 summerizes the obtained $\xi$ values from fitting to the generalized OZ equation. Surprisingly, even above the LCST of linear PNIPAM, SANS data are described by the general OZ equation, but the fractal dimension increases to $1.9$ and the correlation length increases significantly as well. This fractal dimension is known to be for a 2D network [156] and the correlation length in this case is the mesh size between the entangled PNIPAM linear chains. Therefore, it can be concluded that, at its transition temperature, linear PNIPAM forms a network-like structure which is
in agreement with the microscope images in Figure 7.12, despite the low resolution of CLSM.

Scattering from HB-PNIPAMs below their LCSTs can also be described by the generalized OZ model. Figures 7.25 (a), 7.26 (a) and 7.27 (a) show the fits to equation 7.2. Unlike the case of linear PNIPAM, the contribution of Lorentzian scattering disappears exactly at the macroscopic LCST of each polymer and the general OZ equation is no longer valid beyond these points. The fitting parameters of OZ equation for HB-PNIPAMs are shown in table 7.6. The fractal dimension, $D_r$, of the scattering from these hyperbranched polymers starts with a value of 2 at temperatures much below their LCSTs (15°C) which is in agreement with theoretical predictions for branched polymers in the semidilute regime in a good solvent [233]. Increasing the temperature leads to an increase in $D_r$, depending on the branching degree; the highly branched polymer showed a significant increase in $D_r$ value at temperatures far below the LCST of this polymer. This can be explained by that $D_2O$ is becoming a poor solvent with increasing temperature even below the macroscopic LCST. It can be noticed from table 7.6 that $D_r$ reached a value of 4 at temperatures below the LCSTs of HB-PNIPAM (25:1) and (60:1), which means a change of conformation of the polymers to separated 3D spherical aggregates with no sharp boundaries because the scattering here is still showing the Guinier regime described by a Lorentzian function. Again, CLSM images, in section 7.3.1, showed a similar transition from a randomly swollen chains to a spherical structures. However, this effect was not seen in the case of the lightly branched PNIPAM (90:1) below its LCST (below 30°C) and $D_2O$ remains a good solvent up to a temperature close to the LCST. The correlation length values in table 7.6 show a decrease in $\xi$ with temperature for all HB-PNIPAMs, confirming the gradual collapse of these polymers below their LCSTs.

7.3.2.3 Scattering Behaviour Above The LCST

Scattering from linear PNIPAM at 36°C (far above its LCST) in Figure 7.21 shows a different behaviour from that below its LCST, as described in the
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Figure 7.24: SANS intensity profiles of 5 wt% linear PNIPAM as a function of temperature. The data were fitted to the generalized OZ scattering function (equation 7.2) below the LCST (solid lines) and the combined Porod-Lorentzian scattering function (equation 7.3 above the LCST (dashed line).

<table>
<thead>
<tr>
<th>$T$ /°C</th>
<th>Linear $D_f$</th>
<th>Linear $\xi$ /Å</th>
<th>HB-(25:1) $D_f$</th>
<th>HB-(25:1) $\xi$ /Å</th>
<th>HB-(60:1) $D_f$</th>
<th>HB-(60:1) $\xi$ /Å</th>
<th>HB-(90:1) $D_f$</th>
<th>HB-(90:1) $\xi$ /Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>1.66</td>
<td>23.3±2</td>
<td>2</td>
<td>63.9±1</td>
<td>2</td>
<td>110.4±2</td>
<td>2</td>
<td>108.5±3</td>
</tr>
<tr>
<td>18</td>
<td>1.66</td>
<td>24.9±3</td>
<td>2.7</td>
<td>48.4±2</td>
<td>2.5</td>
<td>103.8±1</td>
<td>2</td>
<td>94.3±5</td>
</tr>
<tr>
<td>21</td>
<td>1.66</td>
<td>26.9±1</td>
<td>4</td>
<td>45.9±1</td>
<td>2.7</td>
<td>100.4±1</td>
<td>2</td>
<td>88.6±2</td>
</tr>
<tr>
<td>24</td>
<td>1.66</td>
<td>30.4±2</td>
<td>4</td>
<td>25.1±5</td>
<td>4</td>
<td>80.5±3</td>
<td>2</td>
<td>86.7±4</td>
</tr>
<tr>
<td>27</td>
<td>1.66</td>
<td>37.0±4</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>2.5</td>
<td>76.1±6</td>
</tr>
<tr>
<td>30</td>
<td>1.66</td>
<td>59.9±3</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>33</td>
<td>1.9</td>
<td>256.1±2</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 7.6: A summary of the parameters obtained by fitting SANS data for 5 wt% linear and HB-PNIPAMs to the generalized OZ (equation 7.2) below the LCST of these polymers.
Figure 7.25: SANS intensity profiles of 5 wt% HB-PNIPAM (25:1) as a function of temperature. The data in figure (a), below the LCST, were fitted to the generalized OZ scattering function (equation 7.2); whereas figure (b) shows the fit to the Porod scattering function (equation 7.4) above the LCST.
Figure 7.26: SANS intensity profiles of 5 wt% HB-PNIPAM (60:1) as a function of temperature. The data in figure (a), below the LCST, were fitted to the generalized Ornstein-Zernike scattering function (equation 7.2); whereas figure (b) shows the fit to the Porod scattering function (equation 7.4) above the LCST.
Figure 7.27: SANS intensity profiles of 5 wt% HB-PNIPAM (90:1) as a function of temperature. The data in figure (a), below the LCST, were fitted to the generalized Ornstein-Zernike scattering function (equation 7.2); whereas figure (b) shows the fit to the Porod scattering function (equation 7.4) above the LCST.
previous section. The gradient of the intensity in this case, as shown in the log-log plot in Figure 7.18, indicates a behaviour close to Porod’s regime (slope $\approx -4$). The deviation from Porod’s behaviour is attributed to the contribution of Lorentzian scattering resulting from the slightly solvated and entangled polymer chains. SANS data in this case can be described by a model that combines Porod and Lorentzian scattering, given by:

$$I(Q) = \frac{K}{Q^4r_0} \left(1 + \frac{1}{Q^2r_0^2}\right) + \frac{I(0)}{1 + \xi^2Q^2}, \quad (7.3)$$

where $r_0$ is the particle radius and $K = 6\pi\phi_p (\Delta\rho)^2$ is a constant with $\phi_p$ being the volume fraction of particles. The first term in equation 7.3 is corresponding to Porod scattering behaviour for the scattering from the whole particle, from which the shape and size of the polymer can be obtained. The second term in this equation is the Lorentzian scattering contribution from the internal structure of the polymer, from which the interactions with other chains can be determined (the correlation length). The fitted SANS data for linear PNIPAM at 36°C in Figure 7.24 shows that collapsed linear PNIPAM can be described well by the Porod-Lorentzian model (equation 7.3), giving a particle radius $r_0 = 127$ nm (see table 7.7). The correlation length from the fitting in this case dropped from 256.1±2 Å at 33°C to 69±3 Å. A similar behaviour to the scattering from linear PNIPAM above 32°C was observed in the case of collapsed microgels, where cross-links are introduced between linear PNIPAM chains, for which SANS data were fitted to equation 7.3 [234].

<table>
<thead>
<tr>
<th>$T$ /°C</th>
<th>$r_0$ /nm</th>
<th>$r_0$ /nm</th>
<th>$r_0$ /nm</th>
<th>$r_0$ /nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>...</td>
<td>14.4±1.0</td>
<td>13.5±0.6</td>
<td>...</td>
</tr>
<tr>
<td>30</td>
<td>...</td>
<td>16.2±0.5</td>
<td>16.8±0.8</td>
<td>15.7±1.2</td>
</tr>
<tr>
<td>33</td>
<td>...</td>
<td>18.5±0.9</td>
<td>16.6±1.1</td>
<td>18.6±0.9</td>
</tr>
<tr>
<td>36</td>
<td>127±4.0</td>
<td>19.7±1.0</td>
<td>17.3±0.7</td>
<td>17.9±1.1</td>
</tr>
</tbody>
</table>

Table 7.7: A summary of the particle size obtained by fitting SANS data for 5 wt% linear and HB-PNIPAMs above their LCST to the (i) the combined Porod-Lorentzian function (equation 7.3) in the case of linear PNIPAM and (ii) the pure Porod scattering function (equation 7.4) in the case of HB-PNIPAMs.
This scattering behaviour of linear PNIPAM above its LCST is attributed to the entanglements formed when the polymer collapses with increasing temperature. CLSM images, shown in section 7.3.1, confirm the formation of a network-like structure above the LCST of linear PNIPAM.

On the other hand, scattering from HB-PNIPAMs at and above their LCSTs showed, on double logarithmic plots (Figures 7.15, 7.16 and 7.17), a gradient of exactly -4, indicating a pure Porod scattering behaviour from single spherical particles with sharp boundaries. Therefore, the second term in equation 7.3 can be ignored and the scattering in this case can be described by Porod scattering function given as:

$$I(Q) = \frac{K}{Q^4r_0} \left(1 + \frac{1}{Q^2r_0^2}\right).$$

The fits in Figures 7.25 (b), 7.26 (b) and 7.27 (b) to equation 7.4 demonstrate that all HB-PNIPAMs are well described by a Porod scattering function above their LCSTs, with particle sizes that increase with increasing temperature (see table 7.7). This increase in particle size is expected for colloidal particles formed by aggregation. However, particle size seems to be independent of the degree of branching as all HB-PNIPAMs in this study showed, within errors, similar average particle radii (between 13.5 nm and 19.7 nm) depending on temperature. Again, this scattering behaviour agrees with CLSM images in section 7.3.1 where HB-PNIPAM showed a transition from a completely swollen to spherical structures, despite the lack of resolution in CLSM images.

7.3.2.4 Concentration Effect

Macroscopic measurements of the LCST shown in table 7.5 indicate a similarity of the cloud points at 5 wt% and 10 wt% (it is equal in the case of linear PNIPAM and there is a difference of 1°C for HB-PNIPAMs except for (90:1)). In this section, SANS measurements at 10 wt% of linear and HB-PNIPAMs are compared to the that at 5 wt% presented in the previous section. The scattering behaviour from linear PNIPAM is not affected by increasing the concentration from 5 wt% to 10 wt%. Figure 7.28 shows fits
Table 7.8: A summary of the parameters obtained by fitting SANS data for 10 wt% linear and HB-PNIPAMs to the generalized OZ (equation 7.2) below their LCST of these polymers.

<table>
<thead>
<tr>
<th>$T^\circ C$</th>
<th>Linear</th>
<th>HB-(25:1)</th>
<th>HB-(60:1)</th>
<th>HB-(90:1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>1.66</td>
<td>18.9±1</td>
<td>3.2</td>
<td>50.9±3</td>
</tr>
<tr>
<td>18</td>
<td>1.66</td>
<td>20±3</td>
<td>3.8</td>
<td>40.9±4</td>
</tr>
<tr>
<td>25</td>
<td>1.66</td>
<td>27±2</td>
<td>4</td>
<td>23.1±1</td>
</tr>
<tr>
<td>30</td>
<td>1.66</td>
<td>50±2</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 7.8: A summary of the parameters obtained by fitting SANS data for 10 wt% linear and HB-PNIPAMs to the generalized OZ (equation 7.2) below their LCST of these polymers.

to the general OZ equation with a fractal dimension of 1.66 at all temperatures $\leq 30^\circ C$. It can be noticed from the fitting parameters in table 7.8 that the correlation length decreases with increasing concentration, which is expected as polymer chains become closer to each other. However, whether increasing concentration affects the entanglement of these linear polymers at higher temperatures needs further investigation (see Future Work in Chapter 9).

Likewise, scattering from 10 wt% HB-PNIPAM gives a similar behaviour to that at a lower concentration, as described in section 7.3.2.2. Figures 7.29, 7.30 and 7.31 show fitted SANS data of HB-PNIPAMs with different branching degrees at 10 wt%. These data are fitted to the generalized OZ model below the LCST and to Porod scattering function around the LCST. The fitting parameters are summarized in tables 7.8 and 7.9. It is clear from these values that both the correlation length and the particle size decrease with increasing concentration. The fractal dimension, $D_f$, increases with increasing concentration below the LCST of HB-PNIPAMs (25:1) and (60:1) indicating that the quality of $D_2O$ as a solvent for HB-PNIPAMs changes with concentration, which might affect the internal structure of these polymers but not the overall shape and size. It is also worth mentioning that scattering from HB-PNIPAMs at high concentrations indicates scattering from separated spherical particles with sharp boundaries. Therefore, and despite the fact that there are few concentration data points, it can be concluded that HB-PNIPAM chains do not entangle with increasing temperature even at concentrations as high as 10 wt%.
Figure 7.28: SANS intensity profiles of 10 wt% linear PNIPAM as a function of temperature. The data were fitted to the generalized OZ scattering function (equation 7.2) below the LCST (solid lines).

<table>
<thead>
<tr>
<th>$T / ^\circ C$</th>
<th>$r_0 / \text{nm}$</th>
<th>$r_0 / \text{nm}$</th>
<th>$r_0 / \text{nm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>...</td>
<td>12.3±0.6</td>
<td>13.5±0.8</td>
</tr>
<tr>
<td>30</td>
<td>14.3±0.5</td>
<td>13.1±0.8</td>
<td>14.1±1.0</td>
</tr>
</tbody>
</table>

Table 7.9: A summary of the particle size obtained by fitting SANS data for 10 wt% HB-PNIPAMs above their LCST to the (i) the combined Porod-Lorentzian function (equation 7.3) in the case of linear PNIPAM and (ii) the pure Porod scattering function (equation 7.4) in the case of HB-PNIPAMs.
Figure 7.29: SANS intensity profiles of 10 wt% HB-PNIPAM (25:1) as a function of temperature. The data in this figure, below the LCST, were fitted to the generalized OZ scattering function (equation 7.2); whereas the dashed line is a fit to the Porod scattering function (equation 7.4) above the LCST.
Figure 7.30: SANS intensity profiles of 10 wt% HB-PNIPAM (60:1) as a function of temperature. The data in this figure, below the LCST, were fitted to the generalized OZ scattering function (equation 7.2); whereas the dashed line is a fit to the Porod scattering function (equation 7.4) above the LCST.
Figure 7.31: SANS intensity profiles of 10 wt% HB-PNIPAM (90:1) as a function of temperature. The data in this figure, below the LCST, were fitted to the generalized OZ scattering function (equation 7.2); whereas the dashed line is a fit to the Porod scattering function (equation 7.4) above the LCST.
7.4 Conclusions

The work presented in this chapter describes the structural behaviour of hyperbranched PNIPAM with different branching degrees: (25:1), (60:1) and (90:1) compared to their linear counterparts using small-angle neutron scattering (SANS). SANS results show that both linear and HB-PNIPAMs are completely swollen at very low temperatures (e.g. 15°C) and the scattering from these polymers in this case can be described by a Lorentzian scattering model known as the generalized Ornstein-Zernike (OZ). Both linear and HB-PNIPAMs showed a good fit to this model giving correlation lengths dependent on both temperature and concentration. The fractal dimension is also a parameter in this model, describing the conformational behaviour as a function of temperature. However, at temperatures above the LCST of each polymer, the OZ model failed to describe the scattering behaviour. Therefore, and according to the gradient of the scattering intensities (= -4), Porod scattering behaviour was applied, indicating the formation of separated spherical particles with sharp boundaries that are not entangled with other aggregated colloidal particles. In contrast, scattering from linear PNIPAM above the LCST is not purely Porod scattering and therefore an addition of a Lorentzian scattering was used to describe their behaviour above the LCST. This can be explained by linear PNIPAM forming a network-like structure at high temperatures due to entanglements between interacting PNIPAM chains.

These polymers were also studied by CLSM and the images obtained are in good agreement with SANS results. These images illustrated the transition from extended HB-PNIPAM chains at low temperatures to form spherical structures at and above the LCST. CLSM showed linear PNIPAM to have a network-like structure, compared to the spheres in the case of HB-PNIPAMs, despite the lack of resolution. Basic characterisations of such polymers using techniques like NMR and GPC were also considered. The macroscopic cloud point (LCST) was determined using UV-visible spectrometer.
Chapter 8

Dynamics of Hyperbranched PNIPAM

8.1 Introduction

The previous chapter covered the structural behaviour of HB-PNIPAM as a function of temperature compared to its linear counterpart using SANS. This study showed that HB-PNIPAM gradually collapses with increasing temperature until it forms spherical particles above the LCST. These spherical particles were observed to have sharp boundaries with a particle radius between 12.3 and 19.7 nm depending on branching degree. These findings indicate that HB-PNIPAM shows no entanglements at these length scales. However, the internal dynamics of these systems is worth testing in order to judge the behaviour of the entire system. In other words, self-entanglement is another point of interest, which is important for the stability and functionality of HB-PNIPAM in applications such as drug delivery systems.

Polymer dynamics in general is very complicated due to the fact that different molecular motions take place on different length scales governed by the general chain properties and the chemical structure of monomers [39, 44]. The first and simplest theoretical approach to address such dynamics was started by Langevin as an alternative to Brownian theory. However, the first successful model to describe molecular motion was developed by Rouse, who
introduced the entropic effect between monomers (beads). This was followed by the Zimm theory which takes into account the hydrodynamic interactions between monomers and the surrounding solvent [40, 39, 44]. These theories were described in detail in Chapter 2, section 2.5.

In this chapter, the internal dynamics of deuterated HB-PNIPAM (D$_7$-HB-PNIPAM) is investigated using neutron spin echo (NSE). These dynamical results complement the structural behaviour of these polymers as obtained by SANS in Chapter 7. In addition, self-diffusion of fluorescently labelled linear and HB-PNIPAM is studied using FCS.

8.2 Experimental

8.2.1 Synthesis of D$_7$-HB-PNIPAM

Deuterated NIPAM (D$_7$-NIPAM) was used to prepare three deuterated HB-PNIPAM samples with the same branching degree as the non-deuterated samples used in Chapter 7: these are (25:1), (60:1) and (90:1). The reason behind using deuterated monomers is to give a better contrast for neutron spin echo experiments to study the dynamics of these branched polymers. D$_7$-HB-PNIPAM was prepared in a similar way to that described in Chapter 7, section 7.2.2. The quantities used to prepare these polymers are shown in table 8.1. The conversion method to COOH acid end-groups that was used in Chapter 7, section 7.2.2, has been employed here as well, with the quantities shown in table 8.2.

8.2.2 NMR Characterisation

NMR spectra (see appendix C) of D$_7$-HB-PNIPAM were obtained using the method described in the previous chapter, section 7.2.3. NMR spectra were used to calculate the ratio of D$_7$-NIPAM to imidazole (the branching degree) and the calculated ratios are shown in table 8.3.
### Table 8.1: Quantities used to synthesize D7-HB-PNIPAM.

<table>
<thead>
<tr>
<th>NIPAM/RAFT Ratio</th>
<th>D7-NIPAM (g)</th>
<th>RAFT agent (g)</th>
<th>AIBN (g)</th>
<th>Dioxane (ml)</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>(25:1)</td>
<td>1.1085 g</td>
<td>0.0956 g</td>
<td>0.0597 g</td>
<td>3.9 ml</td>
<td>80%</td>
</tr>
<tr>
<td></td>
<td>9.222 mmol</td>
<td>0.369 mmol</td>
<td>0.369 mmol</td>
<td></td>
<td>1.0121 g</td>
</tr>
<tr>
<td>(60:1)</td>
<td>1.039 g</td>
<td>0.0373 g</td>
<td>0.0234 g</td>
<td>3.6 ml</td>
<td>84%</td>
</tr>
<tr>
<td></td>
<td>8.644 mmol</td>
<td>0.144 mmol</td>
<td>0.144 mmol</td>
<td></td>
<td>0.9080 g</td>
</tr>
<tr>
<td>(90:1)</td>
<td>1.1417 g</td>
<td>0.0273 g</td>
<td>0.0171 g</td>
<td>4.0 ml</td>
<td>82%</td>
</tr>
<tr>
<td></td>
<td>9.498 mmol</td>
<td>0.106 mmol</td>
<td>0.106 mmol</td>
<td></td>
<td>1.1021 g</td>
</tr>
</tbody>
</table>

### Table 8.2: Quantities used to convert N-pyrrole dithioate chain end groups to carboxylic acid in D7-HB-PNIPAM.

<table>
<thead>
<tr>
<th>NIPAM/RAFT Ratio</th>
<th>DMF to dissolve the polymer</th>
<th>4,4'-azobis-(4-cyanopentanoic acid)</th>
<th>DMF to dissolve the acid</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>D7-HB-PNIPAm (25:1)</td>
<td>47 ml</td>
<td>3.204 g</td>
<td>9 ml</td>
<td>52%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.658 g</td>
</tr>
<tr>
<td>D7-HB-PNIPAm (60:1)</td>
<td>42 ml</td>
<td>2.892 g</td>
<td>8 ml</td>
<td>91%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.002 g</td>
</tr>
<tr>
<td>D7-HB-PNIPAm (90:1)</td>
<td>47 ml</td>
<td>3.232 g</td>
<td>9 ml</td>
<td>85%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.013 g</td>
</tr>
</tbody>
</table>
### Table 8.3: Branching degrees after conversion of N-pyrroledithioate chain-ended highly-branched polymers (D7-HB-PNIPAM) to carboxylic-acid chain-end functionalized polymers.

<table>
<thead>
<tr>
<th>Ratio NIPAM/RAFT (in Feed)</th>
<th>Ratio NIPAM RAFT (NMR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D7-(25:1)</td>
<td>(21:1)</td>
</tr>
<tr>
<td></td>
<td>6-8.5 end-groups evident</td>
</tr>
<tr>
<td>D7-(60:1)</td>
<td>(57:1)</td>
</tr>
<tr>
<td></td>
<td>6-8.5 end-groups evident</td>
</tr>
<tr>
<td>D7-(90:1)</td>
<td>(75-80:1)</td>
</tr>
<tr>
<td></td>
<td>Level of accuracy</td>
</tr>
<tr>
<td></td>
<td>6-8.5 end-groups evident</td>
</tr>
</tbody>
</table>

Table 8.4: GPC data for D7-HB-PNIPAMs using single (DMF (0.1% ammonium acetone)) and triple (THF(0.1%TBAB)) detection GPC systems at 70°C.

### Table 8.4: GPC data for D7-HB-PNIPAMs using single (DMF (0.1% ammonium acetone)) and triple (THF(0.1%TBAB)) detection GPC systems at 70°C.

<table>
<thead>
<tr>
<th>Description</th>
<th>DMF (0.1% ammonium acetone)</th>
<th>THF (0.1% TBAB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mw</td>
<td>Mn</td>
</tr>
<tr>
<td>D7-(25:1)</td>
<td>53460</td>
<td>3987</td>
</tr>
<tr>
<td>D7-(60:1)</td>
<td>97556</td>
<td>7355</td>
</tr>
<tr>
<td>D7-(90:1)</td>
<td>66566</td>
<td>7042</td>
</tr>
</tbody>
</table>

#### 8.2.3 Gel Permeation Chromatography (GPC)

Single and triple detection GPC methods like those described in Chapter 7, section 7.2.4 were used to obtain the average molecular weight, molecular weight distributions and polydispersity of D7-HB-PNIPAM. Figures 8.1 and 8.2 show size exclusion chromatography (SEC) molecular weight distributions of D7-HB-PNIPAM with different branching degrees, (25:1), (60:1) and (90:1). The obtained molecular weight and polydispersity values of these samples are listed in table 8.4.
Figure 8.1: Typical SEC chromatograms for hyperbranched D$_7$-HB-PNIPAM with different branching degrees (25:1, 60:1 and 90:1) using a single detection GPC system. The broad and multiple peaks indicate branched polymers of PNIPAM. It is clear that the single detection GPC method underestimates the average molecular weight of the highest branched PNIPAM, where a single and narrow peak was observed. The average molecular weights are listed in table 8.4.
Figure 8.2: Typical SEC chromatograms for hyperbranched D7-HB-PNIPAM with different branching degrees (25:1, 60:1 and 90:1) using a triple detection GPC system. This figure shows broad and multiple peaks for all branching degrees. The average molecular weights are listed in table 8.4.
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<table>
<thead>
<tr>
<th>Sample</th>
<th>Cloud point in D_2O, 10% polymer / °C</th>
<th>Cloud point in D_2O, 5% polymer / °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>D_7-HB-PNIPAM (25:1)</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>D_7-HB-PNIPAM (60:1)</td>
<td>27</td>
<td>26</td>
</tr>
<tr>
<td>D_7-HB-PNIPAM (90:1)</td>
<td>23</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 8.5: Cloud points (LCST) of 5 and 10 wt% of D_7-HB-PNIPAM with different branching degrees in D_2O.

8.2.4 LCST of D_7-HB-PNIPAMs

The cloud points (LCST) of D_7-HB-PNIPAM were determined by using a UV-visible spectrophotometer as described in Chapter 7, section 7.2.6. Figure 8.3 shows the optical density of 5 and 10 wt% of D_7-HB-PNIPAM with different branching degrees as a function of temperature. The obtained LCST values of each polymer at these two concentrations are listed in table 8.5.

8.2.5 NSE Measurements

NSE measurements were carried out using IN11 at Institut Laue-Langevin (ILL) in Grenoble, France, with incident neutron beam wavelength of 5.5 Å and $\Delta \lambda / \lambda = 10\%$ at a scattering angles $2 \theta = 20^\circ$ and $45^\circ$ resulting in a range of $Q$ between 0.0438 and 0.1734 Å$^{-1}$. The obtained time window was between 0 and 50.5 ns. 5 wt% solutions of two different D_7-HB-PNIPAM, (25:1) and (90:1), were prepared by dissolving 150 mg of each polymer in 3 ml D_2O. The samples were held in a 2 mm pathlength aluminum cell (4x3 mm). NSE measurements were conducted at 15°C and 25.4°C for D_7-HB-PNIPAM (25:1), and at 24°C and 31.1°C for D_7-HB-PNIPAM (90:1). These are temperatures far below and around the LCST of each polymer, respectively (see table 8.5). All NSE spectra were corrected and background subtracted from the scattering of the pure solvent and the sample holder at the ILL.
Figure 8.3: Optical density of (a) 10 wt% and (b) 5 wt% $D_7$-HB-PNiPAm in $D_2O$ as a function of temperature for three different branching degrees ((25:1), (60:1) and (90:1)).
8.2.5.1 NSE Data Analysis

The obtained NSE data are normally in the form of the normalized intermediate scattering function, $S(Q,t)/S(Q,0)$, as a function of Fourier time, $t$ (see Chapter 4, section 4.4). Preliminary NSE data were fitted to a single exponential decay in the form:

$$
\frac{S(Q,t)}{S(Q,0)} = A \exp\left(-\frac{t}{\tau}\right) + S_0,
$$

(8.1)

where $A$ and $S_0 = 1 - A$ are constants while $\tau$ is the relaxation time. Figure 8.4 shows typical NSE data for D7-HB-PNIPAM (25:1) at $15^\circ C$ fitted to equation 8.1. All of the obtained NSE data showed the same behaviour and the values of the relaxation times from this fitting for the studied polymers are listed in Table 8.6. This indicates that simple dynamics theories, such as Rouse and Zimm, can be applied to these systems (see results section 8.3.1).

8.2.6 FCS Measurements

The fluorescently labelled linear and HB-PNIPAM samples described in Chapter 7, section 7.2.5 were used to study the dynamics of these polymers. Self-diffusion of linear and HB-PNIPAMs were studied in their own solutions.
Figure 8.4: A typical NSE plot of dynamic structure factor as a function of Fourier time for D$_7$-HB-PNIPAM (25:1) at 15 °C. This figure shows that the obtained NSE data from these HB-PNIPAM can be described by a single exponential decay. The solid lines are fits to a single exponential decay (equation 8.1).
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as a function of temperature and concentration. 1 nM solutions of the labeled linear and HB-PNIPAMs were prepared in their corresponding linear and HB-PNIPAM solutions with different concentrations (1.0, 1.2 and 1.5 wt%) as described in Chapter 5, section 5.2.1.3. FCS was used to investigate the self-diffusion behaviour of linear and HB-PNIPAM in their solutions in a similar way to that described in Chapter 5, section 5.2.2. A ConfoCor2 FCS module fitted to an LSM510 inverted confocal microscope (Zeiss) was used to carry out these experiments. The fluorescently labelled linear and HB-PNIPAMs were excited using a 488 nm Ar laser. The temperature was controlled by a Linkam heating stage (Linkam Scientific Instruments Ltd, Surrey, UK) with TMS94 heat controller and LNP-1 nitrogen flow control. FCS data were fitted to equation 4.19 to obtain the diffusion times which were then be converted to diffusion coefficients using equation 4.15.

8.3 Results and Discussion

8.3.1 Internal Dynamics of HB-PNIPAM

The obtained NSE data are presented in Figures 8.5, 8.6 and 8.7. These figures show the dynamic structure factor of D7-HB-PNIPAM with different branching degrees at temperatures below and around the LCST of each polymer. The data analysis described in section 8.2.5.1 indicated that the dynamics of D7-HB-PNIPAM follows a single exponential decay. The single exponential decay given by equation 8.1 can also be written in the form of the stretched exponential equation introduced by Zilman and Granek [119, 178, 40] as:

\[ \frac{S(Q, t)}{S(Q, 0)} = \exp \left( -\Gamma t \right)^\beta, \]

where \( \beta \) is the stretching parameter which has values of 1/2 and 2/3 for Rouse and Zimm dynamics, respectively, and \( \Gamma = D_{\text{eff}} Q^2 \) is the relaxation rate with \( D_{\text{eff}} \) being the effective diffusion coefficient. The characteristic relaxation rate in the case of Rouse dynamics can be given by [178]:

\[ \Gamma = \frac{kT}{6\pi e D_{\text{eff}}} \]
where $b$ is the segment length. The data in Figure 8.5 show the fitting to Zimm dynamics with $\beta = 2/3$. The relaxation behaviour of hyperbranched PNIPAM at this length scale cannot be described by the hydrodynamic interactions in the Zimm model. This can be attributed to the small length scale that is probed by NSE. This length scale, as shown in table 8.6, is between 41.2 Å and 143.5 Å corresponding to $0.0438 \text{Å}^{-1} \leq Q \leq 0.1524 \text{Å}^{-1}$.

Below the LCST of HB-PNIPAM (25:1) and (90:1) these length scales start from distances smaller than the correlation lengths for each polymer (63.9 Å and 86.7 Å at 15°C for HB-PNIPAM (25:1) and 24°C for HB-PNIPAM (90:1)) to distances that are larger than the interaction distance with neighbouring chains. Above the LCST of each polymer, where the correlation length is no more valid because the polymer is in a poor solvent, the probed length scale is much smaller than the polymer size (diameter) measured by SANS at these temperatures (288 Å for HB-PNIPAM (25:1) and 314 Å HB-PNIPAM (90:1)). In this case, the observed motion is not corresponding to the centre of mass diffusion but rather it is the motion of a trapped linear PNIPAM between the cross-links (i.e. the motion of the backbone between branch points). Therefore, the dynamic structure factor of hyperbranched PNIPAMs shown in Figures 8.6 and 8.7 is described well by the Rouse dynamics behaviour ($\beta = 1/2$) for relaxation of unentangled short chains ($\leq 100$ monomers). This confirms that these systems are not entangled, at least at the length scales probed and the temperatures studied. Figure 8.8 shows the double logarithmic plot of the relaxation rate of $D_r$-HB-PNIPAM (25:1) and (90:1) as a function of $Q$ at different temperatures. It is clear from this figure that the relaxation rate dependence of $Q$ is linear following the Rouse behaviour (the slope of 4 in equation 8.3). The calculated effective diffusion coefficient ($D_{eff}$) is shown in Figure 8.9 as a function of $Q$. This figure illustrates the linear increase in $D_{eff}$ with $Q$ and with increasing temperature for both $D_r$-HB-PNIPAM systems. An interesting point which can be observed in Figure 8.9 is that the $D_{eff}$ increases as the number of branches
per backbone is decreased. This confirms that the length scale probed is the backbone between two branch points. Hence, the more monomers between branch points, the more flexible the chain and the more effectively it diffuses. These results show that the length scale probed is not that of the branches of the polymers, because these polymers have identical branches and therefore should have similar relaxation behaviour in these two systems.

### 8.3.2 Self-Diffusion of linear and HB-PNIPAMs

Self-diffusion coefficients of linear and HB-PNIPAMs were determined as a function of temperature and concentration. Figure 8.10 shows the dependence of the self-diffusion coefficient on temperature in HB-PNIPAM (25:1). In this figure, the self-diffusion coefficient increases linearly with temperature for all of the studied concentrations, although the diffusion coefficient drops with increasing concentration. This linear relationship was found to follow the Zimm diffusion behaviour of a freely diffusing molecule in a solution (equation 2.51). These results suggest that these polymers, despite being large and branched, show a temperature-induced fast diffusion as they collapse and form spheres (confirmed previously by SANS measurements in Chapter 7). Likewise, the data in Figures 8.11 and 8.12 illustrate similar findings where the self-diffusion of both HB-PNIPAM (60:1) and (90:1) showed a linear increasing behaviour as a function of temperature with a good fit to the Zimm model for diffusion of hydrodynamically coupled polymer chains. Also, the increase of the concentration of these solutions was found to slow down the self-diffusion process. By comparing the self-diffusion of these three HB-PNIPAMs in Figures 8.10, 8.11 and 8.12, it is clear that, as expected, increasing the number of branches per molecule reduces the diffusion of HB-PNIPAM. However, these results also indicate and confirm the unentanglement of such systems. This behaviour has also been observed by NSE for the internal dynamics, as described in section 8.3.1. The particle size, $R$, of these HB-PNIPAMs was determined from the fit to the Zimm model and the values are listed in table 8.7. The size range of these particles, 7.9-21.3 nm, is lower than the values obtained by SANS (table 7.7), 24-40 nm. Given that the
Figure 8.5: Dynamic structure factor for: (a) D₇-HB-PNIPAM (25:1) at 15°C and (b) D₇-HB-PNIPAM (90:1) at 24°C, at the indicated Q values. The solid lines are fits to Zimm dynamics (equation 8.2 with β = 2/3) behaviour, showing the discrepancy between the obtained results and the predicted Zimm-type hydrodynamic interactions.
Figure 8.6: Dynamic structure factor for D7-HB-PNIPAM (25:1) at: (a) 15°C and (b) 25.4°C, at the indicated Q values. The LCST of this polymer at the studied concentration is 28°C (table 8.5). The solid lines show a good fit to the Rouse model (equation 8.2 with $\beta = 1/2$) of unentangled chains.
Figure 8.7: Dynamic structure factor for D7-HB-PNIPAM (90:1) at: (a) 24°C and (b) 31.1°C, at the indicated Q values. The LCST of this polymer at the studied concentration is 30°C (table 8.5). The solid lines show a good fit to the Rouse model (equation 8.2 with $\beta = 1/2$) of unentangled chains.
Figure 8.8: Double logarithmic plot of the relaxation rate of D7-HB-PNIPAM (25:1) and (90:1) as a function of $Q$. The solid line represents a slope of 4 that corresponds to Rouse relaxation behaviour equation 8.3.
Figure 8.9: Effective diffusion coefficient of D2-HB-PNIPAM (25:1) and (90:1) as a function of $Q$. The solid lines are the linear least square fit to the data. This figure shows the increase of the effective diffusion coefficient with increasing temperature and the decrease of $D_{eff}$ as the number of branches per backbone is increased.
investigated concentrations here are much lower than those used for SANS experiments, these polymers do not form large aggregates. Another reason behind this discrepancy in size is that $R$ is independent of temperature in the Zimm model.

On the other hand, linear PNIPAM self-diffusion, shown in Figure 8.13, was found to decay exponentially with increasing temperature, depending on concentration. The Arrhenius diffusion model that correlates the diffusion coefficient with temperature requires an activation energy, $E_a$, given as:

$$D = D_0 \exp \left(-\frac{E_a}{RT}\right). \quad (8.4)$$

Figure 8.10: Temperature dependence of the diffusion coefficient of HB-PNIPAM (25:1) in its own solution as a function of concentration. This figure shows the linear increase of the diffusion coefficient with temperature, as opposed to its drop with increasing concentration. The solid lines are fits to the Zimm diffusion model (equation 2.51).
Figure 8.11: Temperature dependence of the diffusion coefficient of HB-PNIPAM (60:1) in its own solution as a function of concentration. This figure shows the linear increase of the diffusion coefficient with temperature, as opposed to its drop with increasing concentration. The solid lines are fits to the Zimm diffusion model (equation 2.51).

<table>
<thead>
<tr>
<th></th>
<th>$R$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(25:1)</td>
</tr>
<tr>
<td>1.0 wt%</td>
<td>20.1±0.4</td>
</tr>
<tr>
<td>1.2 wt%</td>
<td>21.3±0.5</td>
</tr>
<tr>
<td>1.5 wt%</td>
<td>20.5±0.2</td>
</tr>
</tbody>
</table>

Table 8.7: Particle size for HB-PNIPAMs as obtained from the fit to the Zimm diffusion model in Figures 8.10, 8.11 and 8.12.
Figure 8.12: Temperature dependence of the diffusion coefficient of HB-PNIPAM (90:1) in its own solution as a function of concentration. This figure shows the linear increase of the diffusion coefficient with temperature, as opposed to its drop with increasing concentration. The solid lines are fits to the Zimm diffusion model (equation 2.51).
Table 8.8: Activation energy of linear PNIPAM obtained from the fit to the Arrhenius diffusion model in Figure 8.13.

<table>
<thead>
<tr>
<th>$E_a$ (kJ/mol)</th>
<th>1.0 wt%</th>
<th>1.2 wt%</th>
<th>1.5 wt%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 wt%</td>
<td>-19±0.5</td>
<td>-17±0.7</td>
<td>-14±0.6</td>
</tr>
</tbody>
</table>

This equation was used to describe the self-diffusion of linear PNIPAM. In equation 8.4, $D_0$ denotes the diffusion coefficient of linear PNIPAM in the solvent (water) and $R=8.3115$ J/molK is the gas constant. The deviation from Zimm behaviour in this case indicates that linear PNIPAM molecules are not freely diffusing in the solution, but rather they entangle and minimize their mobility. These findings are in good agreement with the previously presented results in Chapter 7 from CLSM microscopy and SANS measurements. Another point of interest is that the activation energy of linear PNIPAM obtained from fitting to the Arrhenius diffusion model in table 8.8 is negative. This indicates that the interactions between linear PNIPAM molecules decrease with increasing temperature which is due to the network-like structure formed by the entangled chains.

8.4 Conclusions

The aim of this chapter was to investigate the dynamics of HB-PNIPAM. Two different techniques have been employed: NSE has been used to probe the internal dynamics of HB-PNIPAM and FCS to study self-diffusion of such a polymer, in comparison to their linear counterparts. NSE results have shown that the internal dynamics of these hyperbranched PNIPAMs can be described well by the Rouse relaxation behaviour of unentangled short chains. The length scale studied by NSE is lower than the correlation length obtained by SANS measurements in the previous chapter. Therefore, no hydrodynamic interactions were observed, as confirmed by the inability to fit the NSE data to the Zimm model. However, the NSE data were described well by the Rouse model for unentangled short chains. By studying the effective diffusion
Figure 8.13: Temperature dependence of the diffusion coefficient of linear PNIPAM in its own solution as a function of concentration. The diffusion coefficient in this case decreases exponentially with increasing temperature and concentration. The solid lines are fits to the Arrhenius diffusion model (equation 8.4).
coefficient, it was found that the length scale probed is the backbone between branch points. Hence, the backbone of the hyperbranched polymer with more monomers between branch points was observed to effectively diffuse more than a similar polymer with a higher branching degree.

The FCS study of HB-PNIPAMs revealed the center of mass diffusion behaviour of the polymers as a function of temperature and concentration. The measured diffusion coefficients of the polymers were found to follow the Zimm diffusion behaviour of hydrodynamically interacting chains for different polymer concentrations. The diffusion coefficient was found to increase with increasing temperature as the size of the particles decreased, indicating that these polymers do not entangle. It was also observed that the increase of the branching degree leads to a decrease in the diffusion coefficient, which is expected because this corresponds to an increase in the molecular weight of the polymer. In contrast, linear PNIPAM was also investigated by FCS showing that the the centre of mass diffusion coefficient decreased exponentially with increasing temperature and concentration. This was well described by the Arrhenius diffusion model and can be explained by the linear polymers forming a network-like structure as a result of their entanglements. This was also seen by CLSM images and SANS experiments described in Chapter 7.
Chapter 9

Summary and Further Work

9.1 Summary

The work conducted in this thesis has described the structural behaviour and dynamics of different smart polymeric systems at the molecular level. Powerful techniques, such as fluorescence correlation spectroscopy (FCS), small angle X-ray and neutron scattering (SAXS and SANS) and neutron spin echo (NSE) allowed quantitative and qualitative analysis of stimuli responsive PMAA hydrogels, ferrogels and HB-PNIPAM.

FCS has been used to study the structural dependence of diffusion of a single molecule of FITC-dextran on temperature, pH and salt. This study has shown an unusual diffusion of FITC-dextran in PMAA hydrogels as a function of temperature, while in contrast, the diffusion of FITC-dextran in pure water has been found to follow Zimm diffusion behaviour. This strange diffusion behaviour in the case of PMAA hydrogel has been modelled by inserting the Huggins relation for viscosity into the Zimm model. This suggests that the observed macroscopic swelling and collapse transition can be understood in terms of the change in viscosity. The obtained mesh size from the diffusion measurements using de Gennes equation has been found to decrease exponentially with temperature. To the best knowledge of the author there is no existing theory that correlates the change in the mesh size to temperature. For this reason, a model has been developed by using the
Williams, Landel, and Ferry (WLF) equation for viscosity in a well-known equation for determining the mesh size from swelling measurements. The diffusion coefficient of FITC-dextran in water was found to decrease with increasing the pH of the solution, indicating a diffusing charged molecule. This was confirmed by titration measurements, but NMR spectra showed no chemical shift from dextran suggesting that the charges are originating from the FITC part of the molecule. The effect of NaCl and CaCl₂ on the swelling of PMAA hydrogel and the diffusion of FITC-dextran within it has also been studied. The diffusion coefficient of FITC-dextran in PMAA hydrogel showed an increase at low salt concentrations suggesting a swelling of PMAA hydrogel at these concentrations.

PMAA ferrogels have been prepared by introducing magnetic nanoparticles (Fe₃O₄) to PMAA hydrogels during polymerisation. This resulted in these magnetic nanoparticles being attached to the polymer network which in turn affects the structural behaviour of this network under applied magnetic fields. Controlling these polymer networks under applied magnetic fields is a key feature of these systems, making them possible candidates for delivery and release applications. The effect of the applied magnetic field on the diffusion of FITC-dextran within these ferrogels has been investigated using FCS. These experiments have shown that the diffusion coefficient of FITC-dextran depends strongly on the applied magnetic field, from which a relationship between the applied magnetic field and the viscosity of ferrogels based on Stokes-Einstein diffusion has been developed. The model developed has shown that the mesh size of the ferrogel is controlled by the applied magnetic field, $B$, and scales as $\exp \left(-\sqrt{\frac{2k_BT}{\xi^2 B^2/2\mu_0B}}\right)$. The diffusion of FITC-dextran was found to follow a simple Stokes-Einstein law containing this scaling behaviour. In addition, the release of FITC-dextran molecules from PMAA ferrogels to the surrounding environment has been studied by FCS showing a considerable decrease of the molecular release with increasing magnetic field induction from 0.2 to 0.8 T. This effect was observed to increase with increasing the magnetic nanoparticle concentration in the gel. The scaling relationship mentioned above has also been found to be appropriate for describing molecular release from ferrogels as a function of magnetic
field. Small angle X-ray scattering has been used to characterize these ferrogels, finding that the size of magnetic nanoparticles does not change before (as a powder) and after (within the gel medium) polymerisation. This indicates that no particle aggregation is taking place in these gels. This has also been confirmed by magnetic hysteresis loops from these ferrogels and zero field cooled/field cooled measurements using SQUID where single domain ferromagnetic behavior at room temperature with a similar coercivity has been observed for both as-prepared and fully swollen ferrogels, and for increasing magnetic nanoparticle concentration.

HB-PNIPAM has been investigated by SANS, NSE and FCS. SANS experiments have revealed the structural behaviour of HB-PNIPAM as a function of temperature compared to its linear counterpart. These results have shown that D$_2$O is a good solvent for linear and HB-PNIPAM at low temperature, while increasing the temperature leads to a gradual collapse of these polymers. Data for both linear and HB-PNIPAM could be fitted well to the generalized Ornstein-Zernike equation for scattering giving a correlation length that is dependent on temperature. Increasing the temperature caused a change in the fractal dimension in the generalized OZ equation until the spherical behaviour is reached around the LCST of each polymer ($D_1 = 4$). Above the LCST of HB-PNIPAMs, the scattering showed Porod behaviour for scattering from spherical particles. The measured sphere radius is between 12.3 and 19.7 nm depending on the temperature and degree of branching. These findings indicate that HB-PNIPAM does not entangle, which has also been observed in CLSM images in all studied HB-PNIPAM. In contrast, linear PNIPAM at temperatures above its LCST (above 32°C) shows a network-like structure (entanglements) where Porod’s scattering law alone did not describe the scattering in this case and a Lorentzian contribution was included. Increasing the concentration of HB-PNIPAM from 5 wt% to 10 wt% did not change the scattering behaviour (no change in the structural behaviour) except, as expected, that the particle size decreases with increasing concentration. NSE measurements show that the relaxation of HB-PNIPAM at length scales below the correlation length can be described by Rouse model for unentangled polymer chains. FCS results show that.
despite being branched, HB-PNIPAM diffuses faster with increasing temperature. However, the increase of branching degree leads to a decrease in the center of mass diffusivity of HB-PNIPAM. The diffusion coefficient of these polymers has been found to increase linearly with temperature, which can be described by the simple Zimm theory. On the other hand, a deviation from Zimm theory has been observed at high concentrations of linear PNIPAM. This is in good agreement with SANS findings that HB-PNIPAM with different branching degrees and with increasing temperature are not entangled while their linear counterparts show entanglements at high temperatures above their LCST.

9.2 Further Work

The obtained results summarized in Section 9.1 suggest many future experiments and investigations. Although most of the results shown in this thesis are coupled with theories that described them well, more experimental and theoretical work is still needed. The purpose of this section is to give an overview on the possible work that can improve or lead to a better understanding of the systems under investigation.

9.2.1 Responsive Hydrogels

FCS experiments on PMAA hydrogels showed interesting diffusion behaviour of FITC-dextran within the gel. However, it is not clear if this is mainly due to the swelling behaviour of the hydrogel or if there is a contribution from the FITC-dextran molecule itself. Therefore, experimental techniques such as dynamic light scattering might reveal the structural behaviour of FITC-dextran as a function of temperature, pH and ionic strength. Moreover, in this work the FITC-dextran used has a fixed molecular weight throughout the whole study, therefore varying the molecular weight might be a point of interest. The mesh size of PMAA hydrogel has been obtained based on diffusion measurements and it is worthwhile investigating the effect of temperature on the mesh size of chemical hydrogels using imaging techniques. The diffusion
of FITC-dextran in PMAA hydrogels in the presence of salt ions showed a strange behaviour which could not be described by known diffusion models. Hence, more experimental and theoretical work needs to be conducted for a complete understanding of the diffusion under these conditions.

9.2.2 Ferrogels

Regarding the described work on PMAA ferrogels there are a number of suggestions to obtain a better understanding of such systems in magnetic fields. The results shown in Chapter 6 included the measurement of the release from PMAA ferrogels to the surrounding solvent. However, the only measured parameter here is the number of molecules as a function of the applied magnetic field. The time parameter in these systems is significant, i.e. how fast these systems can release or restrict the diffusing molecules is of great importance. Therefore, an experiment that would measure the time of release from these ferrogels might be worth doing. An important issue with these ferrogels in general is their toxicity. Although Fe₃O₄ has been proved to be a safe material for biological and medical applications, the toxicity originating from cross-linking materials is not so clear. As a solution to this problem one might think of synthesizing ferrogels without using cross-linkers. This can be obtained if one successfully coats Fe₃O₄ nanoparticles with a monolayer that can form covalent bonds with MAA monomers.

9.2.3 Hyperbranched PNIPAM

The SANS results showed that HB-PNIPAM does not entangle at the measured temperatures, concentrations and branching degrees. Although the SANS measurements included some in excess of the LCST of each polymer, whether these HB-PNIPAM molecules are entangled at high temperatures for concentrated systems remains an open question. The studied HB-PNIPAM has COOH end groups which might be appropriate for investigation as a function of pH or salt concentration. Previous studies showed that these hyperbranched polymers exhibit interesting behaviour under shear which decreases their collapsing temperature. Thus, a rheology investigation using a
technique such as Rheo-SANS on these systems might reveal the structural behaviour of these polymers under shear.

The study of the dynamics of D$_7$-HB-PNIPAM using NSE, shown in Chapter 8, looked at the internal dynamics of these polymers at quite high $Q$ values. According to SANS measurements, the probed length scales are in the order of below the correlation length, above which most of polymer interactions occur. Hence, performing NSE experiments at a lower $Q$ range would allow us to probe larger length scales of more interest. Also, the molecular dynamics of these polymers in different environments is important, and can be investigated using FCS.
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Appendix B

Appendix B.1: Acid and Base Properties

According to Bronsted Lowry theory, an acid is described as any substance that donates a proton to another substance, a process after which the acid is said to be dissociated. On the other hand, the same theory defines a base as any substance that accepts a proton from another substance. These definitions are generic for any substance in any condition. However, the common example is the dissociation of acids and bases in aqueous solutions. If an acid, for example, is represented by HA, the following formula can be written for the dissociation of this acid in water:

\[
\text{HA (aq)} + \text{H}_2\text{O (l)} \rightleftharpoons \text{H}_3\text{O}^+(\text{aq}) + \text{A}^-\text{(aq)},
\]

(B.1)

where A^- is the conjugate base of the acid and H_3O^+ is the hydronium ion, which is the protonated water molecule. A Hydronium ion is usually referred to as H^+ (hydrogen ion) or a proton. The equilibrium constant for the reaction of HA with H_2O (or acidity constant). K_a is given by,

\[
K_a = \frac{[\text{A}^-][\text{H}_3\text{O}^+]}{[\text{HA}]},
\]

(B.2)

where \([A^-]\), \([H_3O^+]\) and \([HA]\) are the concentrations of the conjugate base, the hydronium and the acid, respectively. If HA is completely dissociated in
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water, a high value of $K_a$ (unity or greater) is obtained and the acid in this case is said to be a strong acid (e.g. $K_a = 10^7$ for HCl). On the other hand, if the acid is partially dissociated in water, the three species $HA$, $H_3O^+$, and $A^-$ will be present in the solution in significant amounts, leading to a range of $K_a$ values depending on these concentrations. Organic acids (e.g. carboxylic acid) are known as weak acids. The common way to measure the strength of an acid is by taking the negative logarithm of $K_a$, which is referred to as $pK_a$:

$$pK_a = - \log K_a.$$  \hfill (B.3)

In this case, a high value of $pK_a$ means a small value of $K_a$ indicating a weak acid; while zero or less values of $pK_a$ indicate a strong acid.

A similar reaction to that of an acid in water can be considered for a base in water, which can be given as,

$$B \text{ (aq)} + H_2O \text{ (l)} \rightleftharpoons HB^+\text{ (aq)} + OH^-\text{ (aq)},$$  \hfill (B.4)

where $HB^+$ is the conjugate acid of the base $B$. As for the acid case above, the basicity constant, $K_b$, can be given by,

$$K_b = \frac{[HB^+][OH^-]}{[B]}.$$  \hfill (B.5)

The strength of a base can be determined from its $K_b$ as $pK_b = - \log K_b$. However, base strength can also be determined from its conjugate acid $HB^+$, which gives

$$HB^+(aq) + H_2O \text{ (l)} \rightleftharpoons H_3O^+(aq) + B \text{ (aq)},$$  \hfill (B.6)

in water. Therefore,

$$K_a = \frac{[B][H_3O^+]}{[HB^+]}. $$  \hfill (B.7)

The dissociation of water can be written in the following way:

$$H_2O \text{ (l)} + H_2O \text{ (l)} \rightleftharpoons H_3O^+(aq) + OH^-\text{(aq)}.$$  \hfill (B.8)
The dissociation constant (or self-ionization constant) of water, $K_w$, is expressed as:

$$K_w = [H_3O^+] \cdot [OH^-],$$  \hspace{1cm} (B.9)

which can be obtained by multiplying equations B.5 and B.7,

$$K_aK_b = [H_3O^+] \cdot [OH^-] = K_w. \hspace{1cm} (B.10)$$

For pure water at room temperature, $K_w = [H_3O^+] \cdot [OH^-] = 10^{-7} \times 10^{-7} = 1.0 \times 10^{-14}$ and $pK_w = -\log(1.0 \times 10^{-14}) = 14$. This means that if the solution has more $H^+$ ions it is more acidic and it is more basic if $[OH^-] > [H^+]$. A neutral solution has equal amounts of $H^+$ and $OH^-$. It is common to express the acidity and basicity of a solution just in terms of the concentration of $H^+$ as,

$$pH = -\log[H^+].$$  \hspace{1cm} (B.11)

In a neutral solution, at room temperature, $[H^+] = 10^{-7}$, which gives $pH = 7$. 
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Appendix C.1: NMR Spectra of PNIPAmS
Figure C.1: $^1$H NMR (400 MHz) spectrum of HB-PNIPAM (25:1).

Figure C.2: $^1$H NMR (400 MHz) spectrum of HB-PNIPAM (60:1).
Figure C.3: $^1$H NMR (400 MHz) spectrum of HB-PNIPAM (90:1).

Figure C.4: $^1$H NMR (400 MHz) spectrum of linear PNIPAM.
Figure C.5: $^1$H NMR (400 MHz) spectrum of D$_7$-HB-PNIPAM (25:1).

Figure C.6: $^1$H NMR (400 MHz) spectrum of D$_7$-HB-PNIPAM (60:1).
Figure C.7: $^1$H NMR (400 MHz) spectrum of D$_7$-HB-PNIPAM (90:1).
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Appendix D.1: SANS 2D Patterns
Figure D.1: SANS 2D scattering patterns for HB-PNIPAM (25:1) below (15°C, top) and around (27°C, bottom) its LCST.
Figure D.2: SANS 2D scattering patterns for HB-PNIPAM (60:1) below (15°C, top) and around (24°C, bottom) its LCST.
Figure D.3: SANS 2D scattering patterns for HB-PNIPAM (90:1) below (15°C, top) and around (27°C, bottom) its LCST.
Figure D.4: SANS 2D scattering patterns for linear PNIPAM below (15°C, top) and around (33°C, bottom) its LCST.