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Abstract

This study investigates erosion, deposition and material migration in the divertor of the fusion tokamak JET. Nuclear fusion provides a potential method for sustainable energy generation without large carbon emissions or long-term radioactive waste. Toroidal chambers with magnetic field coils known as tokamaks are used to contain the plasma of hydrogen fuel. The fuel ions can erode the plasma-facing materials, leading to degradation of plasma performance, limitation of vessel lifetimes and fuel retention. Plasma-material interaction is particularly significant in the divertor region of the tokamak. The carbon walls of JET-C have been replaced with the beryllium/tungsten walls of JET-ILW in anticipation of their use in the larger ITER tokamak. Determination and analysis of the different erosion/deposition characteristics provides vital information for the efficient, economic and safe operation of ITER.

A combination of diagnostics and modelling techniques have been applied to produce a detailed study of the important processes and results. Rotating collectors provide time-resolved deposition measurements through varying the surfaces deposited on; quartz microbalances (QMBs) use piezoelectric crystals to measure changes in deposited mass. A simple, geometrical model is used to describe the rotating collector depositions over long timescales, incorporating experimental data from sources such as spectroscopy. More detailed, higher time resolution modelling of erosion, deposition and transport in the JET-ILW divertor is performed with a Monte Carlo code written for this study.

The rotating collectors demonstrate a replacement of carbon by beryllium as the dominant impurity deposit in JET-ILW relative to JET-C and an associated reduction in deuterium retention. The total deposition rate on the JET-ILW collectors is reduced by an order of magnitude. In general, time-dependent modelled and experimental collector deposition profiles show good qualitative agreement. A lack of carbon deposition in the remote JET-C outer divertor for corner strike points is determined from the collector modelling and QMB measurements; similar behaviour is not observed for beryllium in JET-ILW. Additionally, there is a reversal of deposition asymmetry between the inner and outer divertor corners in JET-ILW. These different distributions of deposits are attributed to the different chemical properties of carbon and beryllium and their associated responses to elevated temperatures.

Local beryllium surface coverages have a considerable impact on erosion and deposition behaviour in JET-ILW due to reduced impurity concentrations. Monte Carlo modelling is used to assess the impact of varying strike points, beryllium fluxes, beryllium coverages and plasma temperatures/densities. Further insight is gained through comparison of modelling and experimental results. Peaking of the beryllium influx is investigated using divertor spectroscopy and modelling, revealing the importance of the limiter phase and initial divertor phase for beryllium erosion, deposition and transport.
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Chapter 1

Introduction

1.1 Energy supply and demand

A reliable supply of energy is essential for a wide range of human needs and endeavours, including heating, lighting, transport and food production. The methods by which energy is generated have varied significantly at different times and in different places, but a unifying characteristic is the ongoing increase in demand and a necessary growth in supply. This trend, particularly pronounced over the last 1-2 centuries, may be attributed to two main sources. Firstly, rapid growth in world populations due to medical advancements has naturally increased the absolute amount of energy that is used. Secondly, technological and economic progress have stimulated a desire for improved living standards, increasing the per capita energy demand due to the extra production and automation of services that is required.

Technological progress, as well as indirectly increasing demand, has also allowed this demand to be met through an expanded, more varied and more efficient energy sector. In order to be able to plan for future energy supply, it is necessary to ask to what extent the increases in demand are likely to continue. The Department of Economic and Social Affairs of the United Nations estimates that world populations will increase from 7.3 billion people in 2015 to 9-10 billion by 2050, with considerable uncertainty in the rate of increase thereafter [1]. Despite gains in energy efficiency, the International Energy Agency expects global energy demand to grow by 37% between 2014 and 2040, mostly due to growth in developing countries [2]. From one perspective, increasing energy usage is promising since it is generally seen to correspond to improved standards of living ([3], Figure 1.1). However, it is prudent to consider if the global energy sector is capable of the growth required to match the expected increases in demand.

The reliance of the energy sector on non-renewable fossil fuels is a significant liability, since it depends on the discovery and extraction of finite reserves of coal, oil and gas. Of these, it has been estimated that oil and gas reserves will have been exhausted by 2042, with coal reserves lasting until 2112 [5], leaving the energy sector exposed to a lack of resources in the second half of the 21st century. The burning of fossil fuels to satisfy the majority of the world’s energy demands also gives rise to environmental concerns. The resultant increases in atmospheric carbon dioxide cause higher global
Figure 1.1: Plot showing the human development index for different countries as a function of their per capita power consumption [4]. The human development index is calculated based on both economic and social considerations, as depicted in the inset. Higher human development indices, corresponding to higher living standards, correlate with higher power consumptions.

surface temperatures through radiative forcing, giving rise to higher sea levels, loss of habitats and increases in extreme weather [6]. Thus, due to both finite resources and environmental considerations, it is increasingly necessary to diversify the global energy mix away from fossil fuels.

Though nuclear fission offers lower emissions than the burning of fossil fuels, fears over safety and the storage of long-term radioactive waste have limited largescale uptake. Recent decades have seen significant scientific and political efforts to expand the use of renewable energy from solar, wind and hydroelectric sources, among others. These generation methods have the advantage that the sources are non-depleting, allowing long-term energy security and low running costs. However, the reliance on meteorological conditions makes renewable energy vulnerable to intermittency, meaning it is not generally suitable for ‘baseload’ energy supply. Thus, having an energy mix dominated by renewables is difficult to achieve without large over-capacity, greatly improved energy storage capabilities and an expansion of electricity grids. It is desirable to develop an energy generation method which is amenable to human control, while also being safe, non-polluting and non-depleting.

1.2 Nuclear fusion

Nuclear fusion is the combination of light atomic nuclei to form a heavier nucleus and a net release of energy. Given that the reacting nuclei consist of protons (and
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usually neutrons), both are positively charged and therefore repel each other due to the Coulomb force. If the nuclei can be brought into close proximity, at short ranges the attractive strong nuclear force overcomes the repulsive Coulomb force and a new nucleus is formed. In order to give the nuclei enough energy to overcome the repulsion, the reactants must be heated to very high temperatures and therefore usually exist in the plasma state.

A plasma is an ionised gas comprising a quasineutral ensemble of ions and electrons that exhibit collective effects. To be defined as a plasma, it must be of sufficient density for each charged particle to interact with many others and for bulk interactions to dominate over boundary effects. Additionally, it must be sufficiently hot for electrostatic effects to dominate over collisions with neutrals. The motion of the charged particles is prescribed by electromagnetic fields, but this motion also gives rise to feedback currents that result in changes to the fields themselves. This feedback and self-consistency demonstrates the collective nature of plasmas, as well as hinting at the complex range of drifts, waves and instabilities that this state of matter can exhibit.

For elements lighter than iron, the binding energy per nucleon, and equivalently the mass defect between the nucleus and the sum of its constituent nucleons, increases with atomic number. Thus, when light nuclei fuse to form elements of lower atomic number than iron, the reaction is exothermic and energy is released in the form of the kinetic energy of the reaction products. The Coulomb repulsion increases with atomic number due to the higher charges involved, making hydrogen a suitable choice of reactant. At achievable temperatures, the fusion reaction with the highest cross-section combines deuterium and tritium nuclei to form helium, a neutron and a net release of energy:

\[ ^1_2D + ^3_1T \rightarrow ^4_2He + ^1_0n + 17.6 \text{ MeV}. \]

Fusion has several advantages that have led to it becoming seen as one of the most promising contenders to supply future energy demands. Deuterium may be extracted from sea water and tritium bred from lithium through a fission reaction initiated by a fast fusion neutron. Thus, although the fuel cycle requires close control, the fuel reserves are in principle plentiful. This case is furthered by the high energy efficiency of fusion fuel relative to fossil fuels and even fissile fuels. Moreover, this high energy efficiency also means that a gigawatt-scale fusion device would only contain a few grams of fuel at any one time, lowering the risk of a large-scale nuclear accident.

In contrast to fission, there is no long-lived radioactive waste created by fusion; in contrast to the burning of fossil fuels, fusion does not release atmospheric pollutants such as carbon dioxide. Finally, fusion has the advantage of human control over the fuel and the energy production mechanisms, meaning that it could take the role of conventional power stations in providing baseload electricity supply. While fusion has been shown to have potential for energy generation, there are numerous technical issues that have prevented the achievement of net fusion energy to date. One of the most fundamental challenges is the confinement of the fusion plasma.

At the requisite temperatures, the plasma vaporizes any solid material surface it comes into contact with. Neglecting the gravitational confinement that holds the fusion reactants together in stars, terrestrially there are two main confinement approaches. Inertial confinement fusion typically uses lasers to ablate the outer layers of a fuel pellet, initiating an equal and opposite force that causes the fuel inside the
pellet to compress and reach very high temperatures and densities. Thus, this is an inherently pulsed approach to confinement and to energy generation. Magnetic confinement fusion exploits the charged nature of the plasma’s constituent species to hold the reactants in a magnetic field, obviating the need for material contact. At present, a toroidal magnetic confinement configuration known as a tokamak represents the most developed fusion technology for the pursuit of energy generation.

1.3 Tokamaks

An introduction to the design and operation of tokamaks is presented here; for a comprehensive explanation of the concepts described in this section see the discussion in [8]. A tokamak holds the charged particles of the plasma fuel inside a toroidal vacuum chamber using a combination of magnetic fields (Figure 1.2). Confinement of the plasma is achieved by using both toroidal and poloidal fields to maintain an equilibrium between the plasma pressure gradient and the magnetic forces. A driven current in the inner poloidal field coils sets up a toroidal electric field in the plasma through transformer action. This in turn generates a toroidal current in the plasma, which produces a poloidal magnetic field. In practice, it is possible to operate in scenarios where a significant fraction of the toroidal current is self-generated by the plasma. The toroidal magnetic field is produced by currents driven in the external toroidal field coils. Additionally, outer poloidal field coils are used to help shape and position the plasma. The combination of poloidal and toroidal fields causes the charged particles of the plasma to flow around the torus along helical paths on closed flux surfaces. This helical topology is necessary to avoid particle losses due to plasma
The interaction of the plasma with tokamak walls is localized to either limiters (left) or divertors (right) [9].

Drifts.

A vacuum is created inside the torus using external pumps, with the low density deuterium-tritium fuel injected by gas puffing or in pellet form. The heating of the fuel, to temperatures of order 10 keV (~100 million °C), is accomplished using a combination of three main methods. Firstly, Ohmic heating occurs when the current induced in the plasma by the magnetic fields causes heating due to the plasma’s finite resistance. Since the resistivity of a plasma decreases with increasing temperature, there is a limit beyond which this is ineffective for further heating. Secondly, neutral-beam injection introduces high-energy, neutral, hydrogen isotopes to the tokamak. These heat the plasma through collisional energy transfer and also supplement fuelling. Finally, radio-frequency heating uses electromagnetic waves with frequencies matched to resonances of the plasma motion to transfer energy to the charged particles.

The heating mechanisms are focused towards generating very high temperatures (and relatively high densities) in the core plasma region located at the centre of the poloidal cross-section of the torus. It is this region where the fusion reaction has the greatest cross-section and consequently the longer the fuel ions can be kept in the core, the greater the fusion yield that can be achieved. However, the confinement provided by the magnetic fields is not perfect, with a net flow of particles from the core to the walls typically giving confinement times of order 1 s in the largest tokamaks operating today. Classical transport describes the radial motion of particles out of the plasma due to Coulomb collisions, which give diffusion with a step length of the Larmor radius. However, the toroidal geometry of the tokamak causes particles to undergo ‘banana orbits’, resulting in a larger diffusion step length of order the width of these orbits. Although this goes some way to accounting for the worse than expected confinement in tokamaks, most of the transport is ‘anomalous’, being due to as yet imperfectly understood turbulent processes. In addition to these mechanisms, there exist myriad plasma instabilities that can cause rapid ejections of particles and heat from the plasma.

At radii outside the core region, the temperature and density of the plasma decreases. In ‘L-mode’ low confinement regimes, this decrease is gradual; in ‘H-mode’ high confinement regimes, an edge ‘pedestal’ region forms with steep gradients in density.
and temperature. The limiting boundary to the confinement region is the last closed flux surface. Inside this boundary, the field lines are closed and transport is mainly diffusive; outside the boundary, in the scrape-off layer (SOL), transport is mainly convective and particles travel along the open field lines. Close to the tokamak walls a Debye sheath forms, in which an electrostatic potential accelerates ions into the material surfaces. The high particle and heat fluxes in the SOL are known as the plasma exhaust and can cause severe material damage to surfaces on which they are incident. These areas of plasma-material interaction are localized at limiters or divertors (Figure 1.3).

A limiter is a solid projection of the vessel wall into the SOL, which reaches to the last closed flux surface. Since the limiter represents the material surface located furthest into the plasma, the heat and particles fluxes in the SOL are preferentially incident on the limiter rather than the rest of the wall, effectively limiting damage to the majority of the wall surface. In this configuration the limiter is in some sense sacrificial; its lifetime in a high-power, long-pulse tokamak is likely to be prohibitively short. In addition, material eroded from the limiter can enter the core plasma, degrading plasma performance (see Section 1.4). For these reasons, modern tokamaks usually localize the plasma-surface interaction at a divertor, far removed from the core plasma.

In a divertor configuration, the magnetic topology is altered using the outer poloidal field coils, such that the SOL transports the heat and particles of the plasma exhaust to the bottom (and/or top) of the torus. The locations on the divertor target plates where the plasma exhaust is incident are known as the strike points. These are narrow in poloidal extent due to the dominance of parallel over perpendicular transport in the SOL and thus the particle and heat fluxes on the material surfaces are considerable. In this configuration, the last closed flux surface is referred to as the separatrix, and the inboard and outboard sides of the SOL intersect at a region of zero poloidal magnetic field known as the X-point. The localization of the plasma-material interaction at the strike points restricts transport of eroded impurities to the core plasma.

**Figure 1.4:** Comparison of the poloidal cross-sections of JET and ITER. The ITER-like wall of JET mimics the plasma-facing material combination to be used in ITER: beryllium main chamber (green) and tungsten divertor (red) [10]. ITER is approximately twice as large as JET in all dimensions.
This study will focus on the world’s largest and most powerful tokamak - the Joint European Torus (JET). JET has a minor radius of 1.25 m and a major radius of 2.96 m. Plasma currents of 2 - 3 MA and discharge times of approximately 20 - 30 s are typical. The surface temperatures of the divertor tiles are generally of order 100 - 200°C, though at the strike points the temperatures can rise to around 1,000°C [11].

One of JET’s key missions is to inform the physics basis in preparation for the completion of ITER, a tokamak currently under construction that is expected to produce a net energy gain from fusion for the first time. In particular, the ITER-like wall of JET currently offers the only opportunity to study the new plasma-facing material combination of beryllium and tungsten in a tokamak environment (on a reduced scale - see Figure 1.4) [12]. This is crucial for efficient operation of ITER, since the erosion and deposition of plasma-facing materials has a strong impact on vessel lifetime, plasma performance and the safe and economical use of fuel.

1.4 Erosion and deposition

There are a variety of mechanisms that can cause plasma-facing surfaces to be eroded (see e.g. Figure 1.5), some of which are briefly introduced here and their importance established. The simplest erosion mechanism is physical sputtering, which occurs

![Figure 1.5: Schematic diagrams of physical (a) and chemical (b) erosion mechanisms from plasma-facing surfaces.](image-url)
when ions from the plasma are incident on material surfaces, collisionally transferring energy to the material lattice. This has some probability of ejecting surface atoms into the plasma, depending on such quantities as the mass of the target atoms and the mass, energy and angle of approach of the incident ion. Chemical erosion, and chemically-assisted physical sputtering, can occur when incident and target species undergo chemical reactions, releasing the reaction products into the plasma. Wall materials may also be eroded by thermal mechanisms, leaving the material surface as a liquid through melting, or as a gas through sublimation. Eroded species can return to a material surface and redeposit on the surface, reflect from the surface, or sputter more impurities into the plasma, depending on the species involved and the local conditions. Similarly, eroded species may return to surfaces locally, be transported into the core plasma, or migrate to remote regions of the tokamak.

The most obvious challenge that erosion in tokamaks poses is the damage to wall materials that it entails. First walls are complex in their design and must be manufactured and installed with very high precision, meaning regular replacement of first walls would be prohibitively expensive and time-consuming. The amounts of erosion and deposition seen in present day tokamaks are generally on the order of microns to hundreds of microns per year. However, these devices are generally only operating plasmas for a fraction of a percent of the time. Fusion power plants would require far greater availabilities and would also be more powerful, suggesting that they would be vulnerable to macroscopic tile erosion on the order of centimetres. For fusion energy to succeed it must be both physically and economically feasible, necessitating the study and control of erosion in the tokamak environment.

As well as causing damage to the wall materials themselves, erosion can also degrade plasma performance. Impurities that migrate into the plasma radiate energy via line radiation and bremsstrahlung. These are both strong functions of the atomic number (Z) of the impurity. Low-Z impurities are fully stripped of electrons in the core plasma and thus radiative losses from these are lower, being only due to bremsstrahlung [13]. Radiative power losses may represent a significant fraction of the input power, thus reducing the energy confinement time and limiting the core temperature and fusion cross-section that can be achieved. Therefore, it is important to limit the erosion of impurities and their migration into the core plasma, particularly for higher-Z species (see Figure 1.6).

A second impact of impurity migration into the plasma is fuel dilution. There is an empirical upper bound on the electron density that can be achieved in tokamaks, described by the Greenwald limit [15]. Quasineutrality implies that this also sets an upper bound on the density of ions in the plasma, meaning that the ingress of impurities entails replacement of deuterium and tritium fuel ions in the plasma. This effectively lowers the fuel density, leading to lower cross-sections for fusion reactions and hence reduced energy gains. Since an impurity ion replaces a number of fuel ions equal to the number of protons it itself contains, this effect increases linearly with the atomic number of the impurity.

Impurities can also cause problems when they return to plasma-facing surfaces. Since they are generally in higher charge states than the fuel ions, they reach higher energies when being accelerated in Debye sheaths towards material surfaces. The self-sputtering yields for impurities can be significantly higher than those for impact by fuel ions, in some cases leading to runaway self-sputtering (with yields exceeding unity). The deposition of impurities on plasma-facing surfaces can also cause
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Figure 1.6: Impurities cause radiative power losses from the plasma due to line radiation and Bremsstrahlung, which are larger for higher-Z species [13]. The radiation power coefficient describes the power loss divided by the product of the number densities of electrons and impurities in the plasma (data from [14]).

operational uncertainty due to the different thermal and mechanical properties of redeposited wall species and clean tile surfaces [16]. Chemical bonding of impurities with fuel ions or mixing of different wall material species can result in plasma-facing surfaces that are unable to withstand the impinging heat and particle fluxes. For example, alloying of beryllium and tungsten can result in material with poor thermomechanical properties, which is of concern for beryllium/tungsten devices such as ITER [17].

The bonding of fuel ions with impurities also leads to deposits with high fuel retention. In particular, the chemical affinity between carbon and hydrogen isotopes can lead to the formation of hydrocarbons. Codeposition of carbon with fuel ions is especially prevalent in remote regions of the tokamak where high deuterium and tritium ratios have been found [18]. These areas are not directly exposed to the plasma and are generally much cooler than surfaces which are, allowing greater fuel retention. The retention of tritium in deposits is problematic from the perspectives of both safety and fuel conservation. Firstly, the amount of tritium in tokamaks is subject to strict legal limits due to the risks associated with its radioactivity. Secondly, having large concentrations of tritium in remote, unrecoverable regions makes achieving the required tritium self-sufficiency practically impossible. The expected tritium breeding ratios are not sufficient to allow for significant in-vessel tritium deposits that are lost to the fuel cycle.

Thus, the control of erosion, deposition and material migration in tokamaks is crucial for first wall lifetime, plasma performance, and the mitigation of fuel retention. The observed erosion/deposition characteristics are strong functions of the composition of the plasma-facing surfaces used. Therefore, the choice of wall materials must be
optimized in consideration of the issues outlined in this section. Carbon has until recently been the most popular plasma-facing material due to its excellent thermal properties and limited deleterious effects on the plasma through radiation and fuel dilution. This results in an advantageous lack of sensitivity to the sudden, and sometimes unexpected, plasma behaviour that is unavoidable in attempts to further the understanding of tokamak plasmas. However, in recent years it has become clear that the chemical erosion and high fuel retention effected by the chemical affinity of carbon and hydrogen isotopes make it incompatible with long-term tokamak operation.

As described in Section 1.3, the current preferred material combination uses beryllium plasma-facing materials in the main chamber and tungsten in the divertor. A crucial advantage of these materials is that they are relatively unreactive with hydrogen, limiting codeposition and fuel retention. The low atomic number of beryllium allows moderate impurity contamination of the core plasma without it becoming prohibitive, but its thermal properties are too poor for it to be used in the divertor. The high melting point of tungsten makes it suitable for withstanding the high heat fluxes at the strike points; its high atomic number limits physical sputtering.

1.5 Outline

The study reported here investigates the erosion, deposition and material migration in JET under ITER-like wall operation, comparing and contrasting to the corresponding behaviour under carbon wall operation. Analysis of the different erosion and deposition characteristics exhibited by these plasma-facing materials provides vital information for the efficient, economic and safe operation of ITER.

Proceeding from this introduction, Chapter 2 will describe and critique previous work on erosion, deposition and material migration in tokamaks in detail. This will enable the relevance and importance of the current study to be identified in the context of previous research. Chapters 3 and 4 will explain the experimental and computational methods that have been used to obtain the results that follow. The first of these results are presented in Chapter 5, in which the time-dependent depositions on passive diagnostics, located under the central divertor tile in JET-C and JET-ILW, are examined and compared to the results of a geometrical modelling approach. Chapter 6 extends this analysis to diagnostics in the inner and outer divertor corners, additionally characterizing the differences in the distributions of deposits in terms of the differing chemical properties of carbon and beryllium. Chapter 7 presents results gained from Monte Carlo modelling of erosion, deposition and migration of beryllium in the JET-ILW divertor. In Chapter 8, this Monte Carlo model is used to investigate a range of experimental results, furthering insight into the relative significance of the different processes involved. Finally, Chapter 9 summarises the previous chapters, enabling a set of comprehensive conclusions to be drawn.
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Erosion and deposition of plasma-facing components: origins and consequences

2.1 Introduction

As fusion research has progressed, the focus has begun to shift from the conceptual feasibility of energy gain to more technical issues associated with sustainable, efficient and economical fusion devices. The control of plasma-material interaction via the study of erosion and deposition of plasma-facing components (PFCs) is crucial for this pursuit. As such, a wide range of experimental and computational methods have been employed in researching this area. This section will describe and critique previous work on erosion, deposition and material migration in tokamaks. One aim of this is to present a cross-section of existing methods and results in order to provide scientific context. Secondly, the analysis of this previous work will enable gaps in the present research and understanding to be identified, using which the role of the current study will be outlined.

Erosion and deposition of wall materials have been studied in JET for the majority of its operational lifetime. For the most part, the discussion here is limited to the more recent campaigns with the most relevant divertor geometries. The MkII-HD divertor was installed in 2005, the general shape of which has been preserved in JET to the present day. This enables direct comparisons of results between campaigns. Selected erosion/deposition results from other tokamaks are also discussed where appropriate.

Section 2.2 will describe the literature underpinning the knowledge of sputtering yields and their importance in the tokamak environment. In Section 2.3, the determination of tile erosion and deposition using surface analysis methods will be discussed. A brief history of first wall materials used in tokamaks and their respective benefits and drawbacks will be covered in Section 2.4. Section 2.5 analyses the contribution of long-term diagnostics, while Section 2.6 focuses on diagnostics with time resolutions of milliseconds or below. In Section 2.7, previous uses of modelling
2.2 Sputtering yields

The sputtering yields associated with plasma-facing materials in tokamaks directly relate the incident fluxes on material surfaces to the fluxes of eroded material entering the plasma. These are vital for determining the lifetimes of first wall components and assessing the degradation of plasma performance. The yields are not only functions of the incident and target species, but also the incident energy, incident angle, and sometimes the incident flux and target temperature. There are extensive studies in the literature covering a wide range of these variables.

2.2.1 Experimental

Measuring sputtering yields accurately in tokamaks can be challenging due to incomplete knowledge of both surface and plasma conditions. Although this makes extrapolation to other devices or conditions difficult, these in-situ studies do at least provide the most relevant sputtering yield data for the tokamak environment. Most such studies utilize spectroscopy to diagnose the prevalence of different species in the plasma close to material surfaces.

By examining the emission lines of molecular as well as atomic species, it has been possible to individually measure the contributions of physical and chemical sputtering of PFCs. This has been used to demonstrate a reduction of the carbon chemical sputtering yield in JET-C for large incident deuterium fluxes [19], and identified chemically-assisted physical sputtering of beryllium by deuterium in JET-ILW [20]. Spectroscopy has also been used in JET-ILW to determine that the sputtering yield of the tungsten divertor is only significant for incident beryllium impurities and during ELMs [21]. This reinforces the importance of the limitation of impurities and mitigation of ELMs in JET and ITER.

Since it can be difficult to prescribe or measure all of the possible variables in tokamak conditions, often yields have been measured using laboratory plasma-surface interaction devices such as PISCES-B [22] and Magnum-PSI [23]. These linear plasma generators seek to replicate the plasma conditions of tokamaks, allowing the study of sputtering yields in a more controlled and systematic way. This has been particularly useful for investigating the sputtering of beryllium (see e.g. [24]), since as a material it is far less well characterised than carbon due to its relative scarcity and the more stringent safety precautions that it imposes.

2.2.2 Computational

Calculations of sputtering yields have been made using computational models such as TRIM.SP [25] and ACAT [26], which employ the binary collision approxima-
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tion. Under this assumption, ions propagate in matter by undergoing a series of independent binary collisions with target nuclei, while travelling in straight lines in between collisions [27]. In particular, Eckstein and Yamamura have contributed extensively to the population of sputtering yield databases, mainly using TRIM.SP and ACAT respectively. The large range of species to which these modelling efforts have been applied provides a valuable basis for ongoing studies of erosion and sputtering yields.

While the available data provides an indication of the sputtering yields in certain situations, for predictive purposes it is more useful to have analytic formulae that describe the yield as a function of quantities such as the incident energy. The most successful of these has been that provided by Eckstein and Preuss [28], based on an earlier treatment by Bohdansky [29]. The yield is described in terms of the atomic numbers, atomic masses, incident energy, incident angle and fitting parameters obtained via a Bayesian statistical analysis. A thorough listing of fitting parameters, as well as comparisons of fitted yields to those obtained from experiments and modelling, is provided in [30].

The above treatment provides the necessary formulae and data for calculation of physical sputtering due to a wide range of plasma ion and target material combinations. However, chemical sputtering occurs in tokamaks at energies below the threshold for physical sputtering [31], necessitating an alternative description. For the particular combination of hydrogen isotope ions incident on carbon, Roth and Garcia-Rosales [32] provided an analytical description encompassing physical sputtering, thermal breakdown of amorphous carbon-deuterium layers and chemically-assisted physical sputtering of weakly bound hydrocarbon molecules. This treatment has the advantage of additionally describing the variation of the yield with target temperature and incident flux, which have been seen to have a major influence on the degree of chemical erosion of carbon [33], [34].

The sputtering yield is the most important single measure of the scale of erosion due to plasma-material interaction. Accordingly, considerable effort has been devoted to determining the yields associated with many different ion-target combinations across a large range of conditions and using a variety of techniques. In many cases, the uncertainty associated with knowing local plasma conditions and hence prescribing the input to sputtering calculations can exceed the uncertainties inherent in the calculations themselves. The derived analytical sputtering formulae described above will be used in the current study for calculation of the sputtering sources from plasm-facing surfaces (see Section 4.1.3, Section 4.2.4 and Appendix A).

2.3 Tile analysis

The definitive measure of erosion and deposition in tokamaks is obtained by analysis of the tile surfaces themselves. The extreme conditions and engineering complexity of tokamaks make it difficult to apply advanced material analysis techniques in situ. For this reason, tiles are usually retrieved from the vessel during breaks in operations, typically after thousands of discharges. The post-mortem characterization of tiles offers the most complete understanding of changes to the material surfaces, but suffers from the temporal infrequency with which it can be applied.
2.3.1 Tile profiling

The simplest method for determining the erosion from or deposition on tiles is to physically probe their plasma-facing surfaces (Figure 2.1). By performing measurements covering a 2-D grid of a tile surface before and after it has been exposed to the plasma, a map of erosion/deposition is obtained by subtracting one set of data from the other [35]. Possible translational and rotational misalignments between the before and after measurements result in an uncertainty of \( \sim 5 \mu\text{m} \) in the z-direction.

The tile profiling results require calibration with optical microscopy measurements of cores cut from the tile in order to be made fully quantitative. This is due to the need to negate the effects of before/after misalignments of the tile. When additionally cross-calibrated with dust collection, this provides a powerful technique for global impurity accounting [35]. This enables relation of the total deposits found in the divertor to the total erosion observed in the main chamber, allowing impurity migration to the divertor to be inferred. The benefits of the combination of tile profiling and optical microscopy are also demonstrated in [36]. By calibrating the thickness of deposits on the edges of an inner wall limiter tile using microscopy, erosion of up to \( \sim 60 \mu\text{m} \) was identified at the centre of the tile. This provides important experimental data regarding the lifetime of beryllium limiters.

The flexibility of tile profiling is a key benefit of the technique, since it enables the wide range of different tile shapes installed in JET to be analysed. However, while the \( \sim 5 \mu\text{m} \) resolution was adequate for most JET-C measurements, it becomes close to marginal for the small surface changes seen in much of the JET-ILW divertor (though it does at least provide an upper limit on the scale of erosion or deposition) [37]. In order to probe smaller surface changes, and to determine the concentrations of different species, it is necessary to use more precise surface analysis techniques such as ion beam analysis.
2.3.2 Ion beam analysis

Ion beam analysis (IBA) encompasses a collection of techniques that use high energy ion beams to probe the surfaces of materials. The interaction of the incident ions with the target material results in a fraction of the incident ions/reaction products emanating from the sample, thereby becoming available for measurement by particle detectors. The energies at which they are collected are characteristic of the species and/or their depth within the sample, allowing species-specific, quantitative measurements to be made. In fusion applications, two of the most useful IBA techniques are nuclear reaction analysis (NRA) and Rutherford backscattering spectrometry (RBS). NRA relies on incident ions undergoing nuclear reactions with target atoms and is used to detect light target species; RBS exploits Coulombic collisions between incident ions and target nuclei and is more useful for the detection of heavier species.

IBA techniques have long provided important information on the changes to tile surfaces due to exposure in tokamaks. They are widely used across a range of devices, and have been used to show the similarities in deposition distribution/magnitude and deuterium retention between ASDEX, JET and DIII-D [38]. This provides an important examination of the accuracy and cross-machine applicability of erosion and deposition results. The species-dependence capabilities of NRA are demonstrated by results examining variations in the beryllium-carbon ratios comprising divertor deposits [39, 40]. Such results show the importance of chemical sputtering via the preferential removal of carbon from deposits, relative to beryllium [41].

The high sensitivity of NRA is necessary for characterising the often sub-micron deposits in the JET-ILW divertor [37, 42]. Whereas current tokamaks such as JET typically run discharges for a total of several minutes a day, future fusion reactors will have to have much greater operational availabilities, amplifying the scale of erosion or deposition. Thus, the ability to measure these small surface changes in today’s devices is crucial for anticipating the larger changes that are expected in future tokamaks.

While NRA and RBS can be used to quantify thin deposits on tiles accurately, they are not immediately suitable for determining small amounts of erosion from bulk tiles. The limited range of the incident ions in target materials means that unexposed and eroded tiles would both yield spectra characteristic of the bulk tile material. In order to study erosion, marker tiles are installed in areas of a tokamak that are judged likely to undergo net erosion.

In JET-ILW, bulk beryllium marker tiles were coated with a 2-3 μm layer of nickel, with a further 7-10 μm layer of beryllium at the tile surface [43]. The degree of erosion of the upper beryllium layer can be detected via RBS, with the nickel layer acting as a substrate. Similarly, thin molybdenum interlayers inserted into tungsten-coated CFC and bulk tungsten tiles allow measurements of tungsten erosion using RBS [43]. During JET-C, carbon tiles were coated with thin layers of tungsten in order to measure tungsten erosion in preparation for the installation of the ILW [44]. Such coatings represent an important exercise in risk management, offering experimental experience and small-scale testing before costly and time-consuming machine upgrades are undertaken.
2.3.2.1 Microbeam IBA

In JET-C, the thicknesses of divertor deposits often exceeded 100 μm [40]. However, the penetration depth of ions into the target materials, at typical measurement energies of 2-3 MeV, is usually less than ~10 μm. In such situations, IBA only measures the concentrations of different species in the near-surface regions of a deposit, with the total quantities extrapolated over the total thickness of the deposit as determined from cross-sectional microscopy. Depending on the operational history of each campaign and the degree of material mixing, this can leave results vulnerable to errors occurring due to variations in the prevalence of different species with depth.

One way to overcome this and probe the full depths of deposits is to cut cross-sections of tiles. Instead of taking IBA measurements with the ion beam incident perpendicular to the surface, they can be taken with the incident beam perpendicular to a cross-section of the tile, allowing characterisation of the full thicknesses of deposits. Typically measurements are taken with an ion beam spot size of ~1 mm, which is clearly far too large to profile a 100 μm deposit. Ion microbeam techniques use magnetic lensing to produce spot sizes and hence depth resolutions of a few microns [45].

The reduced spot size of ion microbeams has allowed detailed measurements of the spatial distribution of deuterium trapped in Tore Supra carbon tiles, as well as relation of this distribution to the porosity of the carbon obtained by scanning electron microscopy [46]. Non-uniform deuterium retention has also been found in JET-C [47] and JET-ILW [48] divertor tiles, with preferential accumulation in pits and cracks. Such studies offer insights into the processes underpinning fuel retention, which is a key concern for future devices.

2.3.3 Fuel retention

Minimising in-vessel tritium inventories is critical for reasons of both safety and fuel efficiency. The scale and mechanisms of fuel retention must be understood in order for ITER to be fully exploited in terms of the number of pulses and the range of studies than can be accomplished (see Figure 2.2).

Tore Supra is the only large tokamak currently using superconducting magnetic coils, actively cooled plasma-facing surfaces and non-inductive current drive, allowing it to be used to investigate issues associated with long-pulse/steady-state operation [49]. The Deuterium Inventory in Tore Supra (DITS) project sought to investigate discrepancies between deuterium inventories measured by gas balance and post-mortem analysis and to better characterize the deuterium retention mechanisms involved [50].

Calculations of fuel retention in tokamak walls found from the difference between the deuterium pumped in and out of the vessel can be a factor of 5-10 greater than those found by post-mortem ion beam analysis techniques, leading to considerable uncertainty in fuel inventories [53]. The DITS project involved complementary use of techniques such as Secondary Ion Mass Spectrometry (SIMS), Thermal Desorption Spectroscopy (TDS) and NRA to determine the post-mortem global deuterium retention, spatial variations in deuterium inventory and concentrations of impurities.
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Figure 2.2: Projected tritium retention in ITER as a function of time for different choices of first wall materials. Licensing requires staying below a tritium inventory limit due to safety considerations, which was expected to be 700 g at the time this analysis was performed [51]. (The limit has changed over time and currently 1 kg of retained tritium is the prescribed limit [52].)

[54]. This detailed study found post-mortem deuterium retention equivalent to 50% of that calculated by gas balance. In particular, the gaps between castellations were found to be significant for deuterium retention, contributing approximately a third of the total inventory [54, 55]. 90% of the retention was attributed to codeposition of deuterium with carbon [54] and Raman microscopy suggested that deposited layers consisted mainly of amorphous hydrocarbon layers [56]. These analyses reinforce previous evidence of the strong dependence of fuel retention on the use of carbon plasma-facing materials.

Erosion and deposition in the JT-60U tokamak have been studied using a detailed range of surface analysis techniques, including tile profiling [57], SIMS [58] and Scanning Electron Microscopy (SEM) of deposit cross-sections [59]. These have shown the inner divertor to be dominated by carbon redeposition and the outer divertor to be mainly an erosion region, providing useful qualitative agreement with results from other tokamaks such as JET [18]. Surface analysis of the JT-60U tiles indicates that fuel retention has been mitigated by precise tile alignment, divertor geometry that limits transport to shadowed areas and high wall surface temperatures, which lessen the negative impacts of the carbon PFCs [60].

JET-IIW offers a unique opportunity to assess fuel retention in a beryllium/tungsten tokamak environment. Post-mortem IBA of tiles has indicated a reduction in the rate of deuterium retention by a factor of 18 relative to JET-C [61]. The largest areal densities of deuterium were measured in locations where the deposition of impurities
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(dominated by beryllium) were also highest, such as on tile 1 at the top of the inner divertor. Conversely, deuterium concentrations at erosion-dominated regions such as at the midplane of the inner wall limiter were found to be very low. This highlights the fact that redeposited impurities in tokamaks continue to provide trapping sights for fuel retention.

Surface analysis of plasma-facing materials encompasses a wide range of methods, including mechanical probing of tile surfaces and ion beam analysis techniques. Tile profiling provides a cheap and flexible method for determining volumetric surface change on the scale of microns and above, but does not enable the highly quantitative, species-specific measurements that may be obtained by ion beam analysis. The ability to determine the relative amounts of different deposited species with high sensitivity is crucial for understanding the performance of different plasma-facing materials and for the quantification of fuel retention.

The weakness that all the surface analysis techniques described in this section share is that they can usually only be applied ex situ. Hence, only a single temporal set of data is obtained for an entire operating campaign, limiting what can be inferred about the effects of varying plasma conditions. This will be returned to in section 2.5.2 through discussion of techniques capable of providing temporally-resolved data. Post-mortem analysis nevertheless provide the most accurate measure of the long-term erosion, deposition and migration behaviour in tokamaks, which ultimately sets a limit on the lifetime of vessels. Since the material composition of PFCs has such a significant impact on plasma-material interaction, the next section will provide an analysis of different first wall materials.

2.4 Choice of first wall materials

As the discussion in the preceding sections has made clear, the nature and degree of tokamak erosion, deposition and material migration processes are strong functions of the composition of the plasma-facing surfaces. This section provides a brief history of the first wall materials used in tokamaks and critiques their relative merits and vulnerabilities. Since the current study involves comparing and contrasting erosion/deposition between JET-C and JET-ILW, this discussion provides a backdrop to some of the analysis and results to be presented in the following chapters.

2.4.1 Carbon PFCs

Throughout most of the history of tokamak research, carbon has been the preferred choice of plasma-facing material. The most obvious hazard that first wall materials must endure is the high heat loads that they are subject to. The preferred carbon fibre composite (CFC) from which the tiles are made remains in the solid state up to high temperatures; above these temperatures the material sublimates rather than melting, preventing splashing of melt droplets. Additionally, the CFC has good thermal shock resistance to transient events such as disruptions or vertical displacement events [62].
As described in Section 1.4, the fact that carbon is low-Z means that, if it is eroded and transported into the core plasma, it radiates less than heavier elements would and results in less fuel dilution. This lack of sensitivity enables maintenance of good plasma performance despite erosion occurring. As a counterweight to this advantage, as a low-Z material carbon is more easily physically sputtered than heavier elements.

However, the chief difficulty with the use of carbon as a first wall material is its high reactivity with hydrogen isotopes. Carbon is chemically eroded by deuterium both through reaction with thermalised ions and via a chemically-assisted physical sputtering process [33]. This chemical affinity has also been observed to lead to high deuterium and tritium retention, particularly in remote divertor areas [18]. Such fuel retention is unacceptable in future devices due to the safety concerns associated with large tritium inventories and the implications of the effective loss of a large fraction of the tritium from the fuel cycle.

It has been suggested that maintaining the first wall at \( \approx 800 \) K could nevertheless allow ITER to operate with carbon PFCs [60]. However, such temperatures are incompatible with the planned active cooling with pressurized water and the required power handling capabilities [63]. Ultimately, the issue of fuel retention has, in recent years, led to a broader adoption of metal PFCs. In particular, ITER will utilise beryllium in the main chamber and tungsten in the divertor, a material combination that is mimicked in JET’s ITER-like wall [12].

### 2.4.2 Beryllium and tungsten PFCs

The main advantage of beryllium and tungsten is their limited reactivity with hydrogen isotopes, which has been seen to result in decreased fuel retention in JET-ILW [61]. Like carbon, beryllium is low-Z, meaning that power losses and fuel dilution due to beryllium in the core plasma are relatively low. In addition, beryllium is efficient at gettering of oxygen, reducing the impurity content of the plasma [64].

Beryllium has relatively high sputtering yields at moderate incident energies and its thermal properties are considerably poorer than those of carbon. It melts above 1,560 K, leaving the PFCs susceptible to melt damage and the splashing of droplets. For these reasons, beryllium is not suitable for use in the divertor and ITER will use tungsten PFCs in this region. The high-Z nature of tungsten and its high melting point render it robust to the high heat and particle loads in this area. Even low levels of tungsten contamination in the core plasma result in unacceptable radiative losses. This is offset by the spatial separation of the tungsten divertor PFCs from the core plasma and the propensity of eroded tungsten to promptly redeposit close to its point of origin [65].

Several concerns remain regarding the long-term thermomechanical properties of tungsten PFCs. Melt layers have been found to develop on tungsten surfaces, reducing power-handling capabilities via recrystallization and bubble formation [66]. Additionally, the formation of helium-rich porous surface layers known as ‘tungsten fuzz’ has been observed [67]. The temperature window in which tungsten can operate as an effective PFC is limited at the lower end by embrittlement and at the upper end by creep, with the effects of neutron irradiation further limiting this temperature
range [68]. Finally, a possible difficulty associated with using multiple materials as PFCs is the formation of mixtures with eutectic melting points. Alloying of tungsten with beryllium has been found to significantly lower its melting point and thus its power-handling capabilities. Continued investigation of the thermal and mechanical properties of all-metal PFCs is vital for the achievement of sustainable fusion power generation.

The strong thermal properties of carbon walls and their limited deleterious effects on plasma performance have made them popular choices for tokamak first walls. However, the high chemical erosion and fuel retention associated with carbon PFCs is unacceptable for future fusion reactors. The lower fuel retention of beryllium and tungsten has prompted an adoption of these materials in recent years. The low radiative losses associated with beryllium and its gettering of oxygen make it appropriate for the tokamak main chamber; the high melting point and sputtering threshold of tungsten make it a suitable divertor material.

2.5 Long-term erosion/deposition diagnostics

2.5.1 Campaign-averaged diagnostics

This section will describe the use of louvre clips, deposition monitors and mirrors as erosion/deposition diagnostics. These provide reliable long-term deposition data relating to the specific locations in which they are placed. This can be used to infer aspects of the relevant deposit formation or migration processes. All these diagnostics can act as passive substrates for deposition, with post-mortem IBA yielding the cumulative deposition due to whole operating campaigns. The limitation of these diagnostics is that it is not possible to correlate material deposition with varying operating conditions as only campaign-averaged measurement is possible. Nevertheless, such results are useful in the current study for comparison with the aggregate deposition on time-resolved diagnostics such as rotating collectors and quartz microbalances (QMBs).

2.5.1.1 Louvre clips

The water-cooled louvres (see Figure 2.3) are located in the remote corners of the JET divertor and protect the magnetic field coils from radiation from the plasma [42]. These shadowed areas can contribute considerably to the total fuel retention due to their relatively low temperatures. In particular, after the deuterium-tritium fuelled DTE1 campaign, the majority of the retained tritium was determined to be on the inner louvres or bound in flakes that had spalled from them [41]. In order to make the study of the deposition in these locations easier, clips were attached to the inner and outer louvres. These louvre clips can be detached during shutdowns, allowing them to be analysed easily using IBA techniques. These continue to provide quantitative data on the migration of impurities to remote areas and the degree of fuel retention in these deposits, allowing important comparisons to be made between JET-C and JET-ILW [42].
2.5.1.2 Deposition monitors

The migration of a given species to a surface does not necessarily entail its permanent deposition on that surface. The incident particle may adsorb/stick to the surface, react with a surface molecule, or be reflected from the surface. The probability of these processes occurring can be investigated using deposition monitors (or ‘cavity samples’). These consist of two parallel silicon plates, with a thin aperture in the upper plate closest to the plasma. By comparing the deposition on the lower and inner and outer upper plates, the sticking probability of the incident species can be determined [69].

Deposition monitors have been used in ASDEX Upgrade to infer the formation of hydrocarbon layers due to sticking of hydrocarbon radicals with high surface loss probabilities [70]. Similar studies in JET have produced comparable results and linked the deposition to the campaign-averaged strike point distributions [71, 72]. The importance of strike point locations for erosion/deposition is a major aspect of the current study. Time-dependent diagnostics such as rotating collectors and QMBs further allow the effects of variations in strike point distributions during campaigns to be investigated.

2.5.1.3 Mirrors

Mirrors are important for a wide range of imaging and visible spectroscopy diagnostics in tokamaks, which in turn are crucial for understanding plasma behaviour and protecting the vessel walls. Both erosion from and deposition on mirrors can degrade reflectivity and distort the reflected images. In order to understand the limits to the lifetime of the metallic mirrors that will be used in ITER, a ‘First Mirror
Test’ was initiated in JET [73]. The surface alterations and changes in reflectivity were determined for both JET-C [74] and JET-ILW [75] operation. In both cases, mirrors located in the main chamber suffered limited degradation in reflectivity. In the divertor, although deposits on the mirrors were thinner for JET-ILW than for JET-C, the reflectivity of the mirrors was still reduced by 50 - 85%, suggesting that this issue remains a major technological challenge for future tokamaks.

As well as providing information regarding reflectivity, it is noted that the mirrors can be treated more simply as substrates for deposition, in a similar way to the louvre clips. Via ion beam analysis, they provide species-dependent deposition information from a range of recessed vessel locations. This information is useful for quantitative comparisons with other deposition measurements, particularly as many of the mirrors are located in similar positions to rotating collectors and quartz microbalances (Figure 2.4).

### 2.5.2 Time-resolved diagnostics

#### 2.5.2.1 Rotating collectors

The extensive post-mortem analysis of a wide range of tiles and stationary diagnostics provides the ultimate test of material erosion and deposition over the course of a campaign (Section 2.3). Unfortunately, since each campaign typically comprises approximately a year of operation and thousands of discharges, such results necessarily average over a large range of plasma conditions. In order to separate the effects of different periods of operation, rotating collectors vary the surface that is available for deposition.

Rotating collectors were developed to study erosion and deposition in JET, as first described in [76]. A rotating collector consists of a silicon disc that is shadowed by a metal casing with a thin slit in it. By gradually rotating the disc, different
regions around the circumference of the disc are exposed for deposition. Through post-mortem IBA of the deposits and mapping of the locations on the disc to discharge number, the deposition as an approximate function of discharge number may be obtained. The finite size of the collector, slit width and IBA beam width do not allow a time resolution of single pulses. However, the resolution of around 50 pulses, or approximately two days of operation, nevertheless represents a marked improvement on the resolution of whole campaigns associated with post-mortem tile analysis. To improve the reliability of the diagnostic, the collectors utilize no electronic components, with rotation driven by the pulsed magnetic field.

Rotating collectors were first installed in JET in 2005 in the inner, central and outer divertor and on the outer wall [77]. The poloidal locations of the collectors coincide with those of the mirror cassettes and quartz microbalances (see Figure 2.4). The deposition on the collector under the central divertor tile was correlated with strike points with a line of sight to the collector, demonstrating the importance of the line of sight transport of neutrals to remote regions [77]. The deposition on the outer wall collectors is harder to interpret since this is generally a net erosion region. However, the periodic beryllium evaporations that were performed for surface conditioning purposes were captured in stripes of beryllium seen on the collector discs [40]. This was used to infer that the beryllium evaporator heads (that were used to achieve the surface conditioning) reduced in efficiency with time due to the formation of oxide films on their surfaces.

Rotating collectors are of considerable value as a medium time resolution deposition diagnostic in JET. The resolution is sufficient to analyse the deposition in terms of the long-term variation of plasma parameters and configurations present in different experiments. However, if the operating conditions vary over too short a timescale, the effects of the variations on the deposition are difficult or impossible to resolve. The time-dependent, species-specific measurements from several JET-C/JET-ILW locations that are provided by the collectors are used widely in the current study. The detailed working mechanisms of rotating collectors will be described in Section 3.1.1 and results from them are presented and analysed in Chapter 5 and Chapter 6.

2.5.2.2 Quartz microbalances

Quartz microbalances (QMBs) exploit the dependence of the frequency of vibration of an oscillating quartz crystal on its mass to determine erosion and deposition. The effective mass of the crystal may be increased by material from the plasma depositing on it, with re-erosion from the crystal causing a decrease in mass. Thus, by monitoring the frequency of the crystal, a time-dependent measure of erosion and deposition is obtained.

The measurement crystals are typically exposed for $\sim$1-5 seconds during a targeted period of a pulse, through the opening of a cover (Figure 2.5). The frequency of vibration of the crystal is dependent on temperature as well as mass, which is corrected for by comparison to the frequency change of a second, unexposed crystal. In order to further limit the thermal effects, the final frequencies are taken several minutes after the pulse, when the system is more thermally equilibrated. Thus, although the sampling resolution of the QMBs is of order 1 s, only one data point is obtained for
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2.5. Long-term diagnostics

Figure 2.5: Image showing a QMB system before (left) and after (right) installation in JET-C. Deposition occurring during the time the QMB spends in the vessel is visible in the after image. The cover is pivoted away from the crystal for several seconds during a discharge in order to measure the erosion/deposition during this time window [78].

Each discharge. The resulting measurement of erosion/deposition is the total mass change that has occurred during the time that the cover was open for. The ability to temporally target the QMBs means that the plasma parameters during this time window are well-known. The plasma conditions are more exactly specified than those corresponding to the $\sim$50-discharge average taken by the rotating collectors.

While quartz microbalances have long been used in laboratory conditions to measure thin film growth, their first application to fusion was in the Canadian TdeV tokamak [79]. QMBs with electronics resilient to high temperatures [80] were developed based on the similar demands imposed by their use in oil wells, and tested in TEXTOR [81]. Subsequently, QMBs were installed to measure erosion and deposition in the divertors of ASDEX [82] and JET [83]. In JET, the QMBs occupy analogous positions to the rotating collectors and mirror cassettes (Figure 2.4). Although precautions have been taken to attempt to improve the reliability of the QMBs, the harsh tokamak environment has still prematurely reduced their lifetimes on several occasions. Despite this, they have been used widely and provided valuable erosion and deposition data over the past decade.

The deposition on the QMB under the central divertor tile in JET-C has been shown to qualitatively agree with that on a rotating collector in a similar location [77]. The periods of operation with strike points with a line of sight to the collector/QMB showed high collector/QMB deposition. Conversely, when strike points did not have a line of sight to the collector, the net deposition on the collector was very low and the QMB exhibited re-erosion. This reinforces the importance of the line of sight transport of eroded neutral impurities. The ability to measure net erosion as well as net deposition is an advantage of the QMBs over the collectors. However, since the quartz crystals are strongly thermally isolated, their surface temperatures can become much higher than those of the rotating collectors. These high temperatures can limit deposition and promote thermal re-erosion of deposits. This demonstrates a key weakness of the QMBs. The high temperatures they reach mean that quantitat-
Erosion and deposition results from the QMBs can be unrepresentative of their surroundings. The net deposition rate on the central divertor QMB was found to be only a quarter of that on the corresponding collector [77].

The improved time resolution of the QMBs relative to the rotating collectors and other diagnostics has enabled investigation of the importance of shot history effects. This was demonstrated in the JET-C inner divertor, where the degree of re-erosion from tiles was found to depend on the position of the strike points, and the inferred material re-distribution, during preceding pulses [84]. Deposits on the horizontal base tile appeared to be ‘refreshed’ by sputtering from strike points on the vertical tiles. When the strike point was subsequently moved to the horizontal tile, this caused large re-erosion and hence large deposition on the local QMB. The local surface composition is an even more important factor for the reduced impurity concentrations seen in JET-ILW, analysis of which is presented in Section 7.5.3.

Overall, in the inner divertor there was a correlation between strike points with a line of sight to the QMB and deposition on the QMB [84], yielding similar conclusions on line of sight transport to those that were reached in [77]. However, the situation in the outer divertor was less clear, with some of the deposition being attributed to transport from the inner divertor and differing erosion mechanisms [84]. Differences in erosion and deposition between the inner and outer divertors are analysed in Chapter 6.

Another study enabled by the improved time resolution of the QMBs is the investigation of the dependence of erosion and deposition on ELM size [85]. It was found that the deposition on the QMB, and by implication the erosion from the tile, increased non-linearly with ELM size. This was found to be consistent with the degradation of amorphous carbon-deuterium layers on tiles due to a thermally-activated Arrhenius process. The ability to target time windows of a few seconds in this study allowed the plasma conditions to be precisely specified. With a poorer time resolution, descriptions of average ELM size would become close to meaningless due to an excessive spread in energies.

QMBs do not offer species-specific deposition data and care must be taken when drawing quantitative conclusions from their output. However, their high time resolution allows a specific determination of the plasma parameters corresponding to each data point. This makes it easier to infer the significance of different variables in producing the erosion and deposition measured by the QMBs. This improved resolution is also used in the current study to inform the interpretation and modelling of the deposition on the rotating collectors and to investigate the causes of deposition asymmetry between the inner and outer divertors (see Chapter 6).

### 2.6 High time resolution diagnostics

#### 2.6.1 Spectroscopy

Optical emission spectroscopy can be used to measure the intensity of spectral light emitted due to electronic transitions in atoms/ions that have been sputtered by plasma-material interaction [86]. Impurity species may be differentiated by the
wavelengths of emission and their prevalence in different vessel locations can be found by taking measurements along multiple lines of sight. As with many optical methods, this technique is easily capable of temporal resolutions of 1 ms or below.

Spectroscopy has been used to study the decomposition of deposited hydrocarbon layers at strike points [87], which contributes strongly to subsequent divertor deposition. This analysis was enabled by the high time resolution of the spectroscopy system and the ability to examine the content of the local plasma rather than just the tile surfaces. The combination of different spectroscopy signals can be used to calculate more complex quantities such as sputtering yields and the degree of detachment [88], which have profound implications for the degree of plasma-material interaction that occurs. This may be achieved by examining spectroscopic lines associated with both the incident deuterium flux and the resulting sputtered impurity flux. Understanding and utilizing detachment is vital for the lifetime of divertor tiles in ITER and beyond. Within the current study, analysis of sputtering yields calculated from spectroscopic signals is presented in Chapter 7.

Another application of spectroscopy is the estimation of whole-vessel impurity sources over campaigns [89]. This is a useful method for estimating global erosion, but has large uncertainties since it typically relies on scaling up the measurements from a small number of lines of sight to the surface area of the tokamak. This scaling assumes uniform erosion in toroidal and poloidal directions, whereas in reality variations are likely to exist. Nevertheless, spectroscopy is useful for providing a clear demonstration of general changes in the impurity content of plasmas during and between campaigns. It has been used to show a reduction in the carbon content of the plasma by a factor of ∼20 between JET-C and JET-ILW operation (Figure 2.6). In addition, [90] and [91] demonstrated a decrease in carbon content and increase in beryllium content in the JET divertor during early ITER-like wall operation. Spectroscopy generally offers the most reliable measurements of the impurity content of plasmas, which has direct implications for the amount of erosion occurring at material surfaces and the amount of deposition that is likely to subsequently occur.

A key difficulty associated with calculating magnitudes of eroded material from spectroscopy signals is the accuracy with which the inverse photon efficiencies are known. These quantities are derived from atomic physics models [92] and effectively give the scaling between the collected light and the number of particles of each species present. However, the inverse photon efficiencies are functions of temperature and density, and hence dependent on changeable plasma conditions [93]. Local temperature and density measurements are often poorly known, adding uncertainty to the interpretation of spectroscopy data. Caution must also be exercised so as not to overestimate the erosion from surfaces due to the difference between gross and net erosion. Not only can reflected light and transport of particles misrepresent local erosion, but a significant fraction of the ionised impurities can return to tile surfaces, reducing the net erosion.

In the current study, the high time resolution data provided by spectroscopy will be used to improve the accuracy of the modelling of the long-term rotating collector depositions (4.1.3). It also acts as a key motivator and source of comparable data for the Monte Carlo modelling results presented in Chapter 7 and Chapter 8.
2.6.2 Interpretive diagnostics

In addition to the erosion/deposition diagnostics described in the previous sections, there are numerous diagnostics that provide data which aid the interpretation of erosion and deposition. These diagnostics provide information regarding the conditions tiles and other diagnostics are subject to, enabling comparisons between different experimental results and between experimental and modelling efforts. Specific experimental data used in the current study will be explained in the following chapters. Here, the previous uses of some of the most relevant diagnostics for erosion/deposition studies are briefly discussed.

2.6.2.1 IR thermography and thermocouples

One of the most important tile properties for erosion and deposition is the surface temperature, which can affect the chemical sputtering yield [31] and the structure of deposited layers [94]. Infrared (IR) thermography determines the temperature of a surface through the measurement of the infrared radiation emitted by that surface. Using this, it is also possible to derive the heat flux incident on the surface [95], which is useful both as a vessel safety feature and in the interpretation of the degree of erosion. In JET, a wide-angle IR camera views a complete poloidal cross-section and a significant fraction of the toroidal extent of the vessel (Figure 2.7), with time resolutions of 100 $\mu$s achievable [96]. This allows the investigation of the effects of transient events such as ELMs, which have thereby been found to deposit energy on the outer limiters as well as on divertor surfaces [97]. IR thermography has also proved useful in verifying the predicted power-handling capabilities of the beryllium limiters in JET-ILW [98], which is of critical concern for ITER. The same analysis...
stressed the importance of toroidal asymmetries in heat loads, which were found to lead to localised melting events. The ability of IR thermography to provide 2-D temperature maps was crucial for this study.

Temperature data may also be obtained from thermocouples embedded in first wall tiles. Unlike IR measurements, these are not suitable for studying short timescale effects. The positions of the thermocouples away from the surface of the tiles mean that their temperature variations rely on conduction from the tile surfaces. This means that they typically measure lower temperatures than at the surface, and that there is

**Figure 2.7:** Optomechanical design of the wide-angle visible and IR diagnostic installed on JET (top) with example results (bottom) [96].
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a time delay/damping related to this conduction. However, IR thermography suffers from temperature uncertainties resulting from the unknown emissivities of varying surface deposits on tiles [99]. Thus, thermocouples typically provide a more stable, long-term measure of temperature, but are not suitable for studying transient events. The thermocouples provide temperature measurements at their discrete spatial locations, whereas IR thermography provides more comprehensive, continuous data. Conversely, there are vessel locations with thermocouples that IR cameras cannot view, particularly in remote divertor areas. The temperatures in such areas affect the amount of fuel retention in remote deposits [100] and hence measurement of these local temperatures can be of great significance.

2.6.2.2 Langmuir probes

Langmuir probes are important in the determination of the local plasma conditions which material surfaces are subject to. In its simplest form, a Langmuir probe consists of a wire inserted into the plasma at varying applied voltages. By measuring the current to the wire, ‘I-V’ (current-voltage) curves are obtained, from which quantities such as the plasma electron temperature and density and the ion flux to the probe can be derived [8].

Knowing the ion flux to a surface is fundamental for the prediction of the degree of erosion we expect, since at a basic level the sputtering source can be found by multiplying the incident flux by the sputtering yield. For chemical sputtering of carbon, the sputtering yield itself is also observed to have a flux dependence [34]. The local plasma temperature can be used to estimate the incident energy of ions impinging on the surface [101], which can strongly affect the sputtering yield. As noted in Section 2.6.1, temperature and density measurements are needed for calculation of inverse photon efficiencies, allowing calibration of the quantities of different plasma species found from spectroscopy. Finally, measurements of divertor temperatures, densities and ion fluxes have been used in the characterisation and understanding of divertor detachment [102], the utilization of which aids the mitigation of the material damage caused by plasma-surface interaction.

2.7 Modelling

While experimental techniques ultimately offer the most reliable indication of the effects of plasma-material interaction, there are significant gaps in what can currently be obtained from them. As described in the preceding sections, post-mortem techniques provide long-term surface evolution data, but suffer from poor time resolution. In situ diagnostics can provide better time resolutions, but yet cannot access the very small timescales and length scales that are often described via modelling. The areas investigated using modelling techniques include the complex interplay between changing plasma conditions, incident fluxes/transport, erosion and deposition processes and surface composition. When related or benchmarked to experimental results, modelling techniques can provide added insight into the mechanisms that are important in plasma-material interaction, as well as serving as a powerful tool allowing predictions to be made for future experiments and future tokamaks. This section
describes some of the codes used for plasma-material interaction modelling, and analyses their suitability for different applications.

### 2.7.1 Edge fluid modelling

The characteristics of the edge plasma can have a significant impact on the degree of erosion from plasma-facing surfaces. For example, to first order the rate of cross-field transport determines the width of the SOL and hence the power density at the strike point, which affects the sputtering yield from the tile surfaces. Typically, edge fluid codes are finite-difference models that map the outer plasma and SOL using a curvilinear grid with dimensions defined parallel and perpendicular to the magnetic flux surfaces \[103\].

One such example of these edge fluid codes is EDGE2D \[104\]. In the parallel direction, the transport is treated classically through conservation of particles, energy and momentum, while in the perpendicular direction anomalous transport coefficients are used to describe the transport resulting from turbulence. Fluid codes like EDGE2D typically rely on Monte Carlo codes such as EIRENE \[105\] or NIMBUS \[106\] to describe the contribution of neutrals. The simulations are useful for both the interpolation between and extrapolation beyond experimental measurements of edge temperature and density profiles \[107\]. One application of this is the calculation of inverse photon efficiencies for the interpretation of spectroscopy signals (see Section 2.6.1). EDGE2D has also been used to model the transport of \(^{12}\)C tracer puffed into the outer divertor of JET \[108\]. By fitting to post-mortem tile analysis data, the migration pathways of carbon impurities were inferred, providing valuable information that would be extremely difficult to obtain using experimental techniques alone.

The use of a fluid description of the edge plasma can offer significant savings in computational time relative to following individual particles. However, edge fluid codes have a number of disadvantages relative to their Monte Carlo counterparts. In particular, Monte Carlo codes are generally easier to write, numerically stable, and better at treating the period before eroded impurities become ionised \[103\]. The next section will examine such codes in more detail.

### 2.7.2 Monte Carlo modelling

Monte Carlo methods use random sampling to obtain quantitative solutions to problems with many coupled degrees of freedom, for which analytical solutions are impractical or impossible. These methods are well suited to tracking single particles in their erosion from plasma facing components, transport through the plasma and deposition on or reflection from surfaces. Often, the specific calculation of erosion/deposition at the surface is performed using dedicated ion-material interaction models such as SRIM/TRIM \[109\]. Monte Carlo methods typically use reference plasma background solutions coupled to self-consistent sputtering of material from surfaces at each time step. A related weakness is that these codes require quantities such as densities and temperatures to be known from experiments or other modelling efforts in advance so that they can be entered as inputs.
An early tokamak Monte Carlo modelling approach was the REDEP/WBC code package, which has been used to study erosion and material transport in DIII-D [110]. This couples the erosion/deposition code REDEP with the impurity transport code WBC. The approach has proved successful in reproducing the experimental erosion, deposition and transport behaviour of the carbon divertor, as well as of a variety of metal films exposed to the plasma via an inserted probe [111]. This code package has also been applied to such crucial issues as chemical erosion of carbon, detachment and tritium retention in ITER [111].

The ERO code [112], [113] has been used extensively to examine erosion, deposition and material migration in a wide range of tokamaks. Impinging ions erode neutrals from plasma-facing surfaces, which have some ionisation probability at each time step depending on the local electron temperature and density. They are then acted on by the magnetic and electric fields and may return to a material surface, where probabilities of reflection/redeposition/further erosion are calculated.

Comparisons of experimental deposits in TEXTOR and JET with modelled results has assisted the inference of an increased chemical erosion yield for deposited carbon-deuterium layers [114]. This is of vital importance in informing the choice of future plasma-facing materials (see Section 2.4). ERO has also been used to interpret spectroscopy measurements relating to erosion from the beryllium limiters in JET, allowing prediction of erosion rates in ITER [115]. Such benchmarking of codes to experimental results both aids understanding of current experiments and crucially allows predictive modelling for future devices. However, these predictions must be treated with caution. They are in general subject to the uncertainties inherent in extrapolating the effects of a wide range of non-linear processes.

The WallDyn code [116] has recently proved successful in coupling local erosion and deposition behaviour to global impurity fluxes. The approach offers a solution to the problems of computational expense associated with extending the modelling of complex plasma-wall interaction over large surface areas and simultaneously preserving feedback to and from the plasma background. The transport of material from each wall element to every other wall element is described via a redistribution matrix calculated using DIVIMP [117]. The description of erosion/deposition/reflection at surfaces is treated using parameterizations of TRIM [109] or molecular dynamics results. This yields rate equations for erosion and deposition for each wall element, which are coupled via the impurity influx as calculated using the redistribution matrix.

Results from WallDyn have demonstrated good qualitative agreement with the beryllium deposition pattern found experimentally in JET-ILW, particularly as regards the large deposits at the top of the inner divertor [118]. The code has also reproduced the transport of beryllium from the main chamber to the divertor during the limiter phases of pulses, as inferred from spectroscopic analysis [118, 119]. The characterization of this long range transport of beryllium is important for understanding and predicting the global impurity balance and distribution of deposits in ITER.

Modelling can be used to probe elements of plasma-material interaction that are currently inaccessible to experimental techniques. Where possible, free parameters in the codes should be set based on experimental measurements. When models are benchmarked to experimental results, it can become possible to infer the values of various parameters that would otherwise be difficult to measure. If care is
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The most important quantity underpinning erosion and deposition is the sputtering yield, which determines the lifetime of plasma-facing materials and the influx of impurities into the plasma. A range of techniques for diagnosing erosion, deposition and material migration have been discussed. The most fundamental measure of surface change in tokamaks is post-mortem tile analysis, though it generally cannot provide time-resolved data. Extensive research over the last three decades has led to the conclusion that carbon PFCs exhibit unacceptably high levels of fuel retention, leading to a move towards metal PFCs and in particular beryllium and tungsten. Diagnostics used to study erosion and deposition range from long-term static samples to medium time resolution rotating collectors and QMBs to sub-millisecond time resolution spectroscopy. For analyses that are currently inaccessible to experiment, or for extrapolating to future experiments, modelling techniques are employed.

Erosion and deposition is an area of study that by its nature relates to long-term changes in material surfaces. This is demonstrated by the considerable research efforts focused on post-mortem analysis of tiles, offering campaign-aggregated erosion and deposition data. Despite this, the mechanisms underpinning erosion and deposition can vary by orders of magnitude over very small length and time scales. This mismatch in resolution is addressed in the current study by mainly concentrating on diagnostics that provide medium time resolution data, namely the rotating collectors and QMBs, while taking inputs from both ends of the time resolution spectrum.

The rotating collectors offer the advantages of post-mortem IBA of tiles, in that quantitative, species-specific information is obtained, while adding a time dependence that allows the effects of varying plasma conditions to be investigated. QMBs enable the examination of erosion and deposition over timescales of order 1 s, enabling the impacts of the conditions during particular periods within discharges to be analysed. On the low time resolution side, the aggregate deposition on the collectors will be compared and contrasted with the depositions on static diagnostics. Conversely, on the high time resolution side, data from spectroscopy and other techniques will be used to take into account the changing surface and plasma conditions over short timescales. This will be used as input to a geometric modelling approach,
which will simulate the deposition on the rotating collectors in order for comparisons to be made with the experimental results. Analysis of QMB data will inform this modelling and aid in the understanding of the differences between the mechanisms involved in erosion/deposition in JET-C and JET-ILW. Monte Carlo modelling and spectroscopy will also be used to investigate erosion, deposition and material migration in the JET-ILW divertor in more detail and over shorter timescales. Comparison to experimental results will enable understanding of the important mechanisms involved and their significance for long-term deposition to be furthered. The following two chapters will describe the technical details of the diagnostics, analyses and modelling that are used in these studies.
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Chapter 3

Experimental techniques

This chapter provides a detailed technical description of the major experimental tools and techniques that are used to produce the results presented in later chapters. Section 3.1 will describe the operation of the two most important erosion/deposition diagnostics used in this study, namely the rotating collectors and quartz microbalances (QMBs). Section 3.2 will explain the measurement principles and uses of ion beam analysis techniques for post-mortem quantification of deposits. A summary of these topics and the conclusions from this chapter are provided in Section 3.3.

3.1 Diagnostics

3.1.1 Rotating collectors

Post-mortem analysis of tiles provides erosion/deposition data on the timescale of whole campaigns, meaning that any observed changes to surfaces are due to the accumulated effects of thousands of discharges. It is difficult or impossible to be confident of ascribing particular instances of erosion or deposition to specific plasma parameters or configurations. However, post-mortem characterisation of surfaces has the distinct advantage that a full suite of material analysis techniques may be applied in laboratory conditions, enabling highly useful, species-specific, quantitative measurements to be made. It is desirable to both achieve time-resolved measurements and retain the benefits of post-mortem material analysis. This may be accomplished by varying the surfaces that are exposed to the plasma over the course of a campaign.

Enabling such a variation in plasma-facing surfaces is non-trivial. Lack of access to the tokamak during operating campaigns prevents human intervention and the harsh tokamak environment renders any in-vessel electronics vulnerable to failure. Since measurement of the long-term evolution of erosion and deposition is required, it is necessary to implement a diagnostic that is robust and reliable throughout campaigns. Therefore, instead of being electronically driven, it is preferable for the variation in plasma-facing surfaces to occur autonomously as a by-product of normal operations. Additionally, it is of fundamental importance that, when it
comes to post-mortem analysis, different surfaces can be related to different periods of operation. The strong magnetic fields that are produced during each discharge can provide both the necessary driving force for variation of plasma-facing surfaces and a metric for relation of these surfaces to the number of discharges that have elapsed.

Rotating collectors are time-resolved erosion/deposition diagnostics consisting of silicon discs that rotate behind apertures and act as substrates for deposition. These were developed at JET, as first described in [77], in response to the diagnostic requirements described above. A schematic diagram of the driving mechanism of the rotating collectors is shown in Figure 3.1. Each time the magnetic field coils are ramped up for a discharge, the first gear wheel (A in Figure 3.1) is driven to rotate one step by means of a ferromagnetic pendulum, which aligns with the magnetic field lines and is restored via a return spring (C). The ratchet, consisting of the gear wheel (A) and pawls (B), prescribes regulated rotation of one step for each pulsed discharge, providing a linear relationship between the total rotation and the number of discharges that have elapsed. Through calibration of the mechanism it was found that toroidal magnetic fields of 0.5 T and above are sufficient to cause rotation [77]. Since far larger magnetic fields of 2-3 T are typical in JET, all ‘successful’ JET discharges can be expected to cause a single step of rotation.

The silicon disc on which deposition occurs, located on the large gear train (E), is thus driven to rotate incrementally by $0.106^\circ$ per discharge via the intermediate gear train (D). Since this rotation occurs behind a cover with a 2 mm aperture, the plasma-facing surface that is exposed to deposition through this aperture varies over the course of campaigns (Figure 3.2). The choices of gearing ratio and aperture width collectively determine the total number of discharges that can be studied and the resolution of the diagnostic. Since the quantification of deposits is performed
Rotation driven by B-field

Incident particle flux

Silicon disc

Figure 3.2: The silicon disc of a rotating collector is located behind a thin aperture and driven to rotate by the pulsed magnetic field. This varies the part of the surface of the disc that is exposed to deposition from the plasma.

using ion beam analysis, a lower bound on resolution, and hence on useful aperture widths, is established by the width of the ion beam that is to be used. Additionally, the number of discharges that contribute to deposition at any one location on the disc must be sufficient that the deposition is measurable in a reasonable time period via ion beam analysis. Conversely, if the aperture width is too large, the time-dependent data is too coarse and of less practical use. The aperture width of 2 mm is chosen as a good compromise between these upper and lower bounds, giving a resolution of approximately 50 discharges. This is sufficient to investigate the effects of varying plasma conditions on erosion and deposition as long as conditions do not change too rapidly. The 0.106° per discharge resolution gives a lifetime of approximately 3,000 discharges. This represents a large fraction of the length of operations between shutdowns, at which times the discs can be retrieved and replaced.

Rotating collectors are most usefully located in net deposition areas of the tokamak where there is no direct plasma contact. Hence, in JET there are three collectors located in remote locations in the inner, central and outer divertor, though there are also two positioned on the outer main chamber wall (Figure 3.3). Depending on the geometry of the collectors and their locations, deposition occurs around the outer circumference of a disc and/or on its upper face (Figure 3.4). After ion beam analysis (see Section 3.2) of the disc deposits, the deposition as a function of angle is obtained. These angles are mapped to pulse number using the fact that each ‘successful’ discharge causes the same degree of rotation. The magnetic field history must be used to neglect from the indexing any discharges that did not meet the minimum field strength necessary to achieve rotation. Using this mapping, the deposition as a function of discharge number is obtained, which allows the effects of varying plasma conditions on the magnitudes and constituent species of deposits to be investigated.
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Figure 3.3: Poloidal cross-section of JET-C with the locations of the five rotating collectors marked by blue circles.

Figure 3.4: Where on the discs deposition occurs depends on the location and mounting geometry of the collectors: a) removed collector disc from the central divertor with deposition around the outer circumference; b) mounted rotating collector from the outer divertor with part of the cover removed, showing deposition on the upper face of the disc.
3.1.2 Quartz microbalances

While the rotating collectors offer improvements in time resolution relative to post-mortem tile analysis, there are many situations when measurement of the erosion or deposition due to a single discharge, or part of a discharge, is desired. This is particularly the case when plasma conditions vary significantly between consecutive discharges. Since the extent of net erosion or deposition during a period of a few seconds is likely to be very low, a diagnostic that is capable of resolving very small surface changes is required. Quartz microbalances (QMBs) exploit the frequency dependence of a vibrating quartz crystal on its mass to determine erosion or deposition from the crystal surface. Unlike the rotating collectors, the QMBs do not provide species-specific deposition data (though post-mortem analysis of the QMB components can provide campaign-averaged, species-specific data [78],[120]). However, this is compensated for by the improved time resolution and high sensitivity to changes in the mass of deposits. QMBs were first installed and operated successfully in JET in 2002. A full discussion of the design and engineering of this diagnostic is provided in [121] and the references therein. A summary of the most important features is presented here.

By applying an alternating electric field across a quartz crystal, the crystal may be induced to vibrate via the piezoelectric effect. A significant amplitude of mechanical vibration is achieved by approximately matching the frequency of the electric field to a resonant mode of vibration of the quartz. In this case, the resonant frequency is constant in the absence of changes to mass or temperature. Deposition of material on the quartz crystal increases its effective mass, increasing the inertia of the system and decreasing the resonant frequency of vibration. Conversely, if this material is re-eroded from the crystal surface, the reduction in mass causes an increase in the resonant frequency. Therefore, by monitoring the frequency of vibration, a measure of erosion or deposition is obtained.

The narrow resonance, and hence stability of oscillation, of quartz crystals enables very precise measurements of mass changes to be made. Laboratory calibration...
Figure 3.6: View of an open QMB unit showing the different measurement crystals and associated electronics [121]. By comparing the frequency changes of the crystals, the frequency change due solely to erosion or deposition is obtained.

has been used to calculate a mass sensitivity of $\Gamma_{\text{mass}} = 7.5 \times 10^{-9}$ g/Hz [121]. The high accuracy of the frequency readings given by the resonator circuit allows frequency changes of $\sim$1 Hz to be measured. For the 0.5 cm$^2$ area of the deposition crystal, the resulting nanogram-scale resolution corresponds to sub-monolayer measurements of carbon or beryllium deposits. This satisfies the requirement of high sensitivity imposed by the short, discrete time periods over which erosion/deposition measurements are taken.

In order to preserve the system, a protective shutter covers the deposition crystal for the majority of the in-vessel time (Figure 3.5). By passing a current through a coil attached to the shutter in the presence of the vessel’s magnetic field, a Lorentz force is generated that acts to open the shutter. The shutter is generally set to open for a few seconds during a pulse, for a particular period during which there is interest in taking measurements. The dependence of the resonant frequency on temperature as well as mass is managed by incorporating a second, ‘temperature’, crystal that is never exposed to the plasma (Figure 3.6). By subtracting the frequency change of the temperature crystal from that of the deposition crystal, the change due to mass deposition or erosion alone is determined. The frequency readings are taken several minutes after a discharge in order to try to ensure thermal equilibrium of the system. For the purposes of easier transmission of frequency signals, a constant ‘reference crystal’ frequency is subtracted from the deposition and temperature crystal frequencies.
3.2 Ion beam analysis

Ion beam analysis (IBA) encompasses a suite of techniques that involve using high energy ion beams to probe the composition and/or structure of material surfaces. The interaction of the incident ions with the target nuclei and electrons can produce reaction products that are released from the material surface and become available for measurement. This reveals information regarding the species and concentrations present within the sample, providing non-destructive, quantitative and sensitive measurements. IBA techniques are thus used extensively to characterize material surfaces that have been exposed to fusion plasmas.

Typically the main apparatus needed for ion beam analysis comprises an ion source, an accelerator and transport system, a vacuum chamber holding the sample that the ion beam will be incident on, and detectors that characterize the reaction products. The ion beam analysis performed as part of the current study was completed in collaboration with Instituto Superior Técnico in Lisbon (Figure 3.7). A Van de Graaff
generator is used to achieve a large potential difference and a gas discharge gives a
source of ions, which are accelerated by the electric field and impact the sample in
the vacuum chamber. After reaction of the ions with species in the surface of the
sample, solid-state detectors are used to detect the resulting reaction products.

The large range of IBA techniques are differentiated by the species of incident ions,
the types of reactions that incident and target species undergo and the species
that can be measured using the interactions. In the current study, nuclear reac-
tion analysis (NRA) and, to a lesser extent, Rutherford backscattering spectrometry
(RBS) have proved most useful. These techniques are described in the following
sections.

3.2.1 Nuclear reaction analysis

Ions and target nuclei that come into sufficiently close proximity may undergo nu-
clear reactions via the strong nuclear force. For this to occur, the reactants must
overcome the repulsive electrostatic force. Since this force scales with the product
of the atomic numbers of the reactants, NRA is most applicable to light incident and
target species. The cross-sections for nuclear reactions can vary significantly with
incident beam energy, reacting species and the angle at which reaction products are
being detected [123]. Thus, it is generally necessary to target particular nuclear
reactions and incident beam energies in order to measure particular species with
reasonable accuracy. In addition, since nuclear reaction cross-sections are generally
relatively low compared to those of electrostatic interactions, high beam currents
and large detection solid angles are required [124]. Typically, a particular nuclear
reaction:

\[ A + b \rightarrow c + D \]

is denoted by the contraction \( A(b,c)D \), where the incident ion \( b \) reacts with the
target species \( A \), yielding a light reaction product \( c \) and a heavy reaction product \( D \).
The light reaction product \( c \) has a relatively high energy and can be ejected from the
material surface. The energy of \( c \) is characteristic of the particular nuclear reaction
it originated from and thus of the target species \( A \) present in the sample. Three of
the species of most interest for JET deposits are carbon, beryllium and deuterium.
These all have significant cross-sections, at similar energies, for nuclear reactions
with incident \(^3\text{He}\) ions:

Carbon:
\[ ^{12}_6\text{C}(^{3}\text{He},^{1}_1\text{p})^{14}\text{N}; \]

Beryllium:
\[ ^{9}_4\text{Be}(^{3}\text{He},^{1}_1\text{p})^{11}\text{B}; \]

Deuterium:
\[ ^{2}_1\text{D}(^{3}\text{He},^{1}_1\text{p})^{2}\text{He}. \]

The light reaction product ejected from the target for each of these reactions is a
proton, which has a different characteristic energy for each of the three reactions.
It follows that by exposing a sample to impinging \(^3\text{He}\) ions, the carbon, beryllium
and deuterium in the sample may be identified from the resulting proton energy
spectrum. An example of this for the detection of deuterium is shown in Figure 3.8.
By integrating the peaks and subtracting the low-level background, a measure of the
concentrations of the different species is obtained. In theory it is possible to derive
quantitative measurements of concentrations purely from this through considera-
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Figure 3.8: The upper diagram shows the nuclear reaction \(^2D(\text{^3He},\text{p})^4He\), i.e. a \(^3\text{He}\) ion incident on deuterium in the target, producing a \(^4\text{He}\) (which stays in the target) and a proton (which is ejected and detected using a solid state detector). In this case, the proton energy is characteristic of the reaction with deuterium. The lower plot shows the number of protons measured at different energies, with the peaks labelled by the target species they are indicative of.

of cross-sections, attenuations and solid angles. However, in practice it is simpler and more accurate to calibrate the concentrations by scaling against a reference sample with a well-known concentration of the species in question.

NRA is widely used as a post-mortem technique to determine the concentrations of different species in samples from JET and many other tokamaks. In the current study, it is applied to the rotating collectors (see Section 3.1.1) in order to determine the depositions on the discs. Incident \(^3\text{He}\) ions with energies of 2.3 - 2.5 MeV were used to quantify the carbon, beryllium and deuterium deposits around the disc circumferences and hence over the course of campaigns.
3.2.2 Rutherford backscattering spectrometry

At achievable incident ion energies, nuclear reactions become vanishingly improbable for heavy elements due to increased Coulombic repulsion. RBS relies on detecting ions that are reflected from the target after undergoing Coulombic collisions with target nuclei. Since heavier target species have greater inertia than lighter species, they are more likely to result in reflection of light incident ions. Thus, RBS is suitable for providing measurements of the concentrations of heavy species, but is less useful for detecting lighter species. NRA and RBS provide complimentary diagnostic capabilities.

The ability to determine the species of a target nucleus relies on calculating the ratio of the energy of the ion projectile after the collision \( E_1 \) to that before the collision \( E_0 \). This ratio is known as the kinematic factor, \( K \):

\[
K = \frac{E_1}{E_0} = \left\{ \frac{\sqrt{1 - \frac{(M_1/M_2) \sin^2 \theta + (M_1/M_2) \cos \theta}{1 + (M_1/M_2)}}}{1 + (M_1/M_2)} \right\}^2,
\]

where \( M_1 \) is the mass of the incident ion, \( M_2 \) is the mass of the target nucleus and \( \theta \) is the angle between the angle of incidence and angle of reflection [125]. For a known \( E_0 \) and \( M_1 \), a measured \( E_1 \), and a fixed \( \theta \), \( M_2 \) is the only unknown and thus may be calculated from the above equation.

The incident ion also undergoes numerous collisions with electrons in the target both in the forward and reflected directions. This reduces the measured energies \( E_1 \), and does so by a greater extent for target nuclei deeper into the sample. Therefore, a lower measured energy \( E_1 \) could either be the result of a lower target nucleus mass \( M_2 \), or a target nucleus located deeper into the sample surface. The convolution of mass and depth can make it impossible to describe the species and their depths within a sample using RBS at a single incident energy \( E_0 \) [126].

In practice, in JET there are limited high-Z impurity species present in the vessel. RBS can therefore be used to identify deposits of high-Z species as tungsten with a high degree of certainty in JET-ILW. Since the strongest reflection is found for \( M_2 >> M_1 \), for which \( K \) tends towards 1, protons are used here as the incident ion species. The quantification by integration of peaks in the detected energy spectrum, subtraction of background counts and comparison to reference samples follows a similar methodology to that used for NRA (Section 3.2.1). In the current study, the post-mortem measurement of tungsten deposits on the rotating collectors via RBS compliments the associated measurements of beryllium, carbon and deuterium via NRA.

3.3 Conclusions

This chapter has provided an overview of the main diagnostics and analysis methods used in the current study. Rotating collectors provide long-term, time-dependent, species-specific deposition data by varying the surfaces that are exposed to the plasma. QMBs determine the erosion or deposition during time windows of a few seconds by exploiting the dependence of the vibrational frequency of a quartz crystal on its mass. Ion beam analysis techniques, in particular NRA and RBS, are used to provide quantitative, species-specific measurements of deposits through probing
with high energy ion beams. These methods are used to characterise the erosion and deposition in the JET divertor and constitute the source of the experimental results presented in Chapter 5 and Chapter 6. The next chapter will describe the modelling techniques used to complement these experimental methods.
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Modelling techniques

This chapter describes the technical details of the modelling approaches used in the current study. A simple, geometrical model describing the time-varying deposition on the rotating collectors is described in Section 4.1. Section 4.2 details a Monte Carlo model that is used to study the impacts of varying surface and plasma conditions on erosion, deposition and transport in the JET-ILW divertor. These models are summarised and conclusions are drawn in Section 4.3.

4.1 Rotating collector model

4.1.1 Modelling approach

There are many highly sophisticated codes that are used to model erosion, deposition and material migration in tokamaks. The detailed range of physics that such codes describe usually necessitate using a fundamental time step of a microsecond or below. The rotating collectors are a slightly unusual diagnostic in that their resolution is approximately 50 discharges, corresponding to an accumulated 500 - 1000 s of divertor plasma and potentially to a wide range of different conditions. One approach to reconciling the mismatch in timescales is to compare the modelled deposition over 1 s of particular plasma conditions to the deposition rate on a collector averaged over its whole lifetime [127]. Conversely, the modelling approach used here is to try to describe the variations in deposition on the collectors over their whole periods of operation [128]. A code written as part of the current study to apply this approach is detailed in this section.

A rotating collector operates for a large fraction of a campaign, representing approximately a year of operation. This necessarily imposes simplifications on the model used to describe the deposition. In particular, the description of transport in the plasma is simplified, with eroded neutrals assumed to travel line of sight from the locations that they were sputtered from. In an attempt to compensate for the simplifications that are made, various experimental data are incorporated. While it is hoped that the model achieves tolerable quantitative agreement with experimental depositions, the primary interest is the evolution of the deposition profile as the
plasma conditions vary during campaigns. Due to the assumptions made and the focus on the changes in deposition, the modelled deposition profile on a collector requires scaling by a constant attenuation factor. The approach taken is to find the constant factor that best fits the modelled deposition magnitude to that of the experimental deposition magnitude, followed by an examination of how reasonable such a value is and what can be inferred from it.

The model seeks to reproduce the time-dependent deposition patterns found on rotating collectors located in the remote areas of the JET divertor for carbon wall and ITER-like wall operation. The correlation between strike points that have a line of sight to the rotating collector located under the central divertor tile and deposition on that collector has previously been established in [77]. In the model, sputter cones of neutral impurities are generated from time-varying strike point locations and propagated geometrically, allowing the deposition at the collector locations to be predicted.

### 4.1.2 Geometry

Due to the established importance of line of sight transport of neutral impurities to remote collector locations [77], the geometry and respective locations of the collectors and strike points are very important in determining collector deposition. The collectors in the divertor are located in plasma-shadowed regions in the inner and outer corners and under tile 5 (Figure 4.1). The JET-ILW divertor geometry depicted in Figure 4.1 is almost identical to that of the JET-C MkII-HD divertor, making comparison of depositions between the two cases easier. The following discussion will focus on the geometry of the central rotating collector located under tile 5, but the
Figure 4.2: 3-D diagram showing the JET-C inner divertor (which is almost identical to that of JET-ILW), with tile numbers labelled in black. The central rotating collector is located under tile 5, as represented by the dotted grey circle. The inner, green projection indicates the areas of the inner divertor that have a line of sight to the whole collector, while the areas encompassed by the beige, outer projection only have lines of sight to a fraction of the collector surface.

The general method is the same for the other collectors in their respective locations.

Figure 4.2 shows the areas of the inner divertor tiles that are viewed by the centrally located rotating collector. Strike points falling within this area can contribute to deposition on the collector disc. Thus, when the strike point falls within the poloidal range prescribed by the dotted lines in Figure 4.3, the model generates impurities from the strike point. The neutral impurities sputtered from material surfaces are generally found to follow an approximate cosine distribution, or some power of a cosine distribution, with respect to emission angle [30]. At low incident energies and off-normal incident angles, the distribution of emission angles is often found to be tilted away from the normal. This is due to the importance of few-collision and direct-recoil sputtering events in the first layer(s) of the target material, as opposed to the full collision cascades that can occur at higher incident energies [30].

Based on the above, an approximate cosine distribution is used here for the emission angles, with the peak of the distribution shifted away from the normal by 30 degrees in order to take some account of the directionality of the incident ions. While there is some uncertainty in this distribution, the exact shape of it is likely to have a greater effect on the magnitude of the resultant time-dependent deposition profile rather than the shape of this profile. Since this modelling does not aim at quantitative predictions, this is of secondary concern. Test runs examining the effect of the shape of the sputter distribution on the shape of the deposition profile showed only minor
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Figure 4.3: Diagram showing a poloidal cross-section of the JET-C inner diver
tor with tile numbers labelled in green. The separatrix is shown in blue, with the inner strike point located on tile 3. The incident deuterium flux at the strike point sputters impurities (red), some of which reach the central divertor rotating collector located under tile 5. The dotted lines emanating from the collector show the full and partial views it has of the inner divertor tiles.

The locations of strike points are found from the outputs of EFIT equilibrium magnetic reconstruction [129], with a \( \sim 30 \text{ ms} \) time resolution. This gives the fundamental time interval of the model on which calculations are performed. Since the peaks of the incident ion flux profiles from Langmuir probe measurements were found to differ slightly from the locations of the strike points as indicated by EFIT, an offset in the strike point locations based on the probe data is incorporated.

The neutral impurities are not deviated by the electromagnetic fields and thus travel in straight lines. For every strike point location along tile 3 that is viewed by the collector, equations for the upper and lower bounds on the acceptance angle to the collector are known. For each time point, the sputter cone is integrated between these upper and lower bounds in order to determine the proportion of the sputtered impurities with trajectories allowing transport to and deposition on the rotating collector.

4.1.3 Impurity sources

Carbon eroded from the main chamber during JET-C operation may migrate to and deposit on divertor tiles, before being re-eroded by incident deuterium ions.
and redeposited in remote areas [130]. Similarly, in JET-ILW, beryllium from the main chamber may be eroded and deposit on the tungsten divertor tiles, becoming available for re-erosion. Alternatively, since the reflection coefficient of beryllium on bare tungsten can be ~50-90% depending on the incident energy [127], the beryllium may be reflected from the divertor tiles (as neutral atoms). Tungsten sputtering is relatively low and has been found to only occur appreciably due to incident beryllium ions or during ELMs [21]. The sputtering or reflection of carbon and beryllium from divertor tiles to the remotely located collectors is described in the model.

For the case of beryllium, it is assumed that the incident flux contains 0.2% beryllium, which is reflected with 80% efficiency [127]. Physical beryllium sputtering and physical and chemical carbon sputtering/erosion are calculated with analytical yield equations using fits to experimental and modelling results [32],[28]. The formulae describe the yields in terms of the incident and target species, incident energy, incident angle and, for the case of carbon chemical sputtering/erosion, incident flux and target temperature. These equations are detailed in Appendix A.

4.1.4 Model inputs

As alluded to in the previous section, the calculated yields vary depending on the angle of incidence of the incoming ion with respect to the target surface. Based on results from modelling of ion trajectories [131], the angle of incidence was assumed to be 60°, which increases the yield relative to normal incidence impacts due to the higher proportion of energy that is deposited in the near-surface region. Incident deuterium energies $E_i$ were estimated using

$$E_i = 3ZT_e + 2T_i \simeq 5T_e,$$

with electron temperature $T_e$, ion temperature $T_i = T_e$, and atomic number $Z$, where the first term is due to acceleration in the electrostatic sheath and the second term is thermal energy [101]. Assuming characteristic values of $T_e = 10\,\text{eV}$ at the inner strike point and $T_e = 25\,\text{eV}$ at the outer gives $E_i = 50\,\text{eV}, 125\,\text{eV}$ at the inner and outer strike points respectively. Since for the JET-ILW case the sputtering is predominantly physical, the assumption of constant ion energy is more vulnerable as variations can cause greater changes in expected yields. While there are likely to be significant variations in incident energies for individual pulses, the smoothing of discrepancies that the ~50-discharge collector resolution imposes makes the constant assumptions reasonable approximations.

The temperature of the tile surface is calculated using a combination of thermocouple and IR thermography measurements and used as an input to the carbon yield calculations. IR thermography data is not always available for the large numbers of discharges that are relevant for the rotating collectors. Thermocouple data is reliably available, but underestimates surface temperatures due to conduction and radiation losses. By comparing thermocouple data to IR thermography data for the relevant tiles, when it is available, a linear scaling is obtained that allows estimation of the surface temperatures from the thermocouple data alone.

Surface ion fluxes are obtained from Langmuir probes and are used as an input to the yield calculations for the carbon case. In addition, for both carbon and beryllium, the sputtering yields are multiplied by these ion fluxes in order to calculate the
sputtering sources (i.e. the fluxes of eroded impurities due to the incident fluxes and the relevant yields). A full width at half maximum of the ion flux profile around the strike point is taken as the strike point width. The magnitude of the peak ion flux is taken from the closest Langmuir probe to the strike point. All eroded impurities are assumed to originate from the strike point in the model and the number of eroded impurities to be ejected is calculated assuming the constant, peak ion flux over the range of the full width half maximum. This will sometimes be an underestimate of the ion flux, due to the true peak of the ion flux profile being between Langmuir probes, or an overestimate, due to the assumption of the measured peak flux applying across the full width half maximum. However, such errors are random in nature and the 50-discharge sampling period of the rotating collectors is sufficient to average over these discrepancies. The consideration of only the full width half maximum region rather than the full ion flux profile is likely to mean that the total amount of eroded impurities is underestimated. However, it is noted that both the ion flux and the incident ion energy decrease further away from the strike point, which reduces the effect of this contribution.

If ion flux data is not available, the fluxes are estimated from the energies deposited on tiles using a power balance. An estimate of the power reaching the divertor at the strike points is calculated through consideration the total input power to the plasma and the power radiated from the plasma. Using the assumption of constant incident ion energies, the ion fluxes at the strike points may then be calculated. In reality, the power to the divertor is affected by the sheath power transmission coefficient in the SOL. The effect of this is incorporated by correlating ion fluxes measured using the Langmuir probes and those calculated using the power balance method for discharges when probe data was available. This comparison allowed the power balance method to be used as a proxy for ion flux when probe data was not available, which was more common for the corner collector locations. Though such approximations represent a compromise, when thousands of discharges are studied, it becomes necessary to provide reasonable estimates for quantities when some data is unavailable.

For the JET-ILW case, the sputtering and reflection contributions to beryllium deposition on the collectors are not entirely mutually compatible. A divertor tile completely covered with beryllium will maximize the sputtering contribution, but will minimize reflection since beryllium is far more efficiently reflected from tungsten than from beryllium, to which it sticks. Conversely, a coverage fraction close to zero will maximise reflection from the tungsten tile, but there will be little or no deposited beryllium to be sputtered.

For the earlier, central rotating collector modelling, the mean of the deposition due to the sputtering and reflection processes was taken, reflecting their opposite dependencies and the fact that they cannot be simultaneously maximised [128]. For later work [132], the treatment of this topic was improved. Spectroscopy was used to incorporate the fact that there are varying levels of beryllium in the incident flux and on the tile surfaces available for sputtering or reflection at different times.

The dependencies of the sputtering, self-sputtering and reflection processes on the fraction of surface beryllium as calculated using TRIM modelling [109] of the relevant conditions are shown in Figure 4.4. It may be seen that the opposite dependencies of the sputtering and reflection processes partially negates the dependence of the total beryllium ejection from the surface on the proportion of surface beryllium, though there is still a gradual increase with greater beryllium fractions. Increasing
Figure 4.4: Plot a) shows the dependence of Be sputtering, self-sputtering and reflection on the fraction of Be relative to W in the surface layer, as calculated using TRIM. The sputtering yield is low relative to the self-sputtering, but for a 0.2% Be fraction in the incident flux, incident D is a factor of 50 more prevalent than incident Be. This factor of 50 has been applied, and the contributions summed, to calculate the dependency of the total ejected beryllium source on the fraction of Be at the surface as shown in plot b).
concentrations of beryllium in the incident flux and on the tile surface give rise to increases in the total beryllium ejected from the surface.

A measure of this beryllium availability was incorporated by scaling the beryllium source by the beryllium brightness as measured from divertor spectroscopy. This provides a reduced beryllium source when there is little beryllium in the incident flux or on the tile surface, relative to cases when the beryllium brightness and availability is high and the source is considered to be ‘maximised’. While this method may be unsuitable for more detailed quantitative analyses, for the consideration of the qualitative variation of the collector deposition profiles this incorporation of the beryllium availability represents a good approximation. The spectroscopic diagnostics viewing the JET-ILW divertor include a series of 16 independent chords with different lines of sight. This allows a chord to be selected by the model for each time point, such that the tile location viewed by this line of sight coincides with the strike point at that time.

4.1.5 Relation to experimental depositions

The deposition on the rotating collectors is modelled on the $\sim 30$ ms time resolution of EFIT, and output with the resolution of 1 data point per discharge. However, as described in Section 3.1.1, the resolution of the collectors is approximately 50 discharges. In essence, the mechanical setup of a rotating collector is designed to take a moving sum of deposition. Each rotation of the disc results in the deposition from one discharge being removed from the moving sum and the deposition from a new discharge being added. In order to replicate this temporal aggregation imposed by the finite aperture width, a 50-discharge moving sum is applied to the modelled deposition results.

As described in Section 4.1.1, the focus of the modelling is on the long-term variations in deposition over whole campaigns, occurring due to changes in plasma conditions. For more quantitative modelling of the deposition over short timescales, the reader is directed to [127], which treats the plasma-material interaction and plasma transport in more detail using ERO. In order to aid qualitative comparison of the variations in the experimental and modelled deposition results, the method preferred here is to scale the modelled depositions by constant attenuation factors found by fitting to experimental deposition magnitudes. It is worth stressing that since these attenuation factors are constants, they do not affect the time-variation of the modelled depositions. Therefore, they are independent of any qualitative agreement or otherwise with the experimental deposition profiles.

Due to the necessary simplifications and the focus on variations in deposition, it is not surprising that the modelled deposition magnitudes do not exactly coincide with those found experimentally. Although no strong quantitative claims are made regarding the modelled deposition magnitudes, typically the attenuation factors are in the range $\sim 0.1-1$, suggesting that the quantities of deposition found using this simple description incorporating experimental data are at least within an order of magnitude of the true experimental depositions. Physically, the attenuation factors represent losses due to ionisations of the neutral impurities as they pass through the plasma and failure of impurities to permanently deposit on the collector disc surfaces. Discussion of the attenuation factors will be incorporated into analysis.
4.2. Monte Carlo model

4.2.1 Modelling approach

The Monte Carlo code detailed in this section was written as part of the current study to investigate the erosion, deposition and transport of beryllium in more detail and over shorter timescales than was the case for the rotating collector modelling (Section 4.1). This approach was motivated by an analysis of sputtering yields calculated using spectroscopy, which suggested that the surface conditions and beryllium erosion from divertor tiles can vary significantly over short periods of time.

In basic terms, this Monte Carlo model sputters and reflects beryllium neutrals from tiles, follows them through the plasma, calculates ionisation probabilities at each time step and describes further redeposition, self-sputtering and reflection events. The probabilistic nature of ionisation and sputtering processes makes a Monte Carlo modelling approach suitable to the physical system being described. By following millions of beryllium neutrals or ions through the plasma, overarching characteristics of the erosion, deposition and transport are identified.

An important aspect of the code is that it should be flexible, allowing easy modification of properties such as the plasma parameters, the strike point locations, the surface conditions and the percentage of beryllium in the incident flux. This enables the effects of changing these inputs to be investigated so that the erosion/deposition behaviour may be related to different JET-ILW experimental conditions and results, yielding insights for future ITER operation.

4.2.2 Area modelled

The model aims to both incorporate experimental data as inputs and to compare modelled and experimental results. For these reasons, it is a necessary requirement that the modelled area concides with a region of good diagnostic coverage. The chosen area in the outer divertor of JET-ILW is indicated in Figure 4.5. The good coverage of Langmuir probes allows the temperature and density of the plasma and the incident flux to the tile surfaces to be described in the model based on these experimental measurements. The spectroscopy chords allow not only the magnitude,
Chapter 4. Modelling techniques

4.2. Monte Carlo model

Figure 4.5: Diagrams showing the area described in the model, located within the green boxes, and the position of the outer divertor rotating collector and QMB, circled in red. The upper diagram shows the views of different spectroscopic chords in grey and the lower diagram shows the locations of Langmuir probes, marked by blue squares.

but the shape of the beryllium brightness profile to be compared between experiment and model.

The modelled area comprises a 2-D region 330 mm wide and 270 mm high, incorporating tile 5 and the part of tile 6 accessible to direct plasma contact. The shadowed region in the outer corner, including the location of the rotating collector and QMB, is also incorporated into a related code. Beryllium neutrals/ions leaving the modelled area are assumed to be lost to the rest of the plasma or remote regions and do not feature in later time step calculations. While the code is essentially 2-D in nature, a basic treatment of toroidal effects is included in the consideration of deposition on the outer corner diagnostics.

Calculations are performed on a 1 mm by 1 mm grid covering the modelled area. Particles falling between grid points, for example after propagation through the
plasma during the previous time step, are assigned to one of the closest four grid points through a random weighting approach (Figure 4.6). The distance in mm between the particle and the closest grid point in the $x$-dimension is compared to a random number between 0 and 1. The particle is assigned to the $x$-coordinate of that closest grid point if the random number is greater than the separation, and assigned to the $x$-coordinate of the more distant grid point on the opposite side otherwise. This calculation is repeated in the $y$-dimension. The particle is thus projected onto a grid point in a way that preserves some randomness and simultaneously is probabilistically inclined to attribute any given particle to its closest grid point.

### 4.2.3 Plasma background

The properties of the plasma background can have a significant impact on the erosion, deposition and transport behaviour that is observed. Monte Carlo codes often set the plasma background using the output of edge fluid modelling codes. While it is possible to use this input to define the plasma background in the current model, this can compromise the stated requirements of flexibility and easy modification. A further aim of the modelling efforts is to use experimental measurements as input. Therefore, in general the plasma background for the Monte Carlo model is defined using Langmuir probe measurements and an approach that enables the background to be varied quickly and simply.

The Langmuir probes provide spatial profiles of the electron temperature, electron density and ion flux along the tile surface, which are interpolated onto the grid points along this surface. EFIT provides the locations of the strike point and the X-point, from which the angle that the separatrix follows is found. The values of temperature and density found at the surfaces are applied to all points along the separatrix, in effect tracing the profile upwards along the angle that the separatrix follows. An example profile for the electron temperature is shown in Figure 4.7. For the area relatively close to the tile surface that is modelled, this approach provides a reasonable approximation to the profiles seen from fluid codes. However, tracing the profile...
along the separatrix is not fully accurate when there is significant detachment and steeper parallel gradients in parameters exist. It is possible to incorporate this by manually scaling the parameters with distance from the divertor surface. Alternatively, the plasma background may be taken from a detached profile generated by an edge fluid code.

The distributions gained from analysis of the Langmuir probe measurements are, in fact, extended over a total $x$-range comprising double the width of the modelled region. This, coupled with the assumptions regarding the tracing of the profiles along the angle of the separatrix, allows the location of the separatrix, and hence the strike point, to be moved by shifting the plasma background laterally with respect to the tile geometry defined in the model. While it is possible to use experimental data as input from particular discharges or specific periods of discharges, the approach described above also preserves considerable flexibility for ad hoc modifications. The shifting of strike points by translation of the plasma background relative to the tile geometry may be performed both between and during modelling runs, allowing the effects of strike point sweeping to be investigated. Furthermore, the effects of broad changes in the plasma conditions may be determined by the scaling of a reference scenario. For example, if the dependence on plasma temperature is being investigated, the 2-D temperature distribution of Figure 4.7 may be multiplied by a constant factor and the code re-run using this altered input. Thus, the approach is designed to both preserve experimental input and make it a simple exercise to investigate a wide range of input conditions.
4.2.4 Pre-calculations

Many quantities within the model are determined by the temperature, density and ion flux plasma background. As many quantities as possible are pre-calculated on the 2-D grid using this background in order to achieve good code performance. The use of such look-up tables is often orders of magnitude faster than performing interpolations or detailed calculations within the main code itself.

The sputtering yields for deuterium on beryllium and beryllium self-sputtering are calculated with the use of analytical yield formulae (see [28] and Appendix A.1). As input to these formulae, the angles of incidence are assumed to be 60° [131]. The incident energies $E_i$ are calculated using

$$E_i = 3ZT_e + 2T_i,$$  \hspace{1cm} (4.1)

with electron temperature $T_e$, ion temperature $T_i = T_e$, and atomic number $Z$, where the first term is due to acceleration in the electrostatic sheath and the second term is thermal energy [101]. Thus, the theoretical sputtering yields only vary with $T_e$, allowing them to be defined at every grid point along the tile surface using the $T_e$ distribution that is used as input. Such arrays of quantities are automatically translated if the plasma background is shifted to describe different strike point locations or strike point sweeping.

The velocities of ions $v_i$ are calculated using

$$v_i = \sqrt{2E_i/m_{Be}},$$ \hspace{1cm} (4.2)

where $m_{Be}$ is the mass of a beryllium ion and $E_i$ is the thermal energy of the ions. Ion trajectories follow flux surfaces, which are assumed to follow the angle of the separatrix for $x$-values smaller than or equal to the separatrix location. For larger $x$-values, the flux surfaces become steeper (i.e. more closely aligned to the vertical $y$-axis and directed towards the horizontal tile surfaces), as seen from magnetic reconstructions using EFIT. If the strike point location is shifted as input to a particular discharge, these flux surfaces and ion trajectories also get shifted automatically.

Ionisation coefficients $< \sigma v > ^{-1}$, with ionisation cross-sections $\sigma$ and electron velocities $v$, are used to calculate the probabilities that beryllium neutrals are ionised as they pass through the plasma. These coefficients are functions of the plasma electron temperature and density, and are provided by ADAS [92]. Apart from these ionisations, the beryllium neutrals are assumed to travel in straight lines through the plasma, with changes in direction/velocity due other collisional events being neglected. The ionisation time $t_{ion}$ for a neutral travelling through a plasma of electron density $n_e$ is given by

$$t_{ion} = \frac{1}{n_e < \sigma v >}.$$  \hspace{1cm} (4.3)

For normal JET outer divertor conditions, the ionisation times reach a lower limit of $\sim \mu$s at the separatrix. Though the time step on which calculations are performed
can be changed by user input, this suggests the use of a 1 \( \mu s \) time step as the default choice. The probability of ionisation \( P_{\text{ion}} \) during a time step \( \Delta t \) is then given by

\[
P_{\text{ion}} = 1 - \exp\left(-\frac{\Delta t}{t_{\text{ion}}},\right)
\]

which only varies with \( T_e \) and \( n_e \). Since the 2-D temperature and density distributions are determined as input to the model, a 2-D grid of ionisation probabilities may also be generated in advance. The probability of ionisation of any given beryllium neutral is then just a function of its location on the 2-D grid, and may be found via a look-up table. This is performed for each beryllium neutral in the plasma at each time step. Following the procedure used in ERO [112], in order to account for the statistical nature of the process, each value of \( P_{\text{ion}} \) is compared to a random number between 0 and 1. Ionisation occurs for the subset of neutrals for which the ionisation probabilities are greater than these random numbers. This treatment of the ionisation probabilities, incorporating pre-calculation and look-up tables, is particularly efficient relative to performing the billions of calculations that would otherwise be required within the main code.

### 4.2.5 Varying inputs

As described in Section 4.2.3, the plasma background is defined in such a way as to make it easy to modify the temperature, density and flux profiles, including the location of the strike point. These may be defined either from Langmuir probe measurements of specific experimental discharges, or by scaling reference cases in order to investigate the effects of broad changes to the inputs. There also exist other user inputs which further increase the range of conditions that can be investigated using the model.

The user sets the percentage of beryllium in the incident deuterium flux to the divertor surfaces. The impurity concentration in JET-ILW plasmas is relatively low, with experiments and modelling indicating percentages of order 0.1-0.2% [127] (and references therein). Another important parameter is the initial beryllium surface coverage on the tungsten divertor tiles. Again, this initial coverage is expected to be relatively low in the ITER-like wall divertor, with WallDyn suggesting that coverages are typically sub-monolayer and dependent on preceding divertor and limiter operations [118]. The incident flux fraction and initial coverage have a strong impact on the magnitudes and balance of erosion and deposition at the divertor tiles. Results from parameter scans over these quantities will be presented in Section 7.5 in order to identify the key parameter spaces and their physical effects.

Finally, the user must set some practical quantities related to each run. As noted in Section 4.2.4, the time step is by default set to 1 \( \mu s \), and should be kept larger than the smallest ionisation time for the beryllium neutrals. The total time the code runs for is generally set to 2 s; depending on the other inputs, the erosion/deposition behaviour can stabilise and make longer runs of little practical use. The particle reduction factor, generally set to \( 5 \times 10^{12} \), describes the number of ‘real’ particles that each particle described in the model represents. This reflects the fact that it is computationally impractical to model the very large number of individual particles in a macroscopic system. Setting the value of the reduction factor too low makes
the code run more slowly due to the larger number of calculations required. Conversely, setting the reduction factor too high makes the code run faster at the risk of introducing inaccuracies or artefacts to the results.

### 4.2.6 Sputter distributions

At each grid point along the tile surface, the pre-calculated erosion yields are scaled by the local beryllium surface coverage and multiplied by the incident flux in order to determine the beryllium source profile. This is performed for both sputtering of beryllium by deuterium and beryllium self-sputtering. Reflection is assumed to be 75% efficient for a bare tungsten tile [127]. Higher beryllium coverages enable more sputtering and self-sputtering, but limit reflection of incident beryllium due to the lower spatial fraction of bare tungsten tile.

Plots showing the probability distributions for sputtered beryllium neutrals are shown in Figure 4.8. Since the ions impinging on the surface are incident at -60° to the normal, some preservation of directionality is assumed based on literature results and the angle of ejected beryllium is tilted away from the surface normal [30]. The emission velocities were found from the outputs of a series of SRIM/TRIM runs [109]. These were performed at different incident energies, with the plot in Figure 4.8b representing the reference case. Since the emission velocity scales approximately with the square root of the incident energy, scaling of this reference profile provides the appropriate probability distribution for different incident energies within the model. It may be calculated that the eroded neutrals can reach the corner region from the strike point region in of order 10 μs. Therefore, direct transport to this remote region, or many redeposition/sputtering/reflection steps, is possible within the typical 2 s run time. For each beryllium neutral sputtered, the angle and velocity of emission are randomly selected over these custom distributions. An equivalent procedure is followed for self-sputtered and reflected beryllium neutrals.
Table 4.1: Steps performed in each loop of the Monte Carlo code.

<table>
<thead>
<tr>
<th>1) Sputter beryllium</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Calculate sputter, self-sputter and reflection sources from each tile surface grid point using pre-calculated yields, background and returning fluxes to the surface and beryllium surface coverage.</td>
</tr>
<tr>
<td>b) Move sputtered, self-sputtered and reflected beryllium from surface beryllium store to neutral store.</td>
</tr>
<tr>
<td>c) Randomly assign emission angles and velocities using custom distributions.</td>
</tr>
<tr>
<td>d) For each beryllium neutral, calculate and store constant $x$ and $y$ components of emission velocity, $v_{nx}$ and $v_{ny}$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2) Move beryllium neutrals</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Propagate neutrals in $x$ by a distance $v_{nx}\Delta t$ and in $y$ by a distance $v_{ny}\Delta t$.</td>
</tr>
<tr>
<td>b) Resolve new positions of neutrals onto grid points using random weighting approach.</td>
</tr>
<tr>
<td>c) If propagation causes neutrals to leave the system or impact a tile surface, record the positions of escape/contact and update the boundary/surface stores.</td>
</tr>
<tr>
<td>d) Update neutral store.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3) Ionise beryllium</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Look up the probability of ionisation for each beryllium neutral based on its location on the spatial grid.</td>
</tr>
<tr>
<td>b) Compare each probability to a random number in the range 0 to 1 to determine whether each neutral is ionised.</td>
</tr>
<tr>
<td>c) For the subset of neutrals that are ionised, move from neutral store to ion store.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4) Move beryllium ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Add the fraction of beryllium in the incident deuterium flux to the surface beryllium on tiles.</td>
</tr>
<tr>
<td>b) Look up the velocity and trajectory (flux gradient) of each beryllium ion in the plasma based on the pre-calculated spatial grids for these quantities.</td>
</tr>
<tr>
<td>c) Propagate the ions and resolve onto grid points using the random weighting approach.</td>
</tr>
<tr>
<td>d) If propagation causes ions to leave the system or impact a tile surface, record the positions of escape/contact and update the boundary/surface stores.</td>
</tr>
<tr>
<td>e) Update ion store.</td>
</tr>
</tbody>
</table>
4.2.7 Program flow

Each time step, the model loops over the four following operations: 1) sputter beryllium; 2) move beryllium neutrals; 3) ionise beryllium; 4) move beryllium ions. The code keeps track of the number of particles in the system and those leaving it in arrays storing the beryllium ions, beryllium neutrals, surface beryllium and beryllium leaving the boundaries of the modelled area. The four main steps that are looped over are expanded on in more detail in Table 4.1.

The code loops over the above steps \( n = \text{total time}/\Delta t \) times, which under default settings is equivalent to 2 million time steps. Several quantities are recorded periodically and output at the ends of runs. These quantities are both spatially resolved along tile surfaces or boundaries to the modelled area and temporally resolved so that changes in the system with time can be examined. The most important of these outputs are the beryllium on surface tiles, the yields from tile surfaces, the beryllium brightnesses due to ionisations and the beryllium ions and neutrals escaping from the system to remote regions.

The pre-calculation of many parameters in the code (see Section 4.2.4) enables quantities to be determined within each time step just by reference to spatially-resolved look-up tables. Since runs typically comprise millions of time steps, this provides a significant speed up relative to performing detailed calculations within each loop. Importantly, the code is also written to be efficient in user time. Changes in input conditions are quick and easy to implement, providing good approximations to a wide range of experimental conditions and in general taking input from them. Examining the modelled results this produces, and comparing to experimental results, provides a powerful method for investigating erosion, deposition and transport of beryllium in the JET-ILW divertor.

4.3 Conclusions

This chapter has described the technical details of the two main codes used in the current study. The first of these models the time-varying deposition on rotating collector probes located in remote regions of the JET divertor. Since these deposition profiles represent a year or more of plasma operations, the modelling is necessarily simplified, using assumptions of geometrical, line of sight transport. This is offset by the inclusion of various experimental data to improve the accuracy with which the physical system is described. Results from the rotating collector code are presented and interpreted in Chapter 5 and Chapter 6.

The second code is a Monte Carlo description of the JET-ILW outer divertor. This follows beryllium ions/neutrals through the sputtering, self-sputtering, reflection, ionisation and redeposition processes that may occur, subject to the surface and plasma conditions. It provides a higher time resolution, more detailed investigation of the impurity erosion, deposition and migration. This enables an examination of the effects of varying input conditions, a comparison to various experimental results and an investigation of the increased importance of the initial divertor phase. These results are presented and discussed in Chapter 7 and Chapter 8.
Chapter 5

Rotating collector deposition

5.1 Introduction

This chapter presents deposition results from rotating collectors located in the central JET divertor (Figure 5.1). The time-dependent deposition results will be compared to modelled deposition profiles and comparisons will be drawn between the JET-C and JET-ILW results. The locations of the JET-C and JET-ILW collectors are similar, with views of the vertical tiles of the inner divertor. However, while the JET-C collector views only tile 3, in JET-ILW the collector also has a partial view of the bottom of tile 1. These differences are incorporated into the modelling descriptions of the two geometries. The analysis focuses on collectors from the 2005-7 JET-C campaign and the 2011-12 JET-ILW campaign.

Section 5.2 will present the experimental deposition results from these collectors. In Section 5.3, these experimental deposition profiles will be compared and contrasted with the modelled deposition profiles. Section 5.4 will consider the changes in the average deposition rates on the collectors between campaigns in light of the differences in wall materials and strike point distributions. The deposition results from the rotating collectors will be compared to other, related deposition measurements in Section 5.5 and the chapter will be summarised and concluded in Section 5.6.

5.2 Experimental results

The species-specific, experimental deposition results presented in this section were obtained by post-mortem nuclear reaction analysis (Section 3.2.1) of the silicon collector discs. The resulting data, describing deposition as a function of angle, are mapped to give deposition as a function of discharge number through a consideration of the magnetic field histories of the campaigns.
5.2.1 JET-C

The time-dependent deposition results for the 2005-07 carbon wall rotating collector, which were first published in [77], are shown in Figure 5.2. The deposition profile on the collector shows strong peaks and troughs at different times during the campaign. As noted in [77], the periods showing high deposition correlate with periods when the inner strike point was located on tile 3 for the majority of the divertor time; the periods showing low deposition correspond to periods when the strike point was generally located on tile 4. This shows the importance of the line of sight transport of eroded impurities from divertor tiles to remote regions.

The exception to this correspondence is the steep peak at the end of the plot. This peak is due to the collector reaching the end of its rotation before the end of the campaign, causing all subsequent deposition to aggregate at that one point. Thus, since this is where the relationship between deposition and discharge number breaks down, the $x$-range of the plot has been curtailed at this point and the deposition has been allowed to go off the scale in the $y$-dimension. This ‘end-peak’ is a common feature of these time-dependent collector deposition plots due to the finite lifetime of the collectors. However, the rotating collectors have recently been redeveloped in order to approximately double the number of discharges that they can operate for (though results from these collectors are not yet available).

As may be expected from the composition of the plasma-facing surfaces, carbon is the dominant impurity on the JET-C collector. Periodic evaporations of beryllium in the vessel resulted in some beryllium deposition being identified on the collector. However, the concentrations of beryllium were very low and have not been plotted here due to the poor statistics. As further noted in [77], carbon is preferentially chemically eroded from tile 3 and is transported to the collector. This leaves a relatively high Be/C ratio on tile 3, with a lower ratio being found on the collector. This reduced transport of beryllium to the remote collector location anticipates the behaviour seen under ITER-like wall operation (deposition magnitudes will be considered...
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Figure 5.2: Plot of deposition as a function of discharge number for the 2005-7 collector from the JET-C central divertor. The evolution of the deuterium deposition is shown in red and the carbon deposition in green. The nuclear reaction analysis measurement process is Poissonian, giving $n^{1/2}$ uncertainties in the concentration of each species at each measurement point.

and compared in Section 5.4).

The time-variations of the deuterium and carbon deposition profiles are very similar. This strongly suggests the importance of chemical erosion/sputtering of carbon by deuterium, resulting in subsequent codeposition on the collector disc. Early in the campaign, though the deuterium and carbon profiles are still qualitatively similar, there are deviations in their relative magnitudes. Such variations in deuterium retention are usually associated with changes in substrate temperature or incident ion energy, with lower retention corresponding to higher temperatures and higher incident energies [100], though it is not clear why this should be the case for the particular discharges identified here.

5.2.2 JET-ILW

The deposition results for the corresponding collector from the 2011-12 ITER-like wall campaign are shown in Figure 5.3 and were previously published in [128]. The installation of the ITER-like wall resulted in an almost complete replacement of carbon impurities in the plasma with beryllium [90]. This is clear from the collector results, which show that beryllium became the dominant deposit on the JET-ILW collector. The beryllium deposition profile here is more constant than the carbon deposition profile in the JET-C case, showing fewer strong peaks and troughs. In terms of the campaign history, this is likely to be due to the prevalence of strike points on tile 3 during the 2011-12 campaign, resulting in less temporal variation in deposition. The 2011-12 collector exhibits a comparatively small end-peak due to
Figure 5.3: Plot of deposition as a function of discharge number for the 2011-12 collector from the JET-ILW central divertor. The evolution of the beryllium deposition is shown in blue, the deuterium deposition in red and the carbon deposition in green.
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Since the divertor of JET-ILW comprises tungsten plasma-facing surfaces, a significant tungsten presence might be expected in the collector deposits. However, relatively low deposits of $\sim 5 \times 10^{14}$ at/cm$^2$ were measured on the collector using Rutherford backscattering spectrometry (Section 3.2.2), approximately two orders of magnitude below the beryllium concentrations. The high atomic mass of tungsten results in low physical sputtering yields and it is not sputtered chemically. The erosion of tungsten in the JET divertor has been shown to only occur significantly due to incident beryllium ions and during ELMs [21]. Even when tungsten is eroded, its high atomic number gives a large cross-section for ionisation, often resulting in
prompt redeposition. Thus, the tungsten concentration found on the remotely located rotating collector is comparatively low and beryllium originally from the main chamber comprises the dominant deposit. This lack of tungsten erosion/deposition in JET-ILW supports its use as a robust divertor plasma-facing material.

5.3 Comparison of model and experiment

5.3.1 JET-C

As noted in Section 5.2.1, the impurity deposition on the JET-C rotating collector was dominated by carbon. Figure 5.4 again shows the carbon deposition profile as a function of discharge number, which is here compared to the deposition profile obtained from the geometrical modelling approach (Section 4.1). Since the modelled results have been scaled by a constant attenuation factor, the overlap in magnitude is the result of applying a free parameter. However, the purpose of this modelling is to compare the long-term evolutions of the profiles with time.

The good qualitative agreement of the experimental and modelled deposition profiles further indicates the importance of the line of sight transport of neutral impurities as described by the model. Although the long timescales considered in the modelling mean that assumptions and approximations have had to be imposed, the inclusion of a range of experimental data improves the accuracy of the modelling description and hence the accuracy of the results. In addition, the temporal smoothing, which is inherent in the operation of the collectors and hence is imposed in the model, limits large, short-timescale deviations in the deposition profiles. The long-term variations over hundreds or thousands of discharges are thereby seen to exhibit considerable agreement.

In general, the attenuation factors used for scaling each modelled deposition profile are calculated by dividing the average of the experimental depositions by the average of the modelled depositions. Multiplying each modelled profile by each attenuation factor then results in experimental and modelled profiles with the same average depositions, making it easier to make qualitative comparisons. In this central divertor JET-C case, the decision was made to calculate the attenuation factor only from the discharges prior to discharge 66,000, due to the apparent differences in the deposition magnitudes before and after this point. After discharge ∼66,000, there are still strong time variations in collector deposition, which are reproduced in the modelled results. However, the magnitude of the deposition seen experimentally is lower than might be expected based on the model. The model’s over-estimate of deposition after this point could suggest a physical reduction in the attenuation factor later in the campaign.

The sputtered neutrals have large mean free paths in the private flux region, implying that most losses of sputtered particles are likely due to ionisation and redeposition close to their point of origin. The greater fraction of high power/ELMy discharges later in the campaign led to higher plasma temperatures and radiated powers in the divertor. This may have increased the proportion of eroded neutrals that were ionised as they passed through the plasma. Additionally, an increased heat flux to, and hence an increased surface temperature of, the collector may have decreased the
net deposition due to increased thermally-driven chemical re-erosion from the disc surface [32]. Increased surface temperature has previously been found to limit the net deposition on a co-located QMB to a quarter of that on the collector [77]. Increases in substrate temperature of approximately 100 K can be sufficient to increase this thermal re-erosion by a factor of 4 [32]. The collector is less thermally isolated than the QMB, suggesting that any temperature rise is likely to be moderate. The experimental deposition is a factor of 2.5-3 lower than the modelled deposition at the end of the campaign (Figure 5.4), suggesting moderate substrate temperature increases could be sufficient to contribute to the observed discrepancies in the deposition magnitudes.

ELMs may also drive the formation of particle clusters, which could dominate the material migration during ELMs due to their longer mean free paths and change the deposition characteristics [85]. Finally, an examination of the ion flux and D-alpha signals in the inner divertor indicates increased detachment in the inner divertor later in the campaign. The associated reduction in the ion flux to the surface is naturally accounted for in the model through the incorporation of the Langmuir probe data. However, this detachment may also reduce the physical and chemical sputtering yields [88], leading to a decreased carbon impurity source relative to that described in the model.
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Figure 5.5: Plot showing the time-dependent beryllium deposition profile on the rotating collector located in the central divertor of JET-ILW, comparing experimental (blue) and modelled (red) results. The modelled results have been scaled by a constant attenuation factor of 0.64 (calculated by dividing the average experimental deposition by the average modelled deposition across the entire discharge range).

5.3.2 JET-ILW

The exchange of PFCs involved in the transition from JET-C to JET-ILW resulted in beryllium comprising the dominant deposit on the collector. Figure 5.5 compares the time-dependent experimental and modelled beryllium deposition profiles on the centrally-located rotating collector. The experimental and modelled results demonstrate reasonable qualitative agreement, though there are many small peaks and troughs that are missed or imperfectly captured by the modelling. In any case, the comparative lack of distinctive features relative to the carbon case makes comparison between the experimental and modelled profiles more difficult.

Though there is time-variation in the deposition profiles, inner strike points were more consistently located with a line of sight to the collector than in the carbon case, resulting in more consistent deposition periods. Not only was there a greater proportion of strike point time on tile 3, but the JET-ILW collector had a wider poloidal view than the JET-C collector, additionally incorporating the lower part of tile 1 (located above tile 3). However, different strike points still cause different modelled depositions due to variations in the acceptance angles to the collectors. Additionally, the beryllium impurity sources calculated in the model depend linearly on the ion fluxes to the tiles, making variations in ion fluxes during the campaign important for the calculated depositions.
As described in Section 4.1.3, the contributions of both sputtering and reflection of beryllium to deposition on the collector are interdependent. Since they have opposing dependencies on the surface coverage of beryllium on the tungsten tiles, overall the dependence of collector deposition on surface coverage is weakened. However, it is noted that the experimental deposition on the collector exceeds that expected from the modelling during the initial \(\sim 400\) discharges. Beryllium deposits have been shown to accumulate on divertor tiles during initial limiter discharges that occurred at the beginning of the 2011-12 ITER-like wall campaign [119], [118]. Such transient differences in impurity concentrations and surface coverages early in the JET-ILW campaign may have increased the beryllium sputtering sources available for deposition on the rotating collector, causing a discrepancy relative to the modelled results. The importance of the surface coverage of beryllium in the ITER-like wall divertor will be investigated in detail in Chapter 7, analysing under which conditions sputtering or reflection are more prevalent.

### 5.4 Aggregate deposition

While the previous two sections have focused on the variations in deposition on the rotating collectors, the total magnitudes of deposition, or alternatively the average deposition rates, also yield important information. This section will consider the deposition rates on the rotating collectors and examine the key reasons for the differences between them. The data will be presented as deposition rates averaged over the campaigns (i.e. around the disc circumferences). There is a slight subtlety in that a simple sum of the depositions represented by the data points in the figures from Section 5.2 is not appropriate. This is due to the fact that the width of the ion beam used for quantifying the deposits is 1 mm (E. Alves, personal communication, March 2014), while the width of the aperture in the collector housing is 2 mm. Thus, when performing measurements each mm, a division of the total deposition by a factor of 2 is necessary in order to eliminate this overlap and prevent it from distorting the average deposition rates.

A rotating collector from the central divertor was also operational during the 2007-9 JET-C campaign. The time-dependent deposition profile for this collector has not been modelled for two main reasons. Firstly, the lack of collector data from other divertor locations during this campaign prevents comparison and hence makes this data less useful. Secondly, the plasma conditions generally varied over a much shorter timescale than those during the 2005-7 campaign, making it more difficult to identify trends in the deposition profiles and compare between experimental and modelled results. However, these objections do not affect a consideration of the average deposition rate on this collector. Here, the 2007-9 data is examined along with the 2005-7 and 2011-12 data. This will aid the drawing of conclusions regarding the reasons for the different magnitudes of collector deposition during different campaigns.

The qualitative agreement of results in Section 5.3 suggests that line of sight transport from strike points is very important in determining deposition in remote locations. Thus, when analysing the average deposition rates on the collectors, it is important to consider the overall distributions of strike points during the discharges that each collector was operational for. This information is plotted in Figure 5.6. For the 2005-7 campaign, strike point time on tiles 3 and 4 was relatively evenly dis-
Inner strike point distributions, averaged over the collector lifetimes and shown as strike point time per discharge. The S-coordinate system follows the divertor surface poloidally, with the tile outlines shown below the plots aligned with their S-coordinate locations as represented on the x-axes. The collectors view the majority of tile 3 strike points, but do not view tile 4. A minority of discharges also had strike points on tile 1 (not shown), which has a partial line of sight to the 2011-12 collector.

The most significant difference between the campaigns is the large reduction in beryllium deposition for JET-ILW operation relative to carbon deposition for JET-C operation. The impurity source from the main chamber and the transport of these impurities to the divertor is lower in the JET-ILW case [134]. Additionally, for beryllium impurities there is no chemical erosion from tiles and only a reduced level of chemically-assisted physical sputtering relative to the case for carbon [20]. Even though there was a lot of strike point time on tile 3 for the JET-ILW campaign, these effects resulted in a reduction in deposition per discharge by a factor of 4-9 compared to the two JET-C collectors (plot (a)). If the differences in the solid angles...
Figure 5.7: Plots showing the average deposition rates on the collectors: a) Average deposition per discharge; b) Average deposition per second for which the strike point had a line of sight to the collectors. The final bar in both plots shows the equivalent JET-ILW deposition rates after normalising to the solid angle $\Omega$ subtended by the carbon collectors. The factors by which the JET-ILW deposition rates are reduced by relative to the JET-C deposition rates are indicated.

When the differences in the strike point distributions are normalised to using the line of sight times to the collectors (plot (b)), the ranges of these reductions become smaller. The average deposition rate for JET-ILW is then reduced by a factor of 7-9 relative to JET-C, which equates to a factor of 13-17 when the difference in solid angle is adjusted for. The ranges narrow when line of sight times are considered due to the improved agreement between the deposition rates on the two JET-C collectors under this analysis. The prevalence of tile 4 strike points rather than tile 3 strike points during the 2007-9 campaign resulted in a lower deposition rate relative to the 2005-07 campaign. However, once the differences in strike points are normalised to, the reduction amounts to less than 25% of the 2005-07 deposition rate. The remaining difference may be explained by the high proportion of tile 4 strike points
causing re-erosion from the 2007-9 collector. QMB measurements have indicated that moving the strike point from tile 3 to 4 changes the area under tile 5 from deposition-dominated to erosion-dominated due to a reduction in the C/D flux ratio to the region under these conditions [135].

It is worth stressing the importance of the order of magnitude reduction in deposition rate on the JET-ILW collector relative to the JET-C collector. As described above, this is the result of both a lower impurity source from the main chamber and a reduction in chemical sputtering (and absence of chemical erosion). Thus, the rotating collector results, together with studies by other authors (Section 5.5), demonstrate the success of the ITER-like wall in terms of the observed reduction in erosion and deposition. The erosion source from material surfaces is limited, validating the use of beryllium and tungsten PFCs. Furthermore, the impurity deposition and fuel retention in remote areas is greatly reduced, which has beneficial implications in terms of both safety and fuel efficiency. These results provide valuable experience and encouraging results for the successful operation of ITER in the coming years.

5.5 Comparison to other results

5.5.1 QMBs

It is informative to compare the results from the rotating collectors to deposition results from other sources, in order to gain an understanding of their generality. There is a QMB located under tile 5, in an analogous location to the rotating collector considered here. This QMB does not have a shutter due to lack of space, meaning that it was continuously exposed to the plasma during the 2005-07 campaign (results were limited for other campaigns due to electronic failure). The time-evolution of the erosion and deposition, as calculated from the QMB frequency, was compared to the rotating collector deposition profile in [77].

The time-dependences of the collector and QMB deposition profiles show excellent agreement. Periods for which the collector showed high deposition corresponded to net deposition on the QMB; periods for which the collector showed low deposition corresponded to net erosion from the QMB. The operating mechanism of the collectors restricts the measurement of net erosion periods since material deposited during previous discharges becomes hidden as it rotates beyond the area exposed by the aperture. A factor of 4 higher deposition was measured on the collector relative to that on the QMB during the net deposition periods. The most likely reason for this difference in magnitude is the greater thermal isolation of the QMB crystal relative to the collector disc, which increases surface temperatures and restricts the net deposition on the QMB [77].

5.5.2 Passive diagnostics

When considering the deposition magnitudes rather than time dependences, it is more instructive to compare to passive, campaign-averaged deposition diagnostics
such as cavity samples [71],[72] or test mirrors [136]. These were positioned in similar locations to the JET-C rotating collector, but the data available comes from different campaigns (1999-2001 and 2007-9 respectively). The different strike point distributions and plasma parameters during the campaigns, relative to each other and to the 2005-7 campaign, make direct comparison more difficult. However, the average deposition rates measured on both the cavity samples and mirrors agree with the deposition rate on the collector within a factor of two. In addition, the deuterium to carbon ratio on the cavity samples was approximately equal to 1 (D/C ratio on the mirrors not quoted in [136]), indicating chemical sputtering/erosion and codeposition in good agreement with the rotating collector results (Section 5.2.1).

### 5.5.3 JET-C vs. JET-ILW

The replacement of the carbon wall of JET with the ITER-like wall [12] represents a major machine alteration that is on the critical path for successful implementation of ITER. As such, considerable effort has been dedicated to analysing changes in erosion and deposition between JET-C and JET-ILW. The global erosion and deposition balance for the 2011-12 JET-ILW campaign has been analysed and compared to JET-C conditions in [37] and [137]. These studies show an order of magnitude reduction in deposition in the JET-ILW divertor relative to that in the JET-C divertor, which is in good agreement with the reduction seen in the specific location of the central divertor rotating collectors.

It is also instructive to compare the reduction in deposition rate on the JET-ILW collectors to that observed on diagnostics from similar locations. The mirror tests were continued in 2011-12, showing a reduction in deposition relative to JET-C by at least an order of magnitude, depending on the depth by which the mirrors were recessed [75]. In addition, the deuterium to beryllium ratio of ~0.25 is similar to that seen for the JET-ILW collector deposits (Section 5.2.2). The QMB located under tile 5 was not operational during the 2011-12 campaign. However, post-mortem analyses of the aggregate depositions on the QMB crystal and QMB housing cover have been performed and presented in [120]. The reduction in deposition by a factor of 14 relative to JET-C agrees well with that seen for the rotating collectors (Figure 5.7).

### 5.5.4 Modelling

As described in Section 4.1, the focus of the rotating collector modelling is on the variations in deposition as plasma conditions vary during campaigns. The constant attenuation factors that are applied to the deposition profiles are free parameters that are simply found by fitting to the experimental deposition magnitudes. For the JET-C case, if the attenuation factor of 0.12 is solely due to ionisation and redeposition of the eroded impurities as they travel through the plasma, this agrees well with the 84% redeposition of eroded impurities calculated using ERO [138]. Similarly for the JET-ILW case, the attenuation factor of 0.64 relates well to redeposition rates of 27-41% (dependent on strike point location) found using ERO [127]. No quantitative claims are made regarding the attenuation factors, but it is noted that these fitting factors show approximate agreement with those that would be expected
from modelling of the plasma transport. This provides encouragement that the rest of the physical description implemented in the rotating collector model is adequately representative of the system, which is attributed to the wide use of campaign-relevant experimental data in the modelling.

5.6 Conclusions

Results showing the time-dependent, species-specific deposition profiles for rotating collectors located in the central JET-C/JET-ILW divertors have been presented. These experimental deposition profiles have been compared to those produced via a geometrical modelling approach that utilises experimental data, showing good qualitative agreement. The line of sight transport of impurities from divertor tiles to remote regions and the locations of strike points have been shown to be significant for deposition on the collectors. The JET-ILW collectors demonstrate a replacement of carbon by beryllium as the dominant impurity in the deposits, along with a reduction in the retention of deuterium. Deposition on the JET-ILW collector is reduced by an order of magnitude relative to that on the JET-C collector, which is in good agreement with results obtained from other diagnostics. The reduced deposition and retention in JET-ILW validates the use of beryllium and tungsten PFCs and offers encouragement for future ITER operation, satisfying a major objective of JET’s ITER-like wall.

The principles involved in measurement and mapping of collector deposits, comparison between JET-C and JET-ILW and modelling of the deposition profiles are all broadly applicable to other divertor locations. The following chapter will extend the analysis described in this chapter by applying it to the collectors located in the inner and outer JET-C and JET-ILW divertor corners.
Chapter 5. Rotating collector deposition

5.6. Conclusions
Chapter 6

Deposition asymmetry

6.1 Introduction

While Chapter 5 examined the experimental and modelled deposition results for rotating collectors located in the central divertor, this chapter focuses initially on similar results for those collectors located in the inner and outer divertor corners. The inner corner collector views inner strike points on tile 4; the outer corner collector views outer strike points on tile 6 and also has a narrow line of sight to those on tile 5. These locations and geometries, which are similar for both the JET-C and JET-ILW campaigns considered, are shown in Figure 6.1. The JET-C rotating collector data is from the 2005-7 campaign and the JET-ILW data is from the 2011-12 campaign.

Section 6.2 will present the experimental, time-dependent deposition results from the carbon wall collectors, before comparing them to modelling results. Similarly, Section 6.3 will show the experimental and modelled results for the ITER-like wall collectors. In Section 6.4, the average deposition rates on the four collectors will be examined. Following this, Section 6.5 will use outer divertor QMB data to help interpret the depositions, with a discussion of the mechanisms involved presented in Section 6.6. Section 6.7 compares the deposition results to those found from other sources and conclusions from the chapter are drawn in Section 6.8.

6.2 JET-C results

6.2.1 Experimental results

The species-specific, time-dependent deposition profiles on the inner and outer divertor JET-C rotating collectors are shown in Figure 6.2 and Figure 6.3. These experimental results were obtained using nuclear reaction analysis (Section 3.2.1) of the collector discs, followed by mapping of the deposits to discharge number using the magnetic field history.
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Figure 6.1: Poloidal cross-section of the JET divertor, showing tile numbers in green and the locations of the inner and outer corner rotating collectors in red.

For the inner divertor case, the peaks in the deposition profile correspond to periods of the campaign when there was significant strike point time on tile 4, which has a direct line of sight to the inner collector location. Though the outer divertor collector has a view of both tile 5 and tile 6, the proximity of tile 6 to the outer collector suggests that an analogous deposition dependence on tile 6 strike points might be expected. However, this was not apparent from the deposition and strike point data. This will be examined in more detail in Section 6.2.2 and possible explanations will be discussed later in the chapter.

As seen for the centrally-located JET-C rotating collector (Chapter 5), and as expected from the wall composition, here again carbon is the dominant impurity species in the disc deposits. The highly similar time dependences of the carbon and deuterium deposition profiles for both collectors is indicative of chemical sputtering/erosion and codeposition of the two species. However, while the deuterium to carbon ratio on the inner corner collector is above 1, that on the outer corner collector is only \( \sim 0.5 \). This may be explained by the higher power fluxes and hence higher surface temperatures in the outer divertor, which have been shown to limit fuel retention due to increased thermal release of deuterium atoms. \[139\], \[100\].

6.2.2 Comparison of model and experiment

The experimental and modelled deposition profiles on the collectors from the inner and outer corners of the JET-C divertor are shown in Figure 6.4 and Figure 6.5 (first published in \[132\]). The focus here is on the variations in deposition throughout the campaigns. Thus, the modelled results have been scaled by constant attenuation factors found by dividing the campaign-averaged experimental deposition by the campaign-averaged modelled deposition, allowing easier qualitative comparisons (Section 4.1.5). Both collectors show strong variations in deposition with discharge
Figure 6.2: Plot of the deposition as a function of discharge number on the 2005-7 rotating collector from the JET-C inner divertor. The evolution of the deuterium deposition is shown in red and the carbon deposition in green.

Figure 6.3: Plot of the deposition as a function of discharge number on the 2005-7 rotating collector from the JET-C outer divertor. The evolution of the deuterium deposition is shown in red and the carbon deposition in green.
Figure 6.4: Plot showing the time-dependent carbon deposition profile on the rotating collector located in the inner divertor of JET-C. The experimental (blue) and modelled (red) results are compared. The modelled results have been scaled by a constant attenuation factor of 0.76.

Figure 6.5: Plot comparing the time-dependent experimental (blue) and modelled (red) carbon deposition profiles on the rotating collector located in the outer divertor of JET-C. The modelled results have been scaled by a constant attenuation factor of 0.26.
number. This aids the relation of deposition results to varying plasma configurations and parameters.

The inner collector results show good qualitative agreement between experiment and model, demonstrating the importance of line of sight transport of neutral impurities from divertor tiles to remote locations. The 2005-07 campaign had relatively long, relatively uniform periods with inner strike points predominantly on tile 4 or tile 3 (causing peaks and troughs in the collector deposition respectively). These long-timescale features are well-suited to being captured by the collectors and the modelling, resulting in considerable qualitative agreement.

Initial attempts to model the JET-C outer divertor deposition yielded very poor agreement with experiment in both time-dependence and magnitude. The reasonable agreement seen in Figure 6.5 is the result of assuming that only tile 5 strike points contributed to deposition on the collector, which ostensibly seems flawed due to the proximity of the collector to tile 6. It also suggests that the simplified geometrical modelling treatment is not fully appropriate for the JET-C outer divertor case. The approach used here was prompted by an analysis of outer divertor QMB data (Section 6.5) and the physical basis of this treatment will be discussed in Section 6.6.

6.3 JET-ILW results

6.3.1 Experimental results

The species-specific, time-dependent deposition profiles on the inner and outer divertor JET-ILW rotating collectors are shown in Figure 6.6 and Figure 6.7. As seen for the centrally-located collectors (Chapter 5), in JET-ILW beryllium replaces carbon as the dominant deposit on the corner collectors. The tungsten depositions found from Rutherford backscattering spectrometry (Section 3.2.2) are again low, with aggregate deposits over the campaign of $\sim 10^{16}$ at/cm$^2$. This is due to the fact that the tungsten divertor tiles are only significantly sputtered during ELMs and by incident beryllium [21].

The similar time-dependences of the three different species on the inner divertor collector suggests that codeposition of deuterium with impurities may be preserved at a reduced level in this JET-ILW location. While codeposition of deuterium with carbon is well established, codeposition with beryllium is also possible; beryllium deuteride has previously been identified in tokamak plasmas through spectroscopy [140] and in laboratory plasma-surface interaction devices [141], [100]. The deposition profiles do not appear to follow a similar time-dependence for the outer collector, suggesting that codeposition is less important here. The deuterium to beryllium ratio is lower on the outer collector than the inner, which may be explained by the suppression of retention by the high surface temperatures in the outer divertor [142].
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Figure 6.6: Plot of the deposition as a function of discharge number on the 2011-12 rotating collector from the JET-ILW inner divertor. The evolution of the beryllium deposition is shown in blue, the deuterium in red and the carbon in green.

Figure 6.7: Plot of the deposition as a function of discharge number on the 2011-12 rotating collector from the JET-ILW outer divertor. The evolution of the beryllium deposition is shown in blue, the deuterium in red and the carbon in green.
6.3.2 Comparison of model and experiment

The experimental and modelled beryllium deposition profiles on the inner and outer JET-ILW rotating collectors are shown in Figure 6.8 and Figure 6.9. The experimental and modelled results in general show good qualitative agreement, though a close examination of individual features, particularly towards the end of the campaign, reveals significant disparities between the time dependences of the profiles. The relative lack of distinctive peaks and troughs, particularly in the outer divertor case, can make a critical assessment of agreement or otherwise difficult.

Despite these issues, the experimental and modelled deposition profiles do exhibit similar time dependences. This is believed to be mainly due to the inclusion of experimental data in the modelling, such as the strike point locations, ion fluxes and beryllium sources from spectroscopy. Though the description of the plasma is very limited, the incorporation of this data yields some of the end results of changes in plasma conditions in terms of what is important for the surface interactions. In fact, the model is in some sense better described as a convolution of experimental data from campaigns, which, over long timescales, provides a good approximation of the experimental depositions in the collector locations.

For the outer divertor case, deposition due to both tile 5 and tile 6 strike points has been allowed to occur. This contrasts with the JET-C case, when a good agreement was only achieved by not allowing tile 6 strike points to contribute to deposition on the collector. The agreements achieved using these different treatments in the two cases suggests a physical difference in the erosion/deposition balance between JET-C and JET-ILW. Analysis and discussion of this will be returned to in Section 6.5 and Section 6.6.

6.4 Aggregate deposition

As well as examining the time-dependent deposition profiles on the rotating collectors, it is also informative to analyse the average deposition rates. This can help general conclusions to be drawn regarding the importance of the different collector locations and plasma-facing materials. The average deposition rates on the four collectors discussed in this chapter are shown in Figure 6.10. Although for individual discharges the deposition rates on the inner/outer collectors will differ from the results shown here, the plot shows the deposition rates averaged over the whole campaigns and therefore over a wide range of plasma conditions.

The most obvious result apparent from the figure is that the total deposition rate on the JET-ILW collectors has been reduced by an order of magnitude relative to the total deposition rate on the JET-C collectors. This reduction between JET-C and JET-ILW deposition agrees well with that observed for the central divertor collectors (Figure 5.7). The lower main chamber impurity source and transport to the divertor in JET-ILW [134] contributed to this reduced deposition. There is also limited chemical sputtering of beryllium impurities and no chemical erosion, contrary to the case with carbon [20]. Finally, differences in strike point distributions can limit transport to the divertor corners. The proportion of tile 4 strike points in the JET-ILW campaign was a factor of 2.1 less than that in the JET-C campaign, reducing
Chapter 6. Deposition asymmetry  

6.4. Aggregate deposition

Figure 6.8: Plot comparing the time-dependent experimental (blue) and modelled (red) beryllium deposition profiles on the rotating collector located in the inner divertor of JET-ILW. The modelled results have been scaled by a constant attenuation factor of 0.88.

Figure 6.9: Plot comparing the time-dependent experimental (blue) and modelled (red) beryllium deposition profiles on the rotating collector located in the outer divertor of JET-ILW. The modelled results have been scaled by a constant attenuation factor of 0.17.
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6.5. QMB results

The QMBs have a higher time resolution than the rotating collectors, making it easier to identify changes in erosion or deposition and relate them to changes in
plasma conditions. The outer divertor QMBs are in analogous locations to the outer divertor rotating collectors. The QMB data is from the 2005-7 JET-C campaign and the 2013-14 JET-ILW campaign (since the QMBs were not operational during 2011-12). Although there were differences in operating conditions between the 2011-12 and 2013-14 campaigns, the general analysis of the effects of wall materials and strike point locations that is conducted here is unlikely to be affected significantly by this.

The shutters covering the QMB deposition crystals are opened for a few seconds during particular discharges. The deposition during that period is calculated by comparing the deposition crystal frequency before and after the discharge with the temperature crystal frequency before and after the discharge (Section 3.1.2). Here, the database for the measurements recorded by each QMB is split into two depending on whether strike points were located on tile 5 or tile 6 while the shutter was open (data points with non-stationary conditions are neglected). Thus, for each QMB, two graphs may be plotted showing the cumulative frequency change while the shutter was open and the strike point was on tile 5, and the cumulative frequency change while the shutter was open and the strike point was on tile 6. By splitting the database in this way, the two configurations may be considered separately, allowing trends in the erosion and deposition to be identified.

Plots of the cumulative frequency changes of the outer divertor JET-C QMB for tile 5 and tile 6 strike points are shown in Figure 6.11. After comparison between deposition, temperature and reference crystal frequencies, increasing frequencies shown in these plots represent net deposition on the QMB and decreasing frequencies represent net erosion from the QMB. The figure shows that when the strike point was located on tile 5, the QMB generally recorded net deposition; when the strike point was on tile 6, there was net erosion from the QMB. This agrees with the way that the modelling of the JET-C outer collector deposition profile had to be set up in order to achieve a good fit with the experimental results. Deposition was restricted for tile 6 strike points and only allowed for those on tile 5 (Section 6.2.2).

It is noted that the modelling of the deposition on the JET-C outer divertor collector assumed that no deposition occurred for tile 6 strike points, but Figure 6.11 suggests that re-erosion for tile 6 strike points should also be applied. In practice, the collector surface temperature is likely to be significantly lower than that of the QMB (and more representative of wall temperatures). In [77], the greater thermal isolation and hence higher surface temperature of a QMB crystal was inferred to have lowered the net deposition by a factor 4 relative to a co-located rotating collector.

Without direct surface temperature measurements, it was therefore decided inappropriate to extrapolate erosion rates found from the QMB to the collector. The JET-C outer collector temperature is nevertheless likely to be higher than that of the inner collector, as suggested by the lower deuterium to carbon ratio of ∼0.5, compared to ∼1 in the inner divertor. The blunt assumption of no net erosion or deposition for tile 6 strike points is preferred to more complex and uncertain conjectures. This modelling approach, though it does not yield as close a match with experiment as for the other collectors, nevertheless shows reasonable agreement (Figure 6.5). For example, the period of discharges from ∼65,000 - 65,350 had consistent strike points on tile 5, resulting in a strong peak in collector deposition.

Though there is a line of sight from tile 5 strike points to the collector/QMB, a
Figure 6.11: The upper diagrams show the position of the separatrix for a tile 5 strike point (left) and a tile 6 strike point (right), with the QMB location circled in green. The lower plots show the QMB frequency evolution for JET-C operation for these two configurations. The database has been split in order to consider the tile 5 and tile 6 strike points separately.

significant contribution to deposition from the tail of the strike point, closer to the outer corner, is also likely for these configurations. The attenuation factor of 0.26 neglects tile 6 strike points, since all deposition due to tile 6 strike points is neglected in this case, and is thus not directly comparable to the other values. In terms of matching magnitudes, including all strike points would require reducing this factor to 0.03, suggesting significant losses of eroded neutral impurities for tile 6 strike points through ionisation/redeposition or re-erosion.

Figure 6.12 shows the equivalent QMB frequency evolutions for tile 5 and tile 6 strike points during the JET-ILW campaign. Contrasting with the JET-C case, here net deposition is observed for both tile 5 and tile 6 strike points. Again, this agrees with the way the modelling of the collector deposition was set up. For the ITER-like wall case, both tile 5 and tile 6 strike points contributed to deposition on the rotating collector (Section 6.3.2).

This QMB analysis aims to provide general trends of outer corner deposition for tile 5 and tile 6 strike points for impurities in the JET-C and JET-ILW divertors. This information was used to compare to and inform the modelling of the rotating collector deposition profiles. Depending on how much QMB data is available and to what degree plasma conditions varied, it can also be possible to relate changes in the gradients of the QMB frequency evolutions to changes in plasma parameters. This is apparent, for example, in the steepening of the re-erosion at \( t \approx 230 \) s in the plot of the JET-C QMB frequency for tile 6 strike points (Figure 6.11, bottom right).
6.6 Discussion of erosion and deposition mechanism

The erosion and deposition at a particular tokamak surface is determined by a combination of the global flows to that area and the local surface conditions/interactions. Investigation of any possible differences in global flows between JET-C and JET-ILW operation is left to more complex modelling efforts. It is hoped that the experimental deposition results presented may be useful for comparison to or benchmarking of future work in this area. Here, an explanation for the observed erosion and deposition behaviour is offered based on the local plasma and surface conditions.
Figure 6.13: The table summarises the results of the previous sections, showing for which situations deposition is observed in the outer divertor corner (represented by ticks). The diagrams below represent the higher outer corner temperatures seen for tile 6 strike points relative to tile 5 strike points. The green circles indicate the locations of the outer divertor rotating collector and QMB.

The table in Figure 6.13 represents the general dependences observed for outer corner deposition on strike point locations and operating campaigns/wall materials. When the strike point is on tile 6 in JET-C, the modelling suggests that generally deposition does not occur on the rotating collector and the QMB shows net erosion. For these tile 6 strike points the outer corner surfaces relatively hot (as observed from local thermocouples), due to the greater power fluxes to this area. These tile 6 strike points and high resulting temperatures are represented in the bottom right diagram in the figure.

These high surface temperatures limit deposition on the diagnostics and promote chemical re-erosion of carbon deposits that do form [70]. There is a substrate temperature maximum for chemical erosion beyond which the erosion yield begins to fall again due to deuterium release overcoming hydrocarbon formation. This temperature maximum varies depending on the incident flux is, but has been found by experiment and modelling to exceed 600 K for most conditions [32]. Though the plasma-exposed tile surfaces can reach and exceed these temperatures, the plasma-shadowed surfaces in the divertor corner region are lower (as can be seen from thermocouple data or a consideration of the incident heat fluxes). The closer the strike point is to the outer corner, the greater the heat flux is to the corner and the higher the surfaces temperatures become in this region. Since the temperatures are below the substrate temperature maximum, higher temperatures increase the chemical re-erosion from the surfaces. Moderate temperature increases of 100 K are sufficient to increase this re-erosion by a factor of 4 or more [32].

While the rotating collector is assumed to show on average no net erosion or deposition, the higher QMB surface temperature results in net re-erosion from its surface. It is likely that the steepening of the QMB re-erosion for the higher power discharges using neutral beam injection is due to increases in this thermally-driven chemical re-erosion process. When the strike point is on tile 5 in JET-C, the rotating collector
results/modelling and the QMB results both indicate net deposition. This is enabled by the greater distance between the separatrix and the outer corner causing lower corner surface temperatures and thus a reduction in chemical re-erosion. These lower temperatures are represented in the bottom left diagram of Figure 6.13.

The question remains why this same strike point dependence is not observed for the JET-ILW campaign. Beryllium is not subject to the same thermally-driven chemical re-erosion processes that carbon is subject to [20], leaving it unaffected by the higher surface temperatures caused by the tile 6 strike points. This means that net deposition is observed for both tile 5 and tile 6 strike points (Figure 6.12). The contribution of both of these configurations results in the relatively high deposition rate observed on the outer divertor JET-ILW collector (Figure 6.10). In fact, the deposition rate is higher on the outer collector than the inner, giving the reversal in deposition asymmetry observed in the JET-ILW divertor.

Thus, the different distributions of deposits between the JET-C and JET-ILW divertors is here attributed to the different chemical properties of carbon and beryllium and their associated responses to elevated temperatures. This explanation provides a possible explanation for both the collector results/modelling and the QMB results. The next section will discuss deposition results from the JET-ILW divertor that come from other sources. This acts as a further check on the validity and generality of the reversal in deposition asymmetry observed in the JET-ILW divertor.

6.7 Comparisons with other deposition results

The rotating collectors are not the only diagnostic that show a higher deposition rate in the outer divertor than the inner divertor for JET-ILW. This section will briefly discuss some other diagnostics located in the divertor corners and their deposition results.

In the remote JET divertor corners, a set of baffle plates known as louvres protect the magnetic field coils from the plasma. Clips are installed on these louvres, which can be removed easily during shutdowns so that they may be analysed ex situ using ion beam analysis techniques. Deposition results for the louvre clips that were installed in the vessel during the 2011-12 ITER-like wall campaign are reported in [42]. The outer louvre clip was found to have beryllium deposits of $4.4 \times 10^{18}$ at/cm$^2$, a factor of 1.6 higher than the $2.8 \times 10^{18}$ at/cm$^2$ concentration found on the inner louvre clip.

Results from the First Mirror Test in JET-ILW may also be used to assess the deposition asymmetry. Each mirror cassette held a series of mirrors recessed by between 0 - 4.5 cm within channels. The outer divertor mirrors recorded beryllium deposition of $1.35 - 4.96 \times 10^{18}$ at/cm$^2$; mirrors from the inner divertor were found to have beryllium deposition of $0.17 - 4.50 \times 10^{18}$ at/cm$^2$ [75]. The upper ranges of these concentrations come from the mirrors that were not recessed within channels at all. Though there appears to be differences in the degree of asymmetry depending on the depth at which the mirrors were located, the mirrors again demonstrate higher deposition in the outer divertor corner than the inner.

A summary of post-mortem analyses of tiles removed from the JET-ILW divertor
was presented in [143]. The inner base tile 4 and outer base tile 6 are the tiles located closest to the respective divertor corners. The spatially averaged deposition on tile 6 was \( \sim 3 \times 10^{18} \, \text{at/cm}^2 \), while that on tile 4 was a factor of 3 less at \( \sim 1 \times 10^{18} \, \text{at/cm}^2 \). In addition, the same study notes a reduction in material transport to the remote divertor corners by a factor of 4 in the outer divertor and a factor of 20 in the inner divertor. This agrees very well with the decreases in deposition seen on the inner and outer collectors (Figure 6.10).

Finally, it would be instructive to determine if the deposition asymmetry was also shown by rotating collectors from later ITER-like wall campaigns. The collectors from the 2013-14 campaign have been retrieved from the vessel, but not yet fully analysed. Although it is thus impossible to make any definite statements regarding the depositions at this stage, it is noted that a visual inspection of the discs again indicates heavier deposition on the outer divertor collector than the inner.

In addition to the rotating collectors, various other studies have shown higher beryllium deposition in the outer divertor corner than the inner. The confirmation of this through independent analyses adds confidence to the reversal of deposition asymmetry demonstrated by the collectors.

### 6.8 Conclusions

This chapter has extended the analysis of rotating collectors described in the previous chapter to those located in the inner and outer divertor corners. The time-dependent deposition profiles on these corner collectors from the JET-C and JET-ILW divertors have been presented. Modelling of the deposition profiles of the dominant deposits has, in general, shown good qualitative agreement with the experimental results. In the JET-C outer divertor, deposition due to tile 6 strike points had to be neglected in order to achieve a reasonable fit to the experimental results. The average deposition rates on the 4 rotating collectors show an overall order of magnitude reduction in deposition rate for JET-ILW relative to JET-C. While long experience with JET-C has shown more deposition in the inner divertor corner than the outer, in JET-ILW more deposition was observed on the outer collector than the inner. The distributions of impurity deposits are important to know so as to understand where the majority of tritium/deuterium is likely to be retained in ITER. Though the fuel retention of beryllium deposits is reduced relative to carbon, a strong correlation is still observed in JET between the locations of high impurity deposition and high deuterium retention [61].

Analysis of outer divertor QMBs indicated that for tile 5 strike points there was net deposition in the outer corner, but that tile 6 strike points caused net erosion; both tile 5 and tile 6 strike points caused net deposition in JET-ILW. Thus, a lack of net deposition in the JET-C outer corner is apparent for tile 6 strike points, as inferred from modelling of the collector deposition and observed from QMB results. This has been explained via the high surface temperatures in the outer corner for tile 6 strike points limiting carbon deposition and promoting thermally-driven chemical re-erosion. The different chemical properties of beryllium mean that it is not susceptible to this re-erosion process, resulting in net deposition in the outer divertor for both tile 5 and tile 6 strike points. This has caused a reversal in the deposition asymmetry.
between the inner and outer divertors relative to the JET-C case. Finally, this differing distribution of deposits was further confirmed by comparison to those seen on other divertor corner diagnostics. The following chapter will analyse erosion, deposition and material transport in the JET-ILW outer divertor in more detail and over shorter timescales.
Chapter 7

Monte Carlo modelling of beryllium migration in the JET-ILW divertor

7.1 Introduction

This chapter presents and discusses results gained from Monte Carlo modelling of erosion and deposition in the JET-ILW outer divertor. A full description of the model is provided in Section 4.2 and its key features are briefly revisited here. The model encompasses the erosion, ionisation and redeposition or reflection of beryllium impurities. This is performed in four main steps: 1) sputtering of impurities from divertor tiles; 2) propagation of neutrals; 3) ionisation of impurities; and 4) propagation of ions. The aim of this work is to provide a more detailed, higher time resolution analysis of the beryllium migration in order to complement the longer timescale work focusing on the rotating collectors. This enables an analysis of the effects of changes in plasma and surface conditions on erosion, deposition and migration of beryllium to be performed.

Section 7.2 will provide motivation for these modelling efforts and Section 7.3 extends this through comparison of theoretical sputtering yields with those inferred from spectroscopy. Section 7.4 will explain the general features of the results seen and how they evolve with time. In Section 7.5, the effects of changes in different input parameters on the time-varying distributions of impurities will be analysed. Conclusions from this chapter will be drawn in Section 7.6.

7.2 Motivation

The replacement of the carbon wall of JET-C with the beryllium and tungsten wall of JET-ILW caused a large reduction in the impurity content of the plasma [134]. While in JET-C amorphous hydrocarbon layers formed on divertor surfaces, in JET-ILW long-term growth of beryllium layers on divertor tiles was not observed in most
locations [37]. The degree of beryllium coverage on different areas of the tungsten tiles may be expected to vary dynamically over the course of campaigns due to changes in the experimental conditions. The amount of beryllium on a given surface clearly has a large effect on the amount of beryllium erosion that can occur from that surface. Indeed, this has already been seen implicitly from the modelling of the JET-ILW collector depositions. Observation of beryllium via divertor spectroscopy was used to modify the impurity sources from the tiles, taking account of the time-varying availability of beryllium.

The importance of the availability of beryllium impurities on the JET-ILW divertor tiles has been suggested in [119]. In particular, the prevalence of limiter discharges early in the first JET-ILW campaign were inferred to lead to relatively high beryllium transport to the divertor tiles. This resulted in the observation of initially high beryllium brightnesses in the divertor, which subsequently decayed. Further investigation of this using WallDyn again demonstrated the importance of these limiter discharges [144]. It also indicated that the limiter phases of later discharges ‘refreshed’ beryllium coverages on the divertor tiles, which were removed by sputtering during the following divertor phases. These results show the dynamic nature of the beryllium coverage on divertor tiles. The importance of this surface coverage for sputtering from the tiles will be discussed in the following section.

7.3 Comparison of yields

First attempts at investigating the beryllium surface coverage within the current study involved comparison of sputtering yields calculated using analytical yield equations [28] and those inferred from divertor spectroscopy. The calculated sputtering yields give the yields expected if the divertor surfaces were bulk beryllium, while the spectroscopic yields implicitly include the effects of incomplete surface coverage of
Figure 7.2: The top plot shows an example comparison of calculated and spectroscopic beryllium sputtering yields in the JET-ILW outer divertor for discharge 81768. The spectroscopic yield quickly falls below the level of the calculated yield after the start of the divertor phase (at \( \sim 47 \) s), which may suggest a decrease in the surface coverage of beryllium on the tiles. The bottom plot shows the location of the relatively stationary outer strike point on tile 5 and the stable plasma current.

beryllium through the experimental observations. Hence, a comparison of the two provides an indication of the importance of this surface coverage.

The steps involved in finding the calculated and spectroscopic yields are shown diagrammatically in Figure 7.1. Calculated yields are based on plasma temperatures as found from langmuir probes. These are used to find incident energies of the deuterium ions and hence calculate the sputtering yields. The determination of the spectroscopic yield utilises deuterium and beryllium divertor spectroscopy measurements. The measurements are of beryllium and deuterium brightnesses, in units of photons/cm\(^2\)/s/sr. The relation of these brightnesses to the real concentrations of different species ejected into the plasma from the tile surfaces is determined using inverse photon efficiencies (SXBs), which are functions of plasma temperature and density. Hence, the temperature and density data from Langmuir probes and SXB data from ADAS [92] are used to determine the spectroscopic yields, which can then be compared with the calculated yields.
Table 7.1: Reference input conditions for the Monte Carlo code.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Be surface coverage</td>
<td>0.1 monolayers</td>
</tr>
<tr>
<td>Be/D incident flux fraction</td>
<td>0.2%</td>
</tr>
<tr>
<td>Strike point x-coordinate</td>
<td>145 mm</td>
</tr>
<tr>
<td>Peak $T_e$</td>
<td>25 eV</td>
</tr>
<tr>
<td>Peak $n_e$</td>
<td>$1 \times 10^{19}$ m$^{-3}$</td>
</tr>
<tr>
<td>Peak ion flux</td>
<td>$1 \times 10^{22}$ m$^{-2}$s$^{-1}$</td>
</tr>
</tbody>
</table>

An example of the application of this analysis is shown in Figure 7.2. Early in the divertor phase, the spectroscopic and calculated yields are of similar magnitudes, which may suggest relatively high beryllium coverage. Thereafter, the spectroscopic yield decreases while the calculated yield remains relatively constant. This may suggest ‘burn-off’ of beryllium from the divertor surfaces during the initial divertor phase, leaving little beryllium available for sputtering later in the discharge.

This initial work motivated a more in-depth investigation of beryllium erosion, deposition and transport in the JET-ILW divertor. The sputtering, ionisation and redeposition/reflection of individual beryllium impurities is studied using a Monte Carlo approach, allowing the dominant processes and outcomes to be elucidated. This work focuses on the JET-ILW outer divertor in order to maximise diagnostic coverage for both inputs to the modelling and comparison of modelled results to experimental results. The following section will present some characteristic modelling results and explain the key features.

### 7.4 Typical features of results

The model utilised here enables investigation of a range of different plasma conditions. As an introduction to the main features of the results, a reference case is provided and explained here. The reference case has characteristic input conditions as detailed in Table 7.1 (for a more detailed description of the inputs to the code, see Section 4.2).

At each time step, at each spatial point along the tile surfaces, the sputtering, self-sputtering, deposition, re-deposition and reflection are calculated within the modelled area as defined in Figure 7.3. This, coupled with the passage of ions and neutrals through the plasma and the ionisations of some subset of these neutrals, results in significant changes to the surface coverage over many time steps. Some characteristic features of these surface changes are shown in Figure 7.4.

Initially, the surface coverage is constant across the tile surfaces. The erosion of surface beryllium is strongest around the strike point where there is the highest ion...
Figure 7.3: Diagram showing the JET-ILW divertor, with the area modelled in the outer divertor enclosed in the green rectangle. Numbers in green along the $x$- and $y$-axes give the coordinates in mm as defined in the model. Tiles 5 and 6 are identified in red, and vertical grey dashed line indicates the boundary between these tiles. This diagram acts as a reference for the results that will later be presented. Subsequent plots follow the coordinate system defined here, with the boundary between tiles 5 and 6 again indicated by a grey dashed line.

Figure 7.4: Plot to demonstrate typical features of the surface coverage evolution seen from modelling of the reference case, with each line representing a different time during the run. The $x$-coordinate follows the horizontal coordinates of the surfaces of tile 5 and the upper part of tile 6. The vertical grey dashed line indicates the boundary between tiles 5 and 6.
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flux and plasma temperature/ion energy. The eroded beryllium may get ionised and subsequently follow field lines to return to tile surfaces at larger \( x \)-values, leading to an increase in surface coverage on tile 6. As the beryllium source from tile 5 depletes, this redistribution to tile 6 is reduced, which can cause the tile 6 coverage to stabilise or decrease in certain cases. The occurrence of this erosion/deposition behaviour on tile 6 is dependent on the plasma and initial surface conditions. For example, a large fraction of beryllium in the incident flux may prevent tile 6 from becoming a net erosion region.

The continued addition of beryllium to the system from the contribution of the incident flux counteracts the loss of beryllium to regions outside of the modelled area, e.g. the outer corner. This can cause moderate migration of beryllium to the outer corner region, which is also seen in results from WallDyn [118]. The deposition rates in the outer corner will be examined further in Section 8.2.

Higher surface coverages on the tiles enable greater sputtering yields, which clearly act to reduce surface coverage. The degree of coverage that can be ‘sustained’ by the incoming beryllium and the outgoing sputtered beryllium flux varies spatially across the tile surfaces, due to the spatial variation of the various modelled parameters. Hence, an approximate equilibrium profile is often reached in the model where the surface coverage stabilises. This is generally evident after less than 2 s of modelled time (2 million time steps), setting the standard time that the model is run for.

The suppression of coverage at \( x \approx 250 \) mm is due to this upper region of tile 6 being shielded from the plasma by the lower corner of tile 5 (see Figure 7.3). The width of this region depends on the proximity of the strike point to the tile boundary. The field lines are shallower closer to the strike point, which can shield a larger region of tile 6 from the plasma for strike points close to the boundary. The discontinuity in the profiles at \( x = 300 \) mm is the result of a physical discontinuity in the tile surface at this point. The tile changes from a horizontal topology to a downward tilted surface closer to the outer divertor corner.

The general features of the results described here are present to varying extents for different input conditions. The following section provides a detailed analysis of the modelled results that occur when a range of plasma and surface conditions are varied.

7.5 Parameter scans

In this section, modelling results produced through systematic variation of the input conditions will be presented. Generally one parameter is varied at a time, with the other parameters remaining equal to those applied in the reference case as described in the preceding section. The results shown take two main forms. The first shows the change in the beryllium surface coverage on the tiles during a single timestep. The 100\textsuperscript{th} time step is chosen as a balance between the initial surface coverage still being mostly preserved and the redeposition and redistribution processes being underway. The second form of results shows the evolution of the surface coverage with time for the different input conditions. In all cases, interpretation and explanation of the results seen are provided in terms of these input conditions and the physical processes involved.
Figure 7.5: Plots showing the beryllium surface coverage changes over a single time step for different strike points. Plots a)-d) show the contributions of different processes to the surface changes. Plots e)-h) show the corresponding net surface changes due to the sum of the different contributions. Adjacent plots (e.g. a) and e)), show the same strike point case, with strike point locations labelled in units of mm with respect to the x-axes and marked with black squares on these axes. The units are in terms of numbers of modelled beryllium neutrals or ions. Vertical grey dashed lines indicate the boundary between tile 5 and tile 6; horizontal red dashed lines mark the level of zero surface change.
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Figure 7.6: Plots showing the time-evolution of surface coverage for different strike points. Different lines within each plot indicate different strike point locations; different plots a)-d) show snapshots of the coverages at different times during runs. Vertical grey dashed lines indicate the boundary between tiles 5 and 6.

7.5.1 Strike points

Figure 7.5 shows the surface change over a single time step for four different strike point locations. The y-axis units are in terms of the number of modelled beryllium neutrals/ions, which are related to the ‘real’ numbers of beryllium neutrals/ions by the particle reduction factor (necessary for computational efficiency). The plots on the left show the contributions of different processes to surface change. Specifically, the ‘incident flux’ lines show the beryllium incident on the surface due to the fraction of beryllium in the incident deuterium flux. The ‘redeposition’ lines show the beryllium returning to the surface after previous sputtering/self-sputtering/reflection steps. These two processes clearly describe additions to the beryllium surface coverage. The ‘sputtering’ lines show the erosion of surface beryllium by incident deu-
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The 'reflection' lines show the beryllium that gets reflected from the tile surface. These three processes clearly deplete the beryllium surface coverage and thus are in competition with the 'incident flux' and 'redeposition' contributions. The summation of all of these processes, as a function of the spatial $x$-coordinate, comprises the net surface change profile as shown in the plots on the right of Figure 7.5.

The sputtering (and incident beryllium flux) profiles peak at the strike points. The returning beryllium profiles peak at slightly larger $x$-values than those of the strike points due to the outward movement of the beryllium neutrals/ions between being sputtered and returning to the surface. Since the beryllium coverage is relatively low, a considerable fraction of the returning beryllium is reflected from the tungsten tiles, continuing towards the outer corner. For this surface coverage and the relatively low fraction of beryllium in the incident flux, the self-sputtering contribution is very low.

The variation of the profiles with strike point is as expected, with the locations of maximum erosion shifting in $x$ with the strike point locations. Tile 6 can be seen to show a slight positive surface change, i.e. net beryllium deposition, when the strike point is on tile 5. For this consideration of a single time step, the plots show significant statistical effects in the lack of smoothness of the profiles. However, when the cumulative effects of hundreds of thousands or millions of time steps is considered, these statistical fluctuations are suppressed (Figure 7.6).

Each plot in Figure 7.6 shows the spatial surface coverage for the four different strike point runs at a different time. As expected from Figure 7.5, the locations of maximum erosion vary in $x$ with the locations of the strike points, where the maximum ion fluxes and incident energies occur. A 'notch' in each surface coverage profile is observed at a slightly larger $x$-value than that of the strike point, e.g. at $x \simeq 90$ mm for the case with the strike point at $x \simeq 80$ mm. This reflects the separation in $x$ between the peaks of the beryllium sputtered from the surface and the beryllium returning to the surface. For the strike points at $x = 80$ and 145 mm, growth of the coverage on tile 6 is observed, as expected from the consideration of a single timestep.

In general, the shifting of strike points acts to shift the location of the maximum erosion of surface beryllium from the tiles. The effects of varying the strike point on the magnitude of erosion are relatively minor. However, the tile 5 strike points enable redistribution of eroded beryllium to tile 6, which results in slight net deposition in this region. This is inhibited when strike points are at large $x$-values, when significant sputtering of tile 6 deposits occurs.

7.5.2 Flux fraction

Figure 7.7 shows the different contributions to surface coverage changes, and the net effects of these contributions, for a variety of beryllium percentages in the incident flux. When there is no beryllium in the incident flux (a), clearly there is no contribution to the beryllium surface coverage from this incident flux. The self-sputtering,
though low, is not zero since returning beryllium also self-sputters beryllium from the tile surfaces. However, this self-sputtering remains low even for a beryllium flux fraction of 0.5% (d) due to the low surface coverage of beryllium on the tiles. Conversely, the higher flux fraction plots clearly show increases in the contribution of the beryllium in the incident flux to surface coverage, as specified in the input conditions. The higher flux fractions also lead to larger amounts of beryllium returning to the surface and being reflected from the surface. This is simply a result of there being more beryllium in the system under these conditions.

The plots on the right of Figure 7.7 show the spatially resolved net surface changes due to these contributions. A decrease in the degree of erosion from the strike point region is observed for higher beryllium flux fractions. Physically, this is mainly due to the higher beryllium contributions from the incident flux adding more to surface coverage, which is only partially offset by higher self-sputtering and reflection. The increased availability of beryllium under these conditions also allows more redeposition of beryllium, causing a slight increase in large-x surface coverage for higher flux fractions. In fact, the total surface change, averaged spatially over the tiles, is slightly positive for the case of 0.5% beryllium in the incident flux (h). More beryllium is coming into the system than leaving, implying a net deposition of beryllium on the tiles for these conditions. It is noted that the JET-ILW divertor has shown very limited long-term deposits, with only the top of tile 1 showing significant net beryllium deposition [37]. This implies that a beryllium flux fraction as high as 0.5% is not physical. Indeed, this conclusion is also reached in [127] (and references thererin), with flux fractions of 0.1 - 0.2% appearing to be more appropriate.

Figure 7.8 shows snapshots of the beryllium surface coverage at different times, with the different flux fraction cases represented within each plot. As suggested by Figure 7.7, the cases with lower beryllium flux fractions lead to more strongly decreasing beryllium coverages on the tiles. For the case with no beryllium in the incident flux, the only source of beryllium is that on the tile initially, which is depleted as time progresses. Thus, after 2 s of run time (d), the coverage is fully depleted to $\sim 0$ for most tile locations. However, with 0.2% incident flux, growth of surface coverage is seen on tile 6. For 0.5% surface coverage, there is large net deposition of beryllium on tile 6 and to some extent on the lower part of tile 5. The high incident beryllium flux is not matched by the sputtering and self-sputtering and hence the coverage increases.

Low or zero beryllium flux fractions allow rapid depletion of the beryllium initially on tile surfaces due to the lack of a significant incoming beryllium source. Higher flux fractions provide a greater incoming beryllium source, with the model results exhibiting decreased erosion from the strike point region and net deposition outside the strike point on tile 6.

### 7.5.3 Initial coverage

Figure 7.9 shows the contributions and changes to surface coverage over a single time step for varying initial surface coverage. The amount of beryllium initially on the tiles has a large effect due mainly to the dependence of sputtering, self-sputtering and reflection on the spatial coverage of beryllium. Sputtering and self-sputtering increase with increasing availability of beryllium on the tile; reflection of beryllium
Figure 7.7: Plots showing the beryllium surface coverage changes over a single time step for different beryllium flux fractions. Plots a)-d) show the contributions of different processes to the surface changes and plots e)-h) show the corresponding net surface changes. Adjacent plots show the same flux fraction case.
Figure 7.8: Plots showing the time-evolution of surface coverage for different flux fractions. Different lines within each plot indicate different flux fractions; different plots a)-d) show snapshots of the coverages at different times during runs.

is greater for lower surface coverages since it only efficiently occurs from tungsten surfaces.

For the case of zero initial beryllium coverage (a), there is almost no sputtering or self-sputtering (by the 100th timestep a low level of coverage may have formed, allowing some very limited erosion). The lack of a beryllium source from the tiles means that there is also relatively little beryllium to return to the surface and thereby little beryllium to be reflected. The beryllium coverage, which begins at zero, shows slight growth for this case (e). The source of beryllium from the incident flux has not yet resulted in a surface coverage that can support significant sputtering or self-sputtering of beryllium, resulting in net growth of surface coverage.

As expected, higher initial coverages enable increasing levels of sputtering and self-sputtering of beryllium due to the higher availability of beryllium on the tiles. The
Figure 7.9: Plots showing the beryllium surface coverage changes over a single time step for different initial coverages (in units of monolayers). Plots a)-d) show the contributions of different processes to the surface changes and plots e)-h) show the corresponding net surface changes. Adjacent plots show the same initial coverage case.
reflection of beryllium has the opposite dependence, with higher coverages suppressing reflection. Thus, sputtering (and self-sputtering) are seen to be more and more dominant over reflection for the higher coverages. For 1 monolayer initial surface coverage, reflection is suppressed completely (d) due to efficient sticking of beryllium on beryllium substrates.

The higher coverages are observed to result in greater net erosion rates from the area around the strike point. These greater initial coverages enable a greater ‘burn-off’ of the beryllium through increased sputtering. Additionally, the redeposition at large x-values is observed to increase. This is again due to the efficient sticking of beryllium on beryllium, which promotes redeposition of returning beryllium over reflection. The larger initial source of beryllium also means that there is more beryllium available to be redeposited.
Figure 7.10 shows the evolution of the surface coverages with time. As defined in the inputs, at $t = 0$ s, the initial coverages are at different levels (a). After 0.2 s of run time, the higher coverage cases show strong erosion from the strike point region and redeposition at large $x$-values. However, the zero initial coverage case shows increasing beryllium coverage. As time progresses, the spatial coverage grows to a point where the sputtering and self-sputtering of beryllium can balance the incoming beryllium flux and an approximate equilibrium is reached.

For the higher coverage cases, between $\sim 1\text{-}2$ s, tile 6 changes from a net deposition region to a net erosion region. Physically, this is because the strong erosion from the strike point has depleted the tile 5 beryllium source, resulting in reduced redeposition further towards the corner. The increased sputtering that the higher tile 6 coverage enables is greater than the incoming contributions of beryllium and the coverage begins to decrease. After $\sim 2$ s, these cases also begin to reach an approximate equilibrium in beryllium coverage as the incoming and outgoing fluxes balance. Though there is a spatial variation in coverage across tiles 5 and 6, the equilibrium profile tends towards beryllium coverages of between 0 and 0.1 monolayers. This range agrees well with the equilibrium beryllium concentrations found using WallDyn [118].

Higher beryllium coverages on the tiles promote greater sputtering and self-sputtering, but suppress reflection of beryllium. For larger initial beryllium deposits, higher initial erosion rates are seen close to the strike point, which contributes to significant large-$x$ redeposition. When the reservoir of tile 5 beryllium is depleted, tile 6 changes from a net deposition to a net erosion region.

### 7.5.4 Temperature and density

The plasma temperature affects the degree of sputtering (and self-sputtering), and both the plasma temperature and density affect the cross-sections for ionisation of neutrals. In contrast to the preceding sections, here it is less reasonable to vary one parameter and leave all others fixed. Higher plasma temperatures are generally associated with lower plasma densities. Therefore, a series of input conditions are examined here ranging from low temperature and high density plasma to high temperature and low density plasma.

Figure 7.11 shows the surface changes over a single time step due to different input temperatures and densities. For case (a), the sputtering is suppressed due to the low temperatures giving low incident energies and hence low sputtering yields. The high plasma density ensures that what beryllium does get eroded is likely to be redeposited. This combination of effects results in relatively low erosion from the strike point and net deposition closer to the outer corner.

For higher temperatures and lower densities, the sputtering gets progressively more significant and the redeposition at large $x$-values decreases. For case (d), the sputtering in particular is seen to dominate over the other contributions due to the high temperature increasing incident energies and the low density limiting redeposition. This prevents significant redeposition on tile 6 and the overall change in surface coverage (h) is everywhere negative or approximately zero, indicating strong net erosion.
Figure 7.11: Plots showing the beryllium surface coverage changes over a single time step for different plasma **temperatures and densities** (the peak values of these parameters in each case are labelled on the plots). Plots a)-d) show the contributions of different processes to the surface changes and plots e)-h) show the corresponding net surface changes. Adjacent plots show the same temperature and density case.
Figure 7.12: Plots showing the time-evolution of surface coverage for different plasma temperatures and densities (peak values are labelled on the plots). Different lines within each plot indicate different temperatures and densities; different plots a)-d) show snapshots of the coverages at different times during runs. (Due to the strong growth in coverage for the 10 eV case, the time-range has here been curtailed to 0 - 0.5 s in order to aid plotting; the growth of the 10 eV case continues, at a slowing rate, beyond this time.)

Figure 7.12 shows the time-evolution of the surface coverage for these different temperature and density cases. As expected from the considerations of a single time step, the low temperature and high density cases exhibit a slower rate of erosion from the strike point region and a greater propensity for redeposition of eroded beryllium. As well as this occurring at larger $x$-values than the strike point, for the highest density case this is also evident to some extent high up tile 5. The directions of the eroded beryllium neutrals are randomly selected over an offset cosine distribution, which allows some to travel inboard of the strike point (i.e. to lower $x$-values) and redeposit. For these conditions, this contribution overcomes the low sputtering yields high up...
tile 5 (caused by the low plasma temperatures in this region). For the higher temperature and lower density cases, erosion from the surface dominates over ionisation and redeposition. This results in rapid depletion of the beryllium surface coverage on the tiles.

In general, the results of this section have shown low temperature and high density plasma to suppress sputtering of beryllium from tiles and promote redeposition. Conversely, high temperatures and low densities cause rapid beryllium erosion and limit ionisation of neutrals and subsequent redeposition on the tiles, depleting surface coverage.

7.6 Conclusions

This chapter has presented results from Monte Carlo modelling of erosion, deposition and material transport in the JET-ILW outer divertor. This incorporates processes such as sputtering, self-sputtering, reflection, ionisation and redeposition. The aim of this work is to investigate the beryllium erosion/deposition that occurs with a range of different experimental conditions. This dynamic distribution and redistribution of beryllium impurities on divertor tiles is difficult to study by other means and is important for the amount of deposition and retention in remote regions.

The modelling was motivated by consideration of calculated and spectroscopic beryllium sputtering yields from divertor surfaces. The limited availability of beryllium impurities in JET-ILW means that the local beryllium surface coverage has a significant impact on the amounts of erosion, deposition and reflection seen. The effects of a range of parameters on the time-varying beryllium distribution have been analysed in order to gain an understanding of the dependencies on strike point locations, beryllium flux fractions, initial beryllium coverages and plasma temperatures and densities. Results from these parameter scans have been presented and justified in terms of the physical mechanisms involved. The following chapter will focus on applying the model to more specific plasma and surface conditions in order to enable relation to and investigation of experimental results.
Chapter 8

Applications of Monte Carlo modelling to experimental erosion and deposition results

8.1 Introduction

In this chapter, results from the Monte Carlo model described in Section 4.2 are compared to and used to interpret experimental erosion and deposition results. This work builds on that presented in the preceding chapter, in which the variation of modelling results with different input conditions was explored.

In Section 8.2, modelled results will be compared to experimental results from rotating collectors, QMBs and spectroscopy. Section 8.3 will focus on the peaks in beryllium brightness that are often observed when the plasma first moves into the divertor phase. Observations of these in the modelling and experimental results are compared and their causes and significance are discussed. A summary of the conclusions from this chapter will be provided in Section 8.4.

8.2 Comparisons to experiment

The previous chapter explored how the spatially and temporally resolved erosion and deposition at the divertor tiles vary with different input parameters. It is also instructive to compare deposition results seen experimentally to those found using the Monte Carlo model. This enables an improved understanding of the physical processes and dominant dependencies involved.
Chapter 8. Applications of MC modelling

8.2. Comparisons to experiment

Figure 8.1: Plot showing the time-dependent modelled deposition rate on the outer corner rotating collector for different strike point locations.

8.2.1 Rotating collectors

The rotating collector located in the outer divertor corner of JET-ILW provides quantitative deposition results with a finite time dependence. In this section, the deposition magnitude, variation with changing plasma parameters and previous modelling efforts are discussed in light of modelling results from the Monte Carlo code.

8.2.1.1 Deposition rates

The campaign-averaged deposition rate on the rotating collector was $2.36 \times 10^{14}$ cm$^{-2}$s$^{-1}$, with an error of as much as 20% mostly due to uncertainty in measurement cross-sections. In the Monte Carlo modelling, transport of beryllium to the outer divertor corner, and to the rotating collector located in this region, occurs after sputtering or reflection of beryllium neutrals from the divertor tiles. Based on the reference case (see Table 7.1), the average modelled deposition rate on the collector was $8.59 \times 10^{14}$ cm$^{-2}$s$^{-1}$, a factor of $\sim3$ greater than that seen experimentally. Potentially, this overestimate of deposition could be due to some reflection or re-erosion of beryllium from the collector surface. However, the experimental conditions also vary considerably and these may be such as to on average reduce transport to the collector relative to the reference case.

When performing the parameter scans described in Section 7.5, the beryllium deposition at the rotating collector location was also calculated for the different conditions. Generally, an initial peak in modelled collector deposition is seen at the start of runs (examined in detail in Section 8.3). After this initial peak, in most cases the beryllium deposition decreases and settles at an equilibrium level as the beryllium
coverage of the tiles equilibrates. Some results for the parameter-dependencies of the modelled collector deposition are shown here in order to aid understanding of the dependencies of the experimental deposition.

Figure 8.1 shows the modelled deposition on the outer corner collector for different outer strike point locations (these cases match those considered in Section 7.5.1). It is observed that strike points closer to the outer corner result in a larger deposition rate on the rotating collector. This is because these strike points have a larger range of acceptance angles that allow deposition on the collector relative to the strike points at lower $x$-values. More distant strike points at lower $x$-values may also sputter beryllium which is either redeposited and re-eroded or reflected from the tiles over multiple steps. However, if more of these steps are required to reach the outer corner, the probability of losses to other regions is higher and the deposition on the collector is reduced.

Figure 8.2 shows the modelled deposition on the collector for varying beryllium flux fractions (matching the cases shown in Section 7.5.2). For the 0.0 - 0.2% cases, the deposition rate decreases after an initial peak. For the 0.5% flux fraction case, the flux fraction is sufficient to support slight growth of beryllium coverage on tiles, resulting in increasing deposition on the collector. The change in gradient at $\sim$1.1 s corresponds to the time after which burn-off from tile 5 has stabilised. Over this timescale, the beryllium source from tile 5 is redistributed to tile 6. From $\sim$1.1 s onwards, the dominant process is then the re-erosion of tile 6 deposits with a high sputtering yield, resulting in a high beryllium source for deposition on the outer corner rotating collector.

In all cases, the total modelled collector deposition is found to be strongly affected by the flux fraction, showing an almost linear dependence. This is because, for ‘large’ time values, the beryllium source for sputtering/reflection is dominated by the
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constant incoming source from the incident flux. This implies that further limitation of the impurity transport to remote regions may be achieved in JET, and in ITER, by further limiting the degree of erosion in the main chamber and hence the impurity influx to the divertor.

The modelled collector deposition is also found to increase with increasing initial coverage due to the higher beryllium source this provides. However, since this initial coverage is transient, the deposition rates fall to similar levels after $\sim 1-2$ s. Thus, over whole discharges, the average deposition rate is not strongly affected. Low plasma temperatures and high plasma densities resulted in decreased modelled deposition on the rotating collector. This is due to the low temperatures causing low sputtering yields and the high densities encouraging redeposition of beryllium on tiles rather than transport to the corner region. At moderate temperatures and densities, higher deposition on the collector was found. However, decreasing the density (and increasing the temperature) further caused the modelled collector deposition to decrease again. This was due to a greater proportion of the eroded beryllium remaining unionised and leaving the modelled region rather than being redeposited or reflected and progressing towards the outer corner.

These parameter dependencies may be used to infer reasons for the overestimate of the experimental collector deposition by the Monte Carlo model. The comparison of magnitudes was done using the reference modelling case. Thus, on average experimental conditions may have had more distant strike points from the corner, lower flux fractions, lower initial coverages or differences in the temperatures and densities relative to this reference case. Of these parameters, the beryllium flux fraction appears to affect the modelled collector deposition particularly strongly. The 0.2\% reference case flux fraction is at the upper range of the 0.1-0.2\% suggested in [127] (and references therein). Thus, a lower beryllium concentration in the incident flux would make a significant contribution to bringing the modelled and experimental collector deposition rates to a similar magnitude. Additionally, detachment in the outer divertor causes lower temperatures and higher densities, which would also reduce the modelled collector deposition.

8.2.1.2 Relation to geometrical model

In Chapter 5 and Chapter 6, time-dependent collector deposition results were compared to results from a simple geometrical model, showing good qualitative agreement. Much of this agreement was attributed to the inclusion of experimental data in the modelling, which helped to link the modelled description to the operational conditions. In particular, the strike point location was found to be very important for the deposition on the collectors. The dependence of the modelled collector deposition on the strike point location seen with the Monte Carlo model supports this dependence. Similarly, by scaling the sputtering source by the beryllium spectroscopy brightness around the strike point, a measure of the availability of beryllium on the tile surface and in the incident flux was incorporated. Again, the Monte Carlo modelling results here show a corresponding dependence on these input conditions. The similar parameter dependencies for collector deposition in the geometrical and Monte Carlo models adds confidence that the simplifications made in the geometrical case were appropriate.
Despite the qualitative agreement of the geometrical modelling and the experimental collector deposition, the long timescales involved did impose significant limitations on the modelling. Discrepancies between the geometrically modelled and experimental collector depositions remain and are most likely due to variations in plasma conditions for particular discharges causing different erosion/deposition behaviour. These are not taken into account in the geometrical model, resulting in inaccuracies (the exposure to which is limited by the poor time resolution of the collectors and the smoothing that this imposes). This demonstrates the different focuses and purposes of the models. While the geometrical model focuses on qualitative, long-term variations in erosion and deposition, the Monte Carlo model examines the migration of beryllium in more detail, over shorter timescales, and for a greater range of input conditions.

Since the geometrical model only aimed at qualitative comparison of time-dependent deposition profiles, the modelled deposition was scaled by constant attenuation factors to fit to experimental deposition magnitudes. For this ITER-like wall outer divertor case, the attenuation factor was found to be 0.17. This attenuation factor describes the fraction of beryllium neutrals eroded from the strike point travelling in the direction of the collector that deposit on the collector. In the Monte Carlo model, no attenuation factors are applied since the ionisations of individual neutrals are treated directly. However, since the Monte Carlo model records the propensity of these ionisations, a corresponding factor may be calculated. The attenuation factor for the reference case is 0.45.

However, the use of an attenuation factor is of limited value in the Monte Carlo case, since it is defined using only erosion from the strike point. The geometrical model used the simplification that all erosion occurred from the strike point in order to efficiently describe the long timescales that the collectors operate for. However, in the Monte Carlo model, even when the strike point is on tile 5, a significant fraction of the collector deposition comes from the tail of the strike point on tile 6 (though some of this is likely to originally be from tile 5 via a multistep process). In both geometrical and Monte Carlo models, the collector deposition increases when the strike point moves closer to the outer corner due to the larger acceptance angles. Hence, although the trend of deposition with strike point location was preserved in the geometrical model, the source of the sputtered beryllium was only partially correct. The Monte Carlo model, which includes a spatial distribution of erosion/deposition and allows multiple sputtering/reflection steps, provides a more physical description of the relevant processes.

The collector deposition rate predicted by the Monte Carlo model overestimates the experimental rate by a factor of $\sim 3$. Analysis of the parameter dependencies of the modelled collector deposition provide possibilities for resolving this difference, in particular through a lower beryllium flux fraction. The inclusion of experimental data in the geometrical modelling allowed good qualitative accuracy over the long timescales involved, but the simplifications resulted in discrepancies relative to the experimental results, e.g. when plasma temperatures or densities varied. The spatially-resolved erosion and deposition, and the treatment of ionisation and redeposition/reflection, in the Monte Carlo model enable a more physical description of the relevant experimental processes.
8.2.2 ICRH

ICRH (Ion Cyclotron Resonance Heating) uses electromagnetic waves to impart energy to plasma ions and hence heat the plasma. In this section, the effect of this heating method on the erosion and deposition in the JET divertor will be considered with the use of spectroscopy data and the Monte Carlo code.

Figure 8.3 shows the spectroscopic sputtering yield in the outer divertor, as calculated using the procedure described in Figure 7.1, as well as the input ICRH power. This discharge featured a divertor phase initially using only Ohmic heating, a ramp up of ICRH heating to 3 MW, a flat top phase, and a ramp down of ICRH to zero. The spectroscopic sputtering yield is seen to start relatively high and thereafter decrease in magnitude (see Section 8.3 for a detailed examination of initial peaks). However, when ICRH is begun, the sputtering yield increases by a factor of 8-10, before returning to low levels after the ICRH is ramped down. This increase of the spectroscopic sputtering yield during periods when ICRH is used has also been observed for a large number of other discharges.

The use of ICRH has been shown to increase the sputtering of impurities from the main chamber walls in the region of the ICRH antennae in both ASDEX Upgrade\cite{145} and JET\cite{146}. The application of ICRH was deduced to lead to the creation of radio frequency electric fields parallel to the magnetic field lines, which rapidly accelerate the more mobile electrons into the main chamber wall. The resulting increase in the plasma potential accelerates the positively charged ions towards the wall in the sheaths close to the plasma-facing surfaces. This was found to increase the influx of tungsten and beryllium impurities in the ASDEX Upgrade and JET-ILW cases respectively\cite{145},\cite{146}.
Increased main chamber and divertor beryllium brightnesses during periods when ICRH was used have also been observed as part of the current study. The higher influx of beryllium into the SOL in general will lead to a higher beryllium fraction in the ion flux incident on the divertor. Thus, an approximate replication of the effects of ICRH was applied in the modelling by varying the beryllium flux fraction. The code was run with 2 seconds of the reference conditions (with 0.2% beryllium flux fraction), followed by 2 seconds with 0.5% beryllium flux fraction.

The results of this modelling are shown in Figure 8.4, with the two periods identified as 'Before ICRH' and 'During ICRH' respectively. The latter period with the increased flux fraction shows increased beryllium surface coverage and sputtering.
Figure 8.5: Plot showing modelled beryllium surface coverage at two different times during a run in which the strike point was moved from tile 5 to tile 6. Beryllium redistributes from tile 5 to tile 6, before being re-eroded from tile 6 when the strike point moves there and migrating to the corner region.

yields, to first order replicating the effects seen experimentally. It is further noted that this in turn leads to increased deposition in the outer divertor corner. This underlines the importance of the control of impurities in JET-ILW and ITER and suggests that particular attention must be paid to this when ICRH is used. Possible mitigation methods, such as operating with configurations that maximize the distance between the plasma and the ICRH antennae, have been suggested for limitation of the ICRH-induced impurity influx in the main chamber [145].

8.2.3 QMBs

The QMB in the outer corner of JET-ILW provides experimental data for comparison to the modelled deposition results. Absolute comparisons of deposition rate magnitudes to those found from the rotating collectors and modelling are problematic due to the differing acceptance angles and limited shutter opening times of the QMB. However, the average deposition rate on the QMB, while the shutter was opened, of approximately $1.2 \times 10^{15} \text{ cm}^{-2}\text{s}^{-1}$ is at least of the same order of magnitude as that found from the corresponding collector and the modelling. More usefully, the improved time resolution of the QMBs relative to the collectors allows the effects of different plasma conditions on deposition in the outer corner to be examined in more detail.
8.2.3.1 Shot history

The average depositions on the QMB and their associated errors may be calculated for different categories of discharges. Insight can be gained by looking specifically at discharges for which the strike point varies with time. While some of the discharges for which the QMB shutter was opened had strike points on tile 6 from the start of the divertor phase, others had strike points that moved from tile 5 to tile 6. Although the QMBs only provide one data point for each discharge in which they are used, comparing these two subsets of discharges provides a method for analysing the influence of shot history on erosion and deposition. Those strike points that moved from tile 5 to tile 6 before the shutter was opened resulted in average deposition of 
\[
(3.4 \pm 0.9) \times 10^{15} \text{ cm}^{-2}\text{s}^{-1},
\]
whereas those that stayed on tile 6 for the whole divertor phase resulted in deposition of 
\[
(1.1 \pm 0.3) \times 10^{15} \text{ cm}^{-2}\text{s}^{-1}.
\]
This represents a factor of \(\sim 3\) higher deposition rate for discharges with outer strike points that moved from tile 5 to 6.

The agreement of the modelling results with this varied depending on the amount of time the strike point was on tile 5 for prior to moving to tile 6 and on the plasma density. Increases in both of these parameters led to higher redeposition on tile 6, giving a greater source of beryllium when the strike point subsequently moved to tile 6. This process is demonstrated in Figure 8.5. The factor of \(3\) increase in deposition was able to be replicated with long periods of strike point time on tile 5 and high densities, but factors of \(\sim 1.5 - 2\) were found to be more usual. This is lower than the difference found experimentally, though the figures do approximately agree within the experimental errors. The shot history effect seen from the QMB data and the modelling reinforces the importance of the beryllium surface coverage on the divertor.
tiles for the degree of erosion and deposition that occurs.

### 8.2.3.2 Sweeping strike points

The effects of moving strike points can be further investigated by considering those that sweep back and forth on tile 5. Figure 8.6 shows an example of this for discharge 87223. Each time the strike point moves further down tile 5, the spectroscopic beryllium yield increases. This may be due to refreshing of the beryllium deposits at large $x$-values when the strike point is located higher up tile 5, providing a larger reservoir of beryllium for re-erosion when the strike point subsequently moves outward.

Modelling of this strike point sweeping shows increases in the corner deposition rate by factors of 5 - 30%, depending on the plasma density. Higher plasma densities resulted in greater redeposition and therefore increased refreshing of deposits. This caused greater sputtering when the strike point moved back towards the outer corner and hence higher deposition at the QMB location. Sweeping of strike points offers one way of protecting plasma-facing materials in the divertors of future high-power tokamaks through limiting the time for which different surfaces are exposed to the peak power fluxes. However, refreshing of beryllium deposits and the associated periodic recovery of beryllium sputtering yields suggests that this can lead to increased remote deposition of impurities.

The measurements taken during sweeping strike points resulted in an average QMB deposition of $(1.6 \pm 0.2) \times 10^{15}$ cm$^{-2}$s$^{-1}$, while those that were approximately stationary yielded $(1.1 \pm 0.2) \times 10^{15}$ cm$^{-2}$s$^{-1}$. The 5 - 30% increase in corner deposition rate for sweeping strike points is lower than this $\sim 50\%$ increase seen experimentally (though the relative size of the uncertainties here are large). This mismatch may be due to the fact that some of the measured discharges with sweeping strike points also had ELMs, possibly increasing the corner deposition further.

### 8.2.3.3 ELMs

First attempts have been made at representing ELMs within the Monte Carlo model. The approach used follows that implemented in [127], with the reference plasma conditions interspersed with 50 Hz, 500 $\mu$s periods with ELM-like conditions. The divertor conditions during ELMs are a matter of ongoing scientific enquiry. Theoretical treatments [147] and recent measurements [148] have indicated that the electron temperatures are surprisingly low. The ‘free-streaming’ model suggests that the electrons are forced to transfer most of their energy to ions in order to preserve quasineutrality of ELM filament parallel transport. Hence, while the modelled electron temperature $T_e$ is kept at 25 eV, the assumption of $T_i = T_e$ is clearly not valid here. Following the analysis in [148], electron densities $n_e$ of $10^{20}$ m$^{-3}$, ion impact energies $E_i$ of $\sim 3$ keV and a tripling of the ion flux with regard to the reference conditions are applied for the ELMy periods in the Monte Carlo model. In addition, a doubling of the beryllium fraction in the incident flux is also applied, originating from increased plasma-wall interaction in the main chamber [149].

Figure 8.7 shows the modelled beryllium brightness due to these ELMy conditions. The higher influxes of beryllium during the ELMs cause periodic recoveries of the
beryllium brightness after the initial fall-off at the start of the divertor phase. The recoveries also resulted in increased beryllium migration to the outer corner; the corner deposition rate during the whole ELMy period was increased by $\sim 15\%$ relative to the reference conditions. This initial study suggests that the ELMs contributed to the increase in the experimental deposition on the QMB and reinforces their importance as a driver of first wall erosion and thereby remote deposition.

This section has used the Monte Carlo modelling of erosion and deposition to compare to and investigate experimental results. The deposition on the outer corner rotating collector has been modelled for different plasma conditions. Using this work, the experimental depositions and the results of the long-term, geometrical modelling of collector deposition have been analysed. The importance of ICRH has been considered in terms of its effects on the divertor erosion/deposition. Investigation using spectroscopy and modelling has shown an increase in beryllium coverage and sputtering yields due to the increased beryllium source from the main chamber. The deposition rate on the outer corner QMB has been considered for different plasma conditions, with modelling of these conditions indicating similar dependencies. In particular, movement of the strike point has been seen to increase the deposition rate in the outer corner due to the strike point falling on surfaces where significant redeposition had previously occurred. First attempts at describing ELMs within the Monte Carlo code have also resulted in increased modelled deposition in the outer corner. The following section will further investigate experimental results through modelling of the initial peaks seen in beryllium spectroscopy signals at the start of the divertor phase.

**Figure 8.7:** Plot showing the spatially-averaged modelled beryllium brightness including ELMy conditions. The first 0.5 s show the reference conditions at the start of the divertor phase; the following 0.5 s include 50 Hz, 500 $\mu$s ELMs. The brightness periodically recovers during and immediately after these ELMs.
8.3 Peaking of the beryllium brightness during the initial divertor phase

In Section 7.3 it was observed that when the strike point first forms, the spectroscopic beryllium yield is often of a similar magnitude to that calculated using analytical yield equations. However, the spectroscopic yield quickly falls below the calculated yield, suggesting that beryllium may be removed from tile surfaces during this initial period. The start of the divertor phase can thus contribute a disproportionately high fraction of the total divertor beryllium erosion. These initial beryllium peaks have been investigated using a combination of the Monte Carlo model and divertor spectroscopy.

8.3.1 Observation of initial peaks

The JET divertor surfaces are viewed by a series of spectroscopic chords, which provide the beryllium brightness signals as a function of time. When the plasma moves from limiter phase to divertor phase, peaks in the beryllium brightness signals are observed for large numbers of discharges. An example of these experimental observations is shown in Figure 8.8. Before the strike point forms at \( \sim 50.1 \) s, the beryllium brightness is low and in any case is likely to contain a significant contribution originating from light reflected from the main chamber. After formation of the strike point, the beryllium brightness decays from its peak value to an approximate equilibrium level in a few tenths of a second.

Given these experimental observations, it is worth considering whether similar be-
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Figure 8.9: Total modelled beryllium brightness as a function of time for the reference case. Direct comparison of the magnitude of Figure 8.8 with this signal would require multiplication of the former by the SXB value. The difference in magnitude by a factor of $\sim 10^{-15}$ is in approximate agreement with SXB values corresponding to the relevant conditions.

haviour is evident in the Monte Carlo modelling results. Since the model records temporally and spatially resolved ionisation of beryllium neutrals, a synthetic diagnostic giving modelled beryllium brightnesses may be constructed. Figure 8.9 shows the total modelled outer divertor beryllium brightness for the reference case described in Section 7.4. The fall-off of the brightness from the initial peak level shows good qualitative agreement with the experimental results (i.e. in timescale and reduction in magnitude). In the modelling, this initial peak is seen to be associated with the initial burn-off of beryllium from the tile surfaces. The similarity of the experimental and modelled profiles thus may suggest that a similar effect contributes to the experimental initial peaks. However, it is noted that if this is the case, the burn-off of beryllium from the tiles and the evolution of the brightness profile will vary depending on the surface and plasma conditions. Such variations are therefore investigated in the following section.

8.3.2 Modelling

The modelling indicates that the burn-off of initial beryllium coverage on the tiles is important for the formation of the observed initial peaks. Indeed, it is reasonable to expect that the relative height and/or width of the peaks will depend on this initial coverage. However, the amount of beryllium on the tiles is also affected by the incoming beryllium fraction in the incident flux. A 2-dimensional parameter scan over varying initial coverages and flux fractions has been performed in order to investigate their effects on the initial peaks. By characterising these initial peaks for
different conditions, it is hoped that it will become possible to further analyse their experimental causes and significance.

In order to perform the analysis in a systematic way, it is necessary to make some definitions in order to quantify the characteristics of the peaks. Figure 8.10 again shows the modelled brightness profile from the reference case, with these definitions super-imposed over the plot. The brightness ratio is defined as the minimum, equilibrium brightness signal level divided by the peak signal level. It therefore describes the inverse of the relative magnitude of the peak. High brightness ratio values indicate a peak that is small in height relative to the equilibrium signal magnitude; low brightness ratio values indicate that the brightness drops significantly from the peak to the equilibrium level. On a practical level, this inverse definition has the advantage that for large reductions in brightness, the ratio tends towards zero rather than infinity. The second defined parameter is the time taken for the brightness to fall 90% of the way from the peak level to the equilibrium level. Thus, this $t_{90}$ value describes the time taken for the peak to dissipate.

Figure 8.11 shows the variation of the brightness ratio parameter with the initial coverage and beryllium flux fraction applied in different modelling runs. For the runs represented in the bottom right corner of the plot, the initial coverage was high, but there was little or no beryllium in the incident flux. Equivalently, there was a large initial source of beryllium, but little replenishment of this source. This results in a large initial peak and subsequent strong decay of this peak as the beryllium coverage depletes. Thus, the ratios of final to initial brightnesses are very low for these conditions.

The upper left of the parameter space described by the plot corresponds to lower initial beryllium coverage and increased beryllium fractions in the incident flux.
These runs had a lower initial beryllium source, but an increased constant, incoming source that replenished the beryllium. Decreasing the initial beryllium level and increasing the equilibrium level results in relatively small initial peaks. Thus, lower initial coverages and higher flux fractions are seen to increase the brightness ratio parameter.

Figure 8.12 shows the effects that variations in initial coverage and flux fraction have on the timescale of the peaks, described using the $t_{90}$ parameter. The brightness ratio parameter describing the peak magnitude showed a strong dependence on both the initial coverage and the flux fraction. Figure 8.12 indicates that $t_{90}$ has a more pronounced dependence on the initial beryllium coverage. Higher initial coverages provide larger initial beryllium sources, which take longer to burn-off from the tiles. However, it is noted that the higher spatial coverages also cause higher initial erosion yields, which weakens the dependence of the peak timescales on coverage. Thus, for relatively low flux fractions, there is only a factor of two or less increase in $t_{90}$ for 1 monolayer initial coverage relative to 0.05 monolayer initial coverage. The colour bar demonstrates the relative narrowness of the range of timescales observed from the modelling.

Though the initial coverage appears to be the most important parameter for the peak timescales, there is also a dependence on the flux fraction. For high initial coverage cases, a higher flux fraction in general causes a larger $t_{90}$ value. Physically this is explained by the higher incoming source from the incident flux partially offsetting the burn-off of the initial source, spreading its depletion over longer timescales. However,
for low initial coverages, an explanation of the decrease of $t_{90}$ with increasing flux fraction is less obvious. Figure 8.11 shows that these conditions result in small initial peaks, i.e. small reductions in brightness magnitudes. Because the brightness magnitudes fall by so little for these cases, the times taken for these decreases to occur are also themselves low.

A systematic study of the modelled dependence of the initial peaks on initial coverage and flux fraction has been performed. This has demonstrated larger relative magnitudes of initial peaks for high initial coverages and low flux fractions. It has also shown that the peaks take longer to dissipate for higher initial coverage and that the timescales additionally depend on the flux fractions. In Section 8.3.4, these modelled dependencies will be used to help interpret initial peaks seen from experimental spectroscopy. Before this is considered, the following section will provide a brief analysis of the spatial profile of the sputtering yield and how it evolves during and after the initial peak period.

### 8.3.3 Yield profile

Figure 8.13 shows spatial yield profiles and surface coverages at different times during a run using the reference conditions. At the start of the run, when the strike point
first forms, the yield peaks around the strike point on tile 5. However, at later times, the beryllium yield peaks closer to the corner on tile 6. Some of the beryllium neutrals sputtered from the strike point region escape from the vicinity and only get ionised at larger $x$-coordinates. This broadens the beryllium peak and shifts it to larger $x$-values, an effect that is present throughout the modelling runs.

However, the outward movement of the location of the peak spectroscopic yield is mostly caused by the changes in the beryllium surface coverage. As the beryllium coverage close to the strike point is depleted, the yield from this region also decreases. The spatial coverage on tile 6 is greater (for tile 5 strike points) due to lower erosion from here previously and redeposition of beryllium previously eroded from tile 5. This higher spatial coverage allows significant sputtering yields to be maintained for longer on tile 6 relative to tile 5. Thus, after the initial period, the peak of the spectroscopic yield profile is seen to shift from tile 5 to tile 6.
8.3.4 Experimental initial peaks

It is hoped that comparison of experimental and modelled initial peaks will enable a greater physical understanding of the dominant processes involved. A database of discharges with suitable properties for experimental investigation of the initial peaks was created. The discharges were selected to have strike points on tile 5, to not have strike point movement of more than 2 cm in the first second of divertor time, and to have no significant variations in plasma current or heating over this first second. This filtering allowed closer comparison with the modelling results and reduced the parameter space. Some discharges did not display a recognisable peak in the beryllium brightness and these cases were neglected. However, even with the filtering, a large number of discharges with initial peaks were observed. The brightness ratio and $t_{90}$ parameters, as defined in Figure 8.10, were calculated for each of these discharges.

Figure 8.14 shows binned data for the numbers of discharges with brightness ratio parameters in different ranges. The ratios range from $\sim 0.4$-0.8 and peak between 0.5 and 0.6 (i.e. a fall in signal magnitude by a factor of $\sim 2$). Similarly, Figure 8.15 shows the numbers of discharges with $t_{90}$ parameters in different ranges. The initial peaks are seen to last for between 0.1 and 0.5 s, peaking at 0.25 - 0.3 s. These values may be compared with the modelled parameter ranges in Figure 8.11 and Figure 8.12. In general, the ranges of values seen experimentally agree well with the ranges found from the modelling. Though a point is not uniquely defined by them, the peak experimental values suggest a location in the 2-D parameter space close to but not at the top left corners of Figure 8.11 and Figure 8.12. In the ranges described by the plots, this corresponds to low to medium initial coverages of $\sim 0.1$ - 0.4 monolayers and medium to high flux fractions of $\sim 0.1$ - 0.4% (with the possible range of each of these parameters dependent on the value of the other).
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It is also worth considering whether similar initial peak results are seen with other modelling efforts. WallDyn modelling has indeed been used to demonstrate higher beryllium brightnesses at the start of the divertor phase relative to later during the discharge [118]. The 40% drop in brightness for the outer divertor case corresponds to a brightness ratio of 0.6, which agrees well with the experimental and modelled brightness ratios identified above.

While it is useful to consider the overall experimental ranges of the brightness ratio and $t_{90}$ parameters, it is desirable to be able to identify dependencies within the data in order to further understanding of the physical processes involved. To this end, various correlations of the brightness ratio and $t_{90}$ parameters with experimental data from the relevant discharges were attempted. However, in general these yielded only poor correlations, which prompted a closer study of the transition from the limiter to the divertor phase.

The inner wall gap is the horizontal distance between the inner wall and the plasma at the midplane. When the plasma transitions from limiter to divertor phase, this wall gap gradually opens up. The rate at which this occurs was found to have a strong effect on the timescale of the initial peak (Figure 8.16). Taking 2.5 cm as a characteristic gap size, larger times taken for the plasma to reach this gap size are found to correspond to longer peak timescales.

When there is a smaller gap between the plasma and the wall, more sputtering of the beryllium tiles can occur. Since the magnetic flux lines lead from the region near the wall to the divertor, it is reasonable to assume that the discharges with plasma that stays closer to the wall for longer have larger initial beryllium fractions in the flux to the divertor. The convective transport along field lines is orders of magnitude faster than the diffusive transport across field lines, resulting in migration of beryllium to the divertor from the main chamber. As the plasma moves away from the wall, the beryllium fraction should decrease, leading to a decrease in the beryllium brightness.
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Figure 8.16: Correlation of $t_{90}$ with the time between the start of the divertor phase and the time when a 2.5 cm gap has opened between the inner wall and the plasma. The trend line has a $r^2$ value of 0.58.

observed in the divertor. These results imply that such time-varying beryllium flux fractions are a key cause of the initial peaks that are observed experimentally.

This analysis offers an alternative reason for the initial peaks to the previous modelling work, which assumed a constant flux fraction and had a greater focus on the initial beryllium coverage on the divertor tiles (though this is addressed in Section 8.3.5). However, the non-zero $y$-intercept of the trend line in Figure 8.16 suggests that there may be a residual dependence on initial coverage. Even for wall gaps that become large almost immediately, an initial peak remains. This non-zero offset remains in place even if 5 cm rather than 2.5 cm is chosen as the limiting gap distance.

It is further noted that the plot still shows considerable variation in $t_{90}$ even along constant values of the ‘gap time’ (i.e. in the $y$-direction). The spacing of the points along the $x$-axis reflects the finite time resolution of the EFIT data that gives the wall gap information. The first two ‘columns’ of points, for which the time taken to reach the gap was less than 50 ms, were selected from the plot. These points should correspond to discharges for which the inner wall gap had the least effect on the divertor erosion/deposition behaviour through time-varying beryllium flux fractions. Therefore, the discharges corresponding to these points were analysed in more detail as they offer the best opportunity to identify dependencies on conditions other than the plasma-wall gap.

Within this data, dependencies of the brightness ratio and $t_{90}$ parameters on the limiter operations preceding the divertor phases were identified (Figure 8.17). The data selected represented a relatively small range of discharges, which were found to broadly separate into two groups of short and long limiter phases. Averages have been taken over each group, with error bars representing the standard deviations.
Figure 8.17: Plots showing the residual dependence of the brightness ratio and $t_{90}$ parameters on limiter time (upper) and integrated main chamber beryllium brightness during the limiter phase (lower) for discharges in which the wall gap became large immediately after the start of the divertor phase. The relatively small range of selected discharges approximately separated into two groups of short and long limiter times. These groups have been averaged over, with the standard deviations represented by error bars. The lines between points are intended to guide the eye only.

The upper plot shows that for longer limiter phases, the initial peak lasts longer and the brightness ratio parameter is smaller (i.e. the relative magnitude of the peak is greater). The same dependencies of peak timescales and relative magnitudes on the integrated main chamber beryllium observed by spectroscopy during the limiter phase are shown in the lower plot.

In [119] and [118], transport of beryllium from the main chamber to the divertor during the limiter phase is inferred. Increases in this transport to the divertor for increasing limiter time and main chamber beryllium source are expected. The dependencies of the initial peak parameters shown in Figure 8.17 similarly indicate that
initial coverage of beryllium on the divertor tiles increases with the limiter time and the integrated limiter beryllium source. As has been previously shown (see Figure 8.16), the details of the transition from limiter to divertor phase strongly affects the initial peaks through the influence of initially high beryllium flux fractions. However, Figure 8.17 also indicates that an initial coverage formed during the limiter phase and burnt off at the start of the divertor phase contributes to the formation of these initial peaks.

The initial peaks have implications for the amount of deposition that occurs in remote areas. From the modelling, this peaks in the outer corner during the initial period when the beryllium source is greatest, before gradually reaching an equilibrium level in most cases. This suggests that the total deposition in the remote areas has a dependence on the total length of each discharge. In ITER, discharges are planned to last 400-500 s. The initial peak period contributes the highest deposition rate and constitutes only a small fraction of the total discharge time. In other words, were the Monte Carlo model to be run for a repeated series of identical 2 s runs, the average remote deposition rate would be higher than that for a single 400 s run. This is related to the effect of the initial peaks and the refreshing of divertor deposits. If similar behaviour occurs in ITER to that observed in JET, which the matching plasma-facing materials and similar geometries provide confidence of, the implication is that the remote beryllium deposition rate may be suppressed.

For minimisation of remote divertor deposition, the duration of the limiter phase, and the duration of the transition from the limiter to divertor phase, should be minimised. There exist ‘large bore’ ITER scenarios that start up with relatively large plasma volumes, allowing divertor phases after only $\sim 13$ s [150]. This represents $\sim 3\%$ of the total discharge time in ITER, relative to limiter phases in JET that often comprise in the region of $\sim 30\%$ of the discharge time. Such early transitions to the divertor phase should limit beryllium transport to the divertor and deposition in remote divertor locations (though it is noted that the absolute magnitude of deposition is likely to be higher than in JET due to the larger surfaces involved). It is sensible to focus the majority of strong plasma-material interaction on the thermally and physically robust tungsten tiles in the divertor rather than on the beryllium tiles in the main chamber, which are relatively susceptible to damage by comparison.

### 8.3.5 Time-varying flux fractions

The previous section demonstrated the importance of an initially high, decreasing beryllium flux fraction for the experimental initial peaks. However, in the modelling, the flux fraction has been kept constant during each run. Here, a varying flux fraction is implemented in the model in order to check whether it can contribute to the modelled initial peaks as it is seen to do experimentally.

Figure 8.18 shows results from modelling runs incorporating time-varying beryllium flux fractions. The flux fraction is decreased from 1% or 0.5% to 0.2% in the first 0.2 s of each run. This is performed for zero initial coverage and 0.1 monolayer initial coverage. In the zero initial coverage case, no initial peak is observed for a constant 0.2% flux fraction. However, when an initially high flux fraction is applied, peaks are evident and increase in magnitude for larger initial flux fractions. For the 0.1 monolayer initial coverage case, the higher initial flux fractions increase the
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Figure 8.18: Plot showing the modelled beryllium brightnesses for runs with initially large beryllium flux fractions, which reduce to constant levels after 0.2 s. Also shown for reference are the relevant constant flux fraction cases.

This section has investigated the initial beryllium brightness peaks seen from experiments and modelling when the strike point first forms. In the modelling, the initial beryllium surface coverage and flux fraction were identified as important for the magnitude and timescale of the peaks and parameter scans were performed over these quantities. Analysis of the initial peaks seen experimentally indicated that an initially high flux fraction, due to the proximity of the plasma to the main chamber inner wall, constituted a major contribution to the initial peaks. Further analysis revealed an additional dependence on the limiter phases preceding the transitions to divertor phases, from which transport of beryllium to the divertor and a dependence of the initial peaks on surface coverage were inferred. The application of time-varying flux-fractions in the model were found to reproduce the behaviour seen experimentally.

8.4 Conclusions

This chapter has compared and contrasted results gained from Monte Carlo modelling of erosion, deposition and migration of beryllium in the JET-ILW outer divertor with corresponding experimental results. This enables the physicality of the description provided by the model to be analysed and the significant mechanisms driving experimental results to be elucidated.
Experimental results from rotating collectors, QMBs and spectroscopy have been analysed, showing reasonable agreement with results from corresponding modelling efforts. The modelled deposition rate on the outer corner rotating collector (for the reference case) is approximately a factor of three greater than the average deposition rate seen experimentally. This may be due to an overestimate of the characteristic beryllium flux fraction. A combination of Monte Carlo modelling and spectroscopy has been used to investigate an increase in divertor beryllium erosion and deposition when ICRH is applied, which is attributed to a greater main chamber beryllium source. QMBs and the Monte Carlo model have been used to demonstrate the importance of strike point locations/movements and ELMs for increasing erosion and deposition at the tiles and in remote regions.

Initial peaks in beryllium brightness seen at the start of the divertor phase from both spectroscopy signals and modelling have been investigated. The modelling revealed the dependencies of these peaks on the input initial coverages and beryllium flux fractions. Analysis of experimental data demonstrated the importance of the transition from the limiter to the divertor phase as well as the effects of impurity transport to the divertor during the limiter phase.

The Monte Carlo model has proved flexible and useful in the investigation of erosion, deposition and material migration in the JET-ILW divertor. It both incorporates, and enables investigations of, experimental results. The simplicity of use, efficiency and versatility of the model facilitates its application to a wide range of different plasma and surface conditions.
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Conclusions

This chapter will draw together the material presented in the preceding chapters to give a comprehensive understanding of the scope and key features of this study. Section 9.1 provides a summary of each previous chapter and serves as a reminder of the work presented. In section 9.2, a non-exhaustive selection of the most important points of this study are highlighted. Their significance and relation to current scientific knowledge are outlined in general terms. Finally, section 9.3 looks ahead to work that is either forthcoming or that would be advantageous in furthering understanding of erosion and deposition in tokamaks.

9.1 Summary

The aim of the presented study is to investigate erosion, deposition and material migration in the JET divertor and to compare between the behaviour observed under JET-C and JET-ILW operation. Determination and analysis of the different characteristics exhibited by the different plasma-facing materials provides vital information for the efficient, economic and safe operation of ITER. A combination of different diagnostics and modelling techniques have been applied in different areas in order to produce a detailed study of the relevant processes and results.

Chapter 1 introduced the importance of the diversification of energy supply in the context of rising populations, increasing energy demand, depletion of fossil fuels and environmental considerations. The mechanisms underpinning nuclear fusion were described and its potential as a future method for energy production was stressed. Currently, the most promising device for achieving industrial nuclear fusion is a magnetic confinement vessel known as a tokamak. The workings of these devices were described and JET, the tokamak on which the current study is based, was introduced. The mechanisms causing erosion and deposition of plasma-facing materials in tokamaks, and their deleterious consequences, were outlined in anticipation of the work detailed in the following chapters.

Chapter 2 described and critiqued previous studies of erosion, deposition and material migration, providing context and motivation for the current study. Sputtering yields were introduced, providing a metric for the quantification of the lifetimes and
expected influxes to the plasma for different plasma-facing materials. Post-mortem tile analysis techniques provide the most fundamental measure of surface change, but suffer from a lack of temporal resolution. This is addressed through the use of time-resolved diagnostics such as rotating collectors and quartz microbalances, which allow erosion and deposition to be related to the corresponding plasma conditions. Techniques such as spectroscopy further provide access to sub-millisecond time resolutions. Modelling supplements these techniques by enabling investigation of mechanisms that are spatially or temporally inaccessible to experimental analysis.

Though erosion and deposition studies implicitly concern long-term changes to material surfaces, the relevant mechanisms driving these surface changes can vary by orders of magnitude over small length and time scales. From the review of the current literature, the role of the current study was identified. The approach outlined was to focus on diagnostics that provide medium time resolution data, namely the rotating collectors and QMBs, while comparing to and taking inputs from both ends of the time resolution spectrum.

Chapter 3 introduced the experimental tools and techniques used in the current study. The main diagnostics used are rotating collectors, which vary the surfaces deposited on and thus provide a time history of deposition, and QMBs, which exploit the dependence of the vibrational frequency of a quartz crystal on mass to measure erosion/deposition rates. Ion beam analysis provides a means of identifying and quantifying the deposits on different surfaces through the interaction of high energy ions with target nuclei.

Chapter 4 described the modelling techniques used to investigate erosion and deposition. Since the collectors provide data over long timescales, a simplified, geometrical model incorporating a range of experimental data was used to describe the time-varying deposition on them. In contrast to this, an alternative modelling approach was used to investigate the erosion, deposition and transport in the JET-ILW divertor in more detail and at higher time resolutions. This Monte Carlo code involves more explicit analysis of the ionisation, redeposition and reflection of eroded beryllium. It was written to be flexible so as to enable application to a wide range of different experimental conditions.

In Chapter 5, time-dependent, species-specific deposition results from rotating collectors located in the central JET-C and JET-ILW divertors were presented. Time-dependent deposition profiles from the geometrical modelling showed good qualitative agreement with those found experimentally. The JET-ILW collector demonstrated a replacement of carbon by beryllium as the dominant deposit and additionally showed a reduction in the retained deuterium. The deposition on the JET-ILW collector was reduced by an order of magnitude relative to that on the JET-C collector, demonstrating the success of the ITER-like wall in the context of erosion and deposition.

Chapter 6 extended the analysis of Chapter 5 to rotating collectors located in the inner and outer divertor corners. In general, modelled and experimental deposition profiles showed good qualitative agreement, but this was only achieved in the JET-C outer divertor by neglecting deposition due to tile 6 strike points. Analysis of outer divertor quartz microbalances further indicated net deposition for tile 5 strike points, but net erosion for tile 6 strike points in JET-C.
The lack of deposition for tile 6 strike points in JET-C was explained via the high surface temperatures limiting carbon deposition and promoting thermally-driven chemical re-erosion. The different chemical properties of beryllium mean that it is not chemically eroded, resulting in net deposition occurring in the outer JET-ILW divertor for both tile 5 and tile 6 strike points (as observed from QMB results and inferred from the collector modelling). This resulted in a higher deposition rate in the JET-ILW outer divertor corner than in the inner divertor corner, contrasting with the higher JET-C inner corner depositions seen from both the rotating collectors and a multitude of previous studies. Thus, the reversal of deposition asymmetry was attributed to the different chemical properties of carbon and beryllium and the associated responses to elevated temperatures.

Chapter 7 presented results from Monte Carlo modelling of erosion, deposition and material transport in the JET-ILW outer divertor, incorporating processes such as sputtering, self-sputtering, reflection, ionisation and redeposition. The limited availability of beryllium impurities in JET-ILW and analysis of spectroscopy data suggested that the local beryllium surface coverages have a considerable impact on the erosion and deposition behaviour. The effects of modelling input parameters such as strike points, beryllium flux fractions, initial beryllium coverages and plasma temperatures/densities on the time-varying beryllium distributions and redistributions were presented and discussed. This modelling provides a way of analysing the distribution and redistribution of deposits due to various experimental conditions, which are otherwise difficult to diagnose.

In Chapter 8, Monte Carlo modelling was used to investigate results from rotating collectors, quartz microbalances and spectroscopy. The importance of different plasma parameters, surface conditions and strike point movements for outer corner beryllium deposition was discussed. Spectroscopy and modelling both demonstrated the presence of initial peaks in the beryllium brightness at the start of the divertor phase. The effects of the modelled initial coverage and beryllium flux fraction on the peak magnitudes and timescales were investigated through a parameter scan. Experimental data analysis demonstrated the importance of the transition from the limiter to the divertor phase transiently increasing the impurity transport to the divertor. It additionally suggested that beryllium transport from the main chamber to the divertor during the limiter phase contributed to these initial peaks.

While this section has provided a summary of the material presented in previous chapters, the following section will identify and describe some of the most important features of this research in order to highlight their significance.

9.2 Key points

A selection of the most important results and methods of the current study is presented here for reference. Their relation to the current state of scientific knowledge and their significance in the context of furthering fusion research are also described.

Reduction in the deposition on rotating collectors by an order of magnitude in JET-ILW relative to JET-C.
One of the key motivations for replacing the carbon plasma-facing materials of JET with beryllium and tungsten was the expectation of reductions in chemical erosion/sputtering, hopefully resulting in reduced impurity deposition and fuel retention. The rotating collectors have shown a replacement of carbon by beryllium as the dominant deposit, as well as large reductions in impurity deposition and deuterium retention in these remote areas. This demonstrates the success of the ITER-like wall in terms of erosion, deposition and material migration and provides confidence of similar behaviour in ITER. Since JET-ILW is on the critical path for the success of ITER, several other studies have investigated remote deposition since the installation of the ITER-like wall and shown complementary results. These high-level ion beam analysis results from the collectors thus represent a confirmation of the results of other studies, but they are results that are crucial to be certain of for efficient and safe operation of ITER.

Exploitation of the rotating collector diagnostic and the data it provides.

The rotating collectors are a novel diagnostic developed, and solely used, at JET. They retain the benefits of surface science by enabling quantitative, species-specific measurements from different vessel locations, while adding a time-dependence that allows relation of changes in deposition to changing plasma conditions. An explanation of the working mechanism of the collectors and limited comparisons of results from two collectors to experimental conditions have previously been presented. However, prior to the current study, a detailed exploration and exploitation of the data generated from this diagnostic was lacking. The current study has made extensive use of the rotating collectors, allowing the understanding of erosion/deposition to be furthered. It has also demonstrated the considerable uses of the data from this diagnostic, enabling improved exploitation of the rotating collectors in continuing fusion research.

Reversal in deposition asymmetry between the inner and outer divertor corners.

Under ITER-like wall operation, the deposition in the outer divertor corner was determined to be greater than that in the inner divertor corner. This represents a departure from decades of carbon wall experience, during which inner divertor deposits dominated. It is important to gain an understanding of where deposits are likely to accumulate in ITER, not least because these impurity deposits generally have high levels of retained fuel. Other studies reported higher deposits in the outer divertor than in the inner divertor at similar times to the rotating collector results, but the significance of the results does not appear to have been stressed. As part of the current study, this reversal of deposition asymmetry was independently diagnosed and its importance as a result in itself was highlighted and discussed.

Explanation of differing distributions of deposits under ITER-like wall operation based on chemical and thermal effects.

The rotating collector results/modelling and QMB results suggested: i) a reversal in deposition asymmetry in the JET-ILW divertor and ii) a lack of outer divertor deposition in JET-C when the strike point was close to the outer corner. The greater susceptibility of carbon to chemical sputtering/erosion relative to beryllium, and the
temperature dependence of these chemical effects, are well known. However, the self-consistent explanation of the above results based on these chemical/thermal effects and strike point locations is a new contribution. The proposed explanation represents one possible interpretation of the results, to which there may be other contributing factors that need further elucidation. Such other effects may be studied with the help of the experimental erosion/deposition results presented herein. The nature and degree of plasma-material interactions in tokamaks are strong functions of the compositions of the material surfaces. The understanding of the processes underpinning the differences in erosion/deposition between JET-C and JET-ILW, contributed to by these investigations, is vital for predicting the behaviour in further experiments and future tokamaks.

Use of empirical modelling techniques to describe erosion and deposition.

Incorporating experimental data into modelling efforts is a well-known technique, both within fusion research and in other fields. This has been exploited and extended in the current study through the new approach of incorporating data over whole campaigns to supplement the geometrical modelling of collector deposition. While Monte Carlo modelling is a popular approach for describing plasma-material interaction, this study had a greater focus than most on incorporating and comparing to experimental results. Additionally, there was a strong focus on the flexibility and efficiency of the model, especially as regards user modification. ‘Empirical’ modelling techniques similar to those applied here may be of considerable importance in studying erosion/deposition in tokamaks moving forwards. In particular, they provide a means of bridging the gap between the very small length and timescales relevant for atomistic erosion/deposition processes and the macroscopic erosion/deposition effects that manifest on the timescale of whole campaigns and are relevant for vessel longevity. The potential uses, and limitations, of such empirical modelling techniques have been explored and demonstrated in this study.

Importance of evolving surface composition for erosion and deposition processes.

It is well-known that the nature and degree of plasma-material interaction processes is contingent on the composition of the relevant surfaces. Indeed, this was a key motivator for the transition from carbon to metal plasma-facing materials in JET. This study has furthered understanding of this area through investigations of the importance of beryllium coverage on divertor tile surfaces. Analysis of divertor spectroscopy, in combination with analytical calculations, enabled the importance of this coverage to be identified. It is clear that tungsten tiles with large beryllium coverages maximise sputtering of beryllium, but minimise beryllium reflection due to efficient Be-on-Be sticking. Conversely, low beryllium coverages minimise sputtering (since there is little beryllium to be sputtered), but maximise reflection from the bare tungsten tiles. These opposite dependencies weaken the overall dependence of beryllium ejection on surface coverage, but there remains an increasing beryllium reservoir on the tiles with increasing coverage that results in larger Be sources. Monte Carlo modelling has been used to demonstrate how different plasma conditions affect this distribution and redistribution of beryllium on surfaces and the importance of this for remote deposition. This modelling provides a flexible tool for analysing the evol-
ution of beryllium surface coverages. It has been used to investigate time-dependent effects such as how movements of the strike point can lead to increases in beryllium erosion due to the formation of beryllium reservoirs on surfaces.

**Significance of limiter phase and initial divertor phase for impurity transport to remote areas.**

The transport of beryllium from the main chamber to the divertor during the limiter phase has previously been inferred from spectroscopy and modelling using WallDyn. This knowledge was built on in the current study through investigation of the initial peaks in beryllium spectroscopy signals observed at the start of the divertor phase. Divertor spectroscopy and Monte Carlo modelling were used to develop understanding of the role of the initial beryllium coverage on tiles, the beryllium fraction in the incident deuterium flux and the transition from the limiter to the divertor phase. These analyses showed the significance of these features for contributing to deposition in remote areas. The investigation of the initial peaks is important in furthering understanding of what may be done to limit remote impurity deposition and fuel retention in ITER, which is crucial for safety and fuel efficiency.

This section has highlighted a subset of the most important results and methods presented in the current study. This research has furthered understanding of the different erosion/deposition behaviour in JET-C and JET-ILW, which is crucial for successful ITER operations and for progressing towards the goal of achieving net fusion energy. The following section will describe outstanding research that is imminent and/or desirable for improving the understanding of erosion, deposition and material migration further.

### 9.3 Outlook

The diagnostic that has been used most extensively in the current study is the rotating collector. These provide reliable, time-resolved deposition data in remote areas. However, the finite size of the collector discs and of the ion beam used to quantify deposits limits the pulse ranges that can be studied to \( \sim 3,000 \) discharges. In the past, this has generally resulted in the deposition corresponding to discharges late in a campaign aggregating into a single large deposition peak, removing the time resolution over this period. It is desirable to be able to additionally measure the time-dependent deposition over these later discharges, especially since they often involve relatively high input powers or more advanced physics studies.

Recently, the rotating collectors have been redeveloped at JET in order to increase their operational lifetime. The previous iteration of the collector discs rotated only once about their axes, resulting in single bands of deposition around the discs. The new collectors rotate twice, producing two distinct bands of deposition on the discs and therefore greatly increasing the number of discharges that can be studied. After one full rotation, a mechanism shifts the position of a hole in the collector cover, preventing overlap of the two deposition bands. These new rotating collectors have been used in the most recent campaign; the increase in measurement capacity will
enable the relation of a greater range of discharges, and hence a greater range of plasma conditions, to their resultant depositions.

This increase in the number of discharges does not however affect the relatively poor time resolution of the rotating collectors. Resolution on the order of seconds is provided by the QMBs, but these have only been available for a limited number of discharges in recent campaigns. The vulnerability of electronics in the tokamak environment has led to a propensity for malfunction, which can only be addressed between campaigns. Successive efforts involving shielding and grounding of the relevant electronic components have aimed at improving the reliability of the QMBs.

It is hoped that it may become possible to operate the QMBs for a large fraction of the discharges of a campaign. This would offer benefits for relation to the rotating collector depositions and improve the statistics associated with relating deposition to different discharge types. The availability of deposition data on the timescale of seconds for a large range of plasma conditions would be of great benefit for comparison to and benchmarking of modelling results. Through the application of plasma-material interaction codes such as ERO, this would enable improved predictive capabilities for erosion and deposition in future devices such as ITER.

In order to efficiently describe the long timescales relevant in erosion and deposition studies, there may also be a need to apply more empirical modelling approaches that can be flexible in accommodating different input plasma conditions and experimental data. This empirical modelling approach has been pursued in the current study and would benefit from further use and development in the future. It is planned that the geometrical modelling approach will be applied to the rotating collectors from the most recent campaign, the data for which was not yet available for the current study. The Monte Carlo model would benefit from relation to a greater range of experimental conditions and other modelling results. It has potential to be used as a scenario tool to aid planning and analysis of different experiments. Through parameterization of different reference discharge types it may be possible to describe beryllium migration over campaign-relevant timescales and to perform predictive studies.

An experiment of great significance to be performed at JET in the coming years is the deuterium-tritium (D-T) experiment. Current tokamaks generally use only deuterium fuel since it is cheaper and easier to work with radiologically. However, the D-T fuel mix replicates what will be used in future attempts at energy production. One of the major purposes of studying erosion and deposition in tokamaks is to understand and thereby restrict fuel retention. Tritium retention in remote areas must be strictly limited for reasons of fuel economy and radiological safety. Thus, the ability to study this with tritium, rather than the deuterium proxy, represents an opportunity of great significance and should reveal the impacts of any isotopic effects.

The previous D-T experiment in JET in 1997 resulted in large tritium deposits in remote areas of the JET-C divertor. Analysis of the corresponding retention with the all-metal wall of JET-ILW will provide a major feasibility study for future tokamak operations in ITER and beyond. The tritium retention is expected to be significantly reduced in this JET-ILW experiment relative to JET-C, as has been seen for the case of deuterium. Experimental verification of this is crucial given the potential implications of high fuel retention and the large investments involved.
JET will continue to act as an arena for the study of plasma physics, fusion technology and erosion/deposition in anticipation of ITER’s completion. The similar geometries and identical plasma-facing materials make it ideal for this work and enable it to contribute to the efficient exploitation of ITER. ITER will provide an opportunity to study plasma-material interaction at higher powers, on a greater spatial scale and over longer timescales. Its ability to produce a significant net energy gain and to manage the erosion and deposition issues is critical for the realisation of power-to-grid fusion tokamaks of the future.
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Physical and chemical sputtering yields

A.1 Physical sputtering

The physical sputtering yields for target surfaces impacted by incident ions have been found to be well described by the empirical formulae proposed by Eckstein in [28], which were based on the earlier work of Bohdansky [29]. These formulae describe the yield as functions of ion species, target species, incident energy, incident angle and a series of physical quantities and material-dependent fitting parameters. They produce particularly close matches to modelling and experimental results at the relatively low incident energies that are most relevant for fusion devices. A summary and explanation of the calculations is provided here (for a full description see [28] and references therein). The physical sputtering yield $Y(E_0)$ for an incident ion with energy $E_0$ at normal incidence to a surface is given by

$$Y(E_0) = qS_n^{KrC}(\epsilon) \left( \frac{E_0}{E_{th}} - 1 \right)^\mu \left( \frac{E_0}{E_{th}} - 1 \right)^\nu. \quad (A.1)$$

The $S_n^{KrC}$ parameter within this equation is the nuclear stopping power, given by

$$S_n^{KrC} = \frac{0.5ln(1 + 1.2288\epsilon)}{\epsilon + 0.1728\sqrt{\epsilon} + 0.008\epsilon^{0.1504}}, \quad (A.2)$$

With the reduced energy

$$\epsilon = E_0 \frac{M_2}{M_1 + M_2} \frac{a_L}{Z_1Z_2e^2}, \quad (A.3)$$

And the Lindhard screening length
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A.2 Chemical sputtering and erosion

\[ a_L = \left( \frac{9\pi^2}{128} \right)^{1/3} a_B \left( Z_1^{2/3} + Z_2^{2/3} \right)^{-1/2}, \quad (A.4) \]

which relates to the interatomic potential felt by the incident ion. In these equations, \( a_B \) is the Bohr radius, \( M_1 \) and \( M_2 \) are the atomic masses of the incident ions and target atoms and \( Z_1 \) and \( Z_2 \) are the atomic numbers of the incident ions and target atoms. The threshold energy above which physical sputtering occurs \( E_{\text{th}} \) and \( q, \lambda \) and \( \mu \) are fitting parameters, which vary with the incident and target species and are obtained through a Bayesian statistical analysis. The sputtering yield also varies with the incident angle of the ion relative to the surface normal \( \alpha \). This generalised sputtering yield is given by

\[ Y(E_0, \alpha) = Y(E_0, 0) \left\{ \cos \left( \frac{\alpha}{\alpha_0} \frac{\pi}{2} \right) \right\}^{-f} \exp \left( b \left\{ 1 - 1/ \cos \left( \frac{\alpha}{\alpha_0} \frac{\pi}{2} \right) \right\} \right), \quad (A.5) \]

Where \( c, f \) and \( b \) are fitting parameters. The \( \alpha_0 \) parameter describes the refraction towards the surface normal due to the ion experiencing a binding energy \( E_{\text{sp}} \) and is given by

\[ \alpha_0 = \pi - \arccos \left( \sqrt{\frac{1}{1 + E_0/E_{\text{sp}}} \} \right). \quad (A.6) \]

Listings of the fitting parameters and comparisons to experimental/modelling results are available in [30]. In the current study, these equations are used to describe the physical sputtering yields of beryllium target surfaces due to impact by deuterium or beryllium ions.

A.2 Chemical sputtering and erosion

For carbon PFCs, chemical erosion and sputtering processes are also significant, introducing additional dependences on substrate temperature and incident ion flux. This section provides a summary of the calculations performed for carbon erosion, which follows the analysis in [32] (and references therein). This description includes a treatment of the erosion of weakly bound surface hydrocarbons from hydrogenated amorphous carbon films. The total sputtering yield \( Y_{\text{tot}} \) is given by the sum of the separate contributions:

\[ Y_{\text{tot}} = Y_{\text{phys}} + Y_{\text{therm}}(1 + D Y_{\text{dam}}) + Y_{\text{surf}}. \quad (A.7) \]

The physical sputtering yield \( Y_{\text{phys}} \) is similar to that described in the previous section. \( Y_{\text{therm}} \) is the thermally-activated chemical erosion process that occurs due to the reaction of thermal hydrogen isotopes with carbon surface atoms. This is enhanced by radiation damage since this breaks carbon-carbon bonds and thus provides additional reaction sites for hydrogen isotopes. \( D \) is a constant that depends on the
particular hydrogen isotope being considered and \(Y_{\text{dam}}\) is the radiation damage yield (i.e. the damage production rate). \(Y_{\text{surf}}\) is the yield associated with the low-energy sputtering of weakly bound surface hydrocarbons.

For an incident ion flux \(\Phi\), the thermal chemical erosion yield is given by

\[
Y_{\text{therm}} = c^{sp^3} \frac{0.033 \exp \left( - \frac{E_{\text{therm}}}{kT} \right)}{2 \times 10^{-32} \Phi + \exp \left( - \frac{E_{\text{therm}}}{kT} \right)}, \tag{A.8}
\]

Where \(c^{sp^3}\) describes the concentration of weakly bound sp\(^3\) hydrocarbons and is given by

\[
c^{sp^3} = C \frac{2 \times 10^{-32} \Phi + \exp \left( - \frac{E_{\text{therm}}}{kT} \right)}{2 \times 10^{-32} \Phi + \left[ 1 + \frac{2 \times 10^{23}}{\Phi} \exp \left( - \frac{E_{\text{rel}}}{kT} \right) \right] \exp \left( - \frac{E_{\text{therm}}}{kT} \right)}. \tag{A.9}
\]

The factor \(C\) reduces the chemical erosion yield at high ion fluxes:

\[
C = \frac{1}{1 + (\Phi/6 \times 10^{21})^{0.54}} \tag{A.10}
\]

And \(E_{\text{therm}}\) and \(E_{\text{rel}}\) are activation energies for chemical erosion and thermal hydrogen release. The Boltzmann constant is represented as \(k\) and \(T\) is the substrate temperature. The radiation damage yield \(Y_{\text{dam}}\) takes a similar form to the physical sputtering yield described in the previous section. The chemical sputtering yield \(Y_{\text{surf}}\) is given by

\[
Y_{\text{surf}}(E_0, T) = c^{sp^3} Q S_n(E_0) \frac{\left[ 1 - \left( \frac{E_{\text{des}}}{E_0} \right)^{2/3} \right] \left( 1 - \frac{E_{\text{des}}}{E_0} \right)^2}{1 + \exp \left( \frac{E_0 - 65 eV}{40 eV} \right)}, \tag{A.11}
\]

Where \(Q\) depends on the hydrogen isotope, \(S_n(E_0)\) is a nuclear stopping power similar to that used in the previous section and \(E_{\text{des}}\) is the activation energy for near-surface desorption. The denominator restricts the chemical sputtering to near-surface, low-energy processes. Further discussion of these formulae and listings of fitting parameters are provided in [30]. In the current study, these equations are used to calculate the total sputtering yield for carbon erosion from PFCs.
Glossary

A non-exhaustive definitions list covering some of the most important terms and acronyms as they are used in this report is provided here for reference. Further information is available in the relevant sections of the main text.

**Campaign** A period of operations on a tokamak during which a series of experiments are conducted. Campaigns typically last from several months to a year and comprise thousands of discharges. Between campaigns, there are shutdown or intervention periods when there are no experiments conducted and in-vessel components may be accessed and replaced.

**Discharge** A single period of approximately 20 - 30 s (for JET) during which plasma is generated and studied inside the tokamak. Thousands of discrete discharges make up a campaign. A discharge often comprises a limiter phase and a divertor phase, when the dominant areas of plasma-wall interaction are at the limiters and the divertor respectively.

**Divertor** A region of a tokamak located at the bottom (and/or top) of the vessel. In the divertor phase, the magnetic topology is be altered to induce the majority of the plasma-material interaction to occur in this region. Its distant location from the main chamber reduces the chances of sputtered impurities reaching the core plasma. The inner divertor is the side closest to the centre of the tokamak; the outer divertor is the side located closer to the extreme edge of the tokamak.

**ELMs** Edge-Localised Modes are quasi-periodic instabilities that occur in the edge region of tokamak plasmas. They result in large fluxes of heat and particles being incident on the vessel walls over short timescales.

**Fusion** The combination of light atomic nuclei to form a heavier nucleus and a net release of energy. Most terrestrial attempts at achieving fusion for energy generation use deuterium and tritium reactants, which fuse to make helium and a neutron.

**IBA** Ion Beam Analysis comprises a range of diagnostic techniques that probe the constituents or structures of material surfaces using high-energy ion beams. Such techniques offer highly sensitive, species-specific measurements through the interaction of the ions with constituents of the surfaces on the atomic scale.

**ITER** The International Thermonuclear Experimental Reactor is a fusion tokamak currently under construction in Cadarache, France. It has dimensions approximately double that of JET in every dimension and is expected to produce net energy from fusion for the first time.
**Glossary**

**ICRH** Ion Cyclotron Resonance Heating launches electromagnetic waves into the plasma. These electromagnetic waves have frequencies comparable to the frequencies of ion orbits around magnetic field lines, resulting in energy transfer to the plasma.

**JET** The Joint European Torus is currently the world’s largest and most powerful fusion tokamak. It is located at Culham Centre for Fusion Energy and used collectively by European fusion laboratories to further fusion research.

**JET-C** The JET tokamak as it was until 2010, with carbon fibre composite plasma-facing materials. It has become clear that the retention of fuel these carbon vessel walls allow would be unacceptably high in power plant scale fusion reactors.

**JET-ILW** The JET tokamak as it has been since 2010, with beryllium plasma-facing materials in the main chamber and tungsten plasma-facing materials in the divertor. This vessel wall is known as the ITER-like wall, since it mimics the materials to be used in ITER (though on a smaller scale).

**Limiter** A solid material projection of the main chamber vessel wall into the tokamak plasma. In the limiter phase, the majority of the plasma-material interaction occurs at the limiters, which can cause impurity contamination of the core plasma.

**Main chamber** A region comprising the majority of the volume of a tokamak, where the core plasma and the majority of the fusion reactions are located. The quasi-elliptical poloidal cross-section of JET consists of the main chamber region located above the divertor region.

**NRA** Nuclear Reaction Analysis is a particular technique within the field of ion beam analysis. It relies on incident ions undergoing nuclear reactions with nuclei in the surface regions of materials, which results in the ejection of reaction products with energies characteristic of the constituents of these material surfaces.

**PFCs** Plasma-Facing Components are material surfaces that are subject to plasma-material interaction due to their location in the vessel walls of tokamaks. They thus provide the basis for the study of erosion, deposition and material migration in tokamaks.

**Plasma** A plasma is an ionised gas comprising a quasineutral ensemble of ions and electrons that exhibit collective effects. Significant fusion cross-sections are only achieved by heating the reactants to very high temperatures, whereby they exist in the plasma state.

**Poloidal** In a tokamak, the poloidal plane is identified by taking a cross-section of the torus at a location around its toroidal extent. The approximate toroidal symmetry of tokamaks means that many phenomena can be considered largely by looking at a single poloidal plane. The poloidal cross-section of a tokamak is quasi-elliptical in shape.

**QMBs** Quartz Microbalances are used to measure small-scale erosion and deposition on surfaces. A vibrating quartz crystal has a resonant frequency that changes when material is added or removed from its surface. By monitoring
the frequency, and subtracting the effects of changing temperatures, the erosion or deposition may be determined.

**RBS** Rutherford Backscattering Spectrometry is a form of ion beam analysis. Ions undergo Coulombic collisions with the nuclei of material surfaces and their reflected energies are measured. These energies depend on the masses of the surface nuclei, allowing their species to be determined.

**SOL** The Scrape Off Layer is a region of a tokamak plasma exterior to the core plasma. It has open field lines and represents the source of much of the heat and particle flux to plasma-facing components. Transport within the SOL is predominantly convective along field lines, in contrast to the diffusive transport across field lines that is prevalent in most of the plasma.

**Sputtering yield** The ratio of the average number of ejected atoms from a material surface to the number of ions incident on that surface. This can depend on the incident ion species, angle and flux, the atom species and the surface temperature. Physical, chemical and thermal effects can contribute to the sputtering yield.

**Strike point** The strike points are the locations in the inner and outer divertor where large heat and particle fluxes from the SOL are incident on the divertor surfaces. The locations of these strike points for different plasma conditions can strongly affect the erosion, deposition and material migration characteristics.

**SXB** SXBs give the number of ionisations per photon for impurity influxes from surfaces. They are used to relate spectroscopic measurements to the real number of ions of a particular species ejected from a surface. They are calculated through atomic physics modelling and depend on the plasma temperature and density.

**Toroidal** In a tokamak, the toroidal direction is pointed ‘the long way’ around the torus, passing through poloidal cross-sections of the tokamak.

**Tokamak** A tokamak is a toroidal chamber with magnetic coils. The plasma is magnetically confined around field lines that pass around the tokamak with helical orientations. Tokamaks represents the most industrially developed configuration for generating fusion energy.

**X-point** The X-point is a region of zero poloidal magnetic field in the divertor configuration of a tokamak plasma. In the poloidal plane, this represents the location where the inner and outer SOL intersect close to the strike points in the divertor.
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