
i 
 

Verification and Validation of 

MicroCT-based Finite Element 

Models of Bone Tissue 

Biomechanics 

 

DOCTOR IN PHILOSOPHY 

 

DEPARTMENT OF MECHANICAL ENGINEERING  

UNIVERSITY OF SHEFFIELD 

 

July 2016 

 

Yuan Chen 

 

SUPERVISOR 

Prof. Marco Viceconti 

Dr. Enrico Dall’Ara 

 

Internal examiner: Prof. Damien Lacroix 

External examiner: Prof. Bert Van Rietbergen 

 

          



ii 
 

Acknowledgements 

The work presented in this thesis would not have been done without the help of many 

brilliant people.  

First of all, I would like to thank Prof Marco Viceconti, my supervisor, for giving me 

the opportunity to work in such an interesting field of research. I followed him since 

doing my Master project. It is his passion and enthusiasm for science that convinced me 

to ask for a PhD position in his group. I am very much appreciated that he always gave 

me the guidance necessary while leaving me the freedom to decide on route to take. 

Moreover, I would like to thank Dr Enrico Dall’Ara, my second supervisor, for his 

advices and instructions during my research. We worked together a lot in the last two 

years of my PhD. I saw with my own eyes how professional the way he worked and it is 

also his passion and altitude that inspired me to work even harder. 

I also want to thank Dr Xinshan Li and Dr Claudia Mazza. They were my co-

supervisors at the beginning of my PhD. I will never forget the guidance and patience 

they provided when I basically knew “nothing” in the biomechanics field. Without them, 

I cannot imagine my first year report completed and my first paper published. 

My gratitude also goes to the HPC Iceberg team at University of Sheffield for providing 

computational resources; ANSYS technical support team for their kind advice on 

structural analysis with FEA; Mr Karl Rotchell and Mr John Bradley for the help with 

manufacturing the jig and Prof David Barber for sharing the elastic registration toolkit. 

Furthermore, thanks to my mom, who has never been abroad but had such a vision to 

send me oversees to broad my horizon. I am incredibly lucky to have you on my side. I 

would also like to thank my father, also a scientist, sadly passed away before I came to 

the UK. Our relationship is beyond any words, as for me, you never truly gone. Ran 

Feng, thank you for being such a wonderful girlfriend. We have parted for too long 

since my study and I am very much looking forward to what our future will bring. 

Finally, I would like to thank my funding agencies: EPSRC funded project MultiSim 

(Grant No. EP/K03877X/1); NC3R funded project (Grant No. 113629) and the FP7 

European program MAMBO (PIEF-GA-2012-327357). This work would not have been 

possible without their support. 



iii 
 

Publications and presentations from this thesis 

Publications in scientific journals 

Chen Y, Pani M, Taddei F, Mazza C, Li X, Viceconti M, 2014. Large-scale Finite 

Element Analysis of Human Cancellous Bone Tissue Micro-computer Tomography 

Data: A Convergence Study. J. Biomech. Eng. 136. 

Chen Y, Dall’Ara E, Sales E, Manda K, Wallace R, Pankaj P, Viceconti M 2015. 

Micro-CT based Finite Element Models of Cancellous Bone Predict Accurately 

Displacement Computed by Elastic Registration: A Validation Study, Submitted to 

JMBBM on September 2015. 

Poster presentations in conferences 

Chen Y, Dall’Ara E, Li X, Viceconti, M. Effect of Bone Lamellae Heterogeneity on the 

Biomechanics of Cancellous Bone Tissue. Insigneo Showcase 2014, May 8 2014. 

Chen Y, Pani M, Taddei F, Mazza C, Li X, Viceconti M, 2014. Convergence Study for 

Large-scale Finite Element Analysis of Cancellous Bone Tissue. 7th World Congress of 

Biomechanics WCB 2014), Boston, USA. July 6-11 2014. 

Chen Y, Dall’Ara E, Pankaj P, Viceconti, M. Micro-CT Based Finite Element Models 

of Cancellous Bone Predict Accurately Displacement Measured with Deformable Image 

Registration. Insigneo Showcase 2015, May 8 2015.  

Oral presentations in conferences 

Chen Y, Li X, Viceconti M. Large-scale FEA of Cancellous Bones sing HPC. 

HPC@Sheffield  at Sheffield, April 15 2013. 

Chen Y, Dall’Ara E, Sales E, Manda K, Wallace R, Pankaj P, Viceconti, M. Micro-CT 

Based Finite Element Models of Cancellous Bone Predict Accurately Displacement 

Measured with Deformable Image Registration. 21st Congress of the European Society 

of Biomechanics, Prague, Czech Republic, July 5 - 8 2015. 

 

 



iv 
 

Abstract 

Non-destructive 3D micro-computed tomography (microCT) based finite element 

(microFE) model is popular in estimating bone mechanical properties in recent decades. 

From a fundamental scientific perspective, as the primary function of the skeleton is 

mechanical in nature, a lot of related biological and physiological mechanisms are 

mechano-regulated that becomes evident at the tissue scale. In all these research it is 

essential to known with the best possible accuracy the displacements, stresses, and 

strains induced by given loads in the bone tissue. Correspondingly, verification and 

validation of the microFE model has become crucial in evaluating the quality of its 

predictions. Because of the complex geometry of cancellous bone tissue, only a few 

studies have investigated the local convergence behaviour of such models and post-

yield behaviour has not been reported. Moreover, the validation of their prediction of 

local properties remains challenging. Recent technique of digital volume correlation 

(DVC) combined with microCT images can measure internal displacements and 

deformation of bone specimen and therefore is able to provide experimental data for 

validation. However, the strain error of this experimental method tends to be a lot 

higher (in the order of several thousand microstrains) for spatial resolutions of 10-20 

µm, typical element size of microFE models. Strictly speaking no validation of strain is 

possible. Therefore, the goal of this thesis it to conduct a local convergence study of 

cancellous bone microFE models generated using three microCT-based tissue modelling 

methods (homogeneous tetrahedral model, homogeneous hexahedral model and 

heterogeneous hexahedral model); to validate these models’ prediction in terms of 

displacement using the novel DVC technique; and finally to compare the strain field 

predicted by three tissue modelling methods, in order to explore the effect of specific 

idealisations/simplifications on the prediction of strain. 
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FEA finite element analysis 

microCT micro computed tomography 
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SG strain gauge 

CFD center finite difference 
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Summary 

This chapter demonstrates the standard finite element procedure using simplex 

tetrahedron elements as an example and explains the importance of verification and 

validation for such models, which are the key steps to test their reliability. The chapter 

also introduces the biomechanics of bone, which as a living tissue exhibits complicated 

mechanical properties and microstructure. The non-invasive characteristics of microCT 

and its ability to accurately resolve bone microstructure makes modelling bone tissue 

using finite element technique a popular tool in studying bone biomechanics.  The main 

challenge is to validate the microFE models in its local predictions. The state-of-art 

DVC technique combined with microCT aims to provide a volumetric field of the 

displacement accurately, which can be used to validate such models. 
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1.1. The theory of finite element analysis for solid mechanics 

1.1.1. General theory and assumptions 

Finite element analysis (FEA) is at present a widely used and indispensable technology 

in engineering analysis (Bathe, 1996). It was initially developed to solve problems in 

traditional structural field, such as automobile and aircraft industry (Fagan, 1992). Over 

the decades, this technique has been continuously developed, improved and extended to 

other fields. In early 1970s, FEA has the first time been applied to analyse mechanical 

behaviour of bone tissue (Brekelmans et al., 1972). Owning to the development of 

computer power and imaging technique (Feldkamp et al., 1989), it has been used widely 

and in particular intensively in biomechanics area since 1990s (Fyhrie et al., 1992; 

Hollister et al., 1994; van Rietbergen et al., 1995).   

Generally, the FEA is a numerical approach which seeks an approximated solution of 

the distribution of field variables in the problem domain that is difficult to obtain 

analytically (Bathe, 1996). This is achieved by discretizing the entire problem domain 

into small parts of simple geometry, called elements. The variable (e.g. displacement) 

inside each element is assumed to behave in a pre-defined manner using linear, 

quadratic or higher order polynomial. The unknowns are the discrete values of the field 

variables at the element joints, called nodes. Then the individual elements are assembled 

back together to give the system equations. And after assigning the material properties 

and boundary conditions, the system will be ready to solve using a series of linear 

algebraic simultaneous equations to obtain the field variables required (Fig.1.1). 

1.1.2. Discretization of the problem 

The foundation of FEA is taking a problem domain governed by differential equations 

and partitioning it into elements (meshes) with pre-defined field variable behaviour 

(Pointer, 2004). These series of approximation unit should strive to map, as closely as 

possible, the real continuous solution. The elements used in the model can be one-

dimensional (1D), two-dimensional (2D) or three-dimensional (3D). 1D element allows 

displaying directly the bending which is one of the root of failure in structures with long 

member structures. For modelling systems of simple geometry and loading conditions, 

such as a dam loaded in plain strain state, 2D elements would be adequate. However, all 

structures in the real world are 3D and in many cases, the geometry of a structure to be 

analysed are very complicated, such as cancellous bone tissue (Fig.1.2). Therefore, 
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although requiring higher computational cost, in order to obtain more accurate results in 

every direction, modelling such an object with 3D finite elements is indispensable. 

 

Fig.1.1. A standard procedure of FEA 

 

 

Fig.1.2. The histology of cancellous bone (From Weiss, L., Cell and Tissue Biology, A 

Textbook of Histology, Urban and Schwarzenberg, Baltimore, 1988). 
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Since its first application in 1992 (Fyhrie et al., 1992), the micro computed tomography 

(microCT) based finite element (microFE) method has become a popular tool for non-

destructive structural analysis of cancellous bone tissue (Hollister et al., 1994; van 

Rietbergen et al., 1995; Verhulp et al., 2008). One of the most popular 3D elements 

used to model complex structure such as bone tissue is 8-node hexahedral (Polgar et al., 

2001; van Rietbergen, 2001). Models with hexahedral elements, also referred to as 

Cartesian meshes elsewhere, are based on a direct conversion of the 3D voxels of 

microCT images of the bone (Feldkamp et al., 1989) into equally shaped and sized 

hexahedral elements. Therefore despite the complicated geometry the bone tissue has, 

the mesh generation is always guaranteed and the process is straightforward and 

efficient. Such element is defined by eight corner nodes with each node having three 

degrees of freedom (DOF): translation in nodal X, Y and Z directions (Fig.1.3). Finite 

element displacements are most accurate at the nodes with an adequate mesh density. 

For simpler elements, analytical solutions of the derived values (i.e. stresses and strains) 

are readily available. However, deriving solutions for complicated 3D elements is not 

trivial, and most FEA codes tend to use numerical integration to approximate the results, 

normally at Gauss points, where the integration error is minimum (Bathe, 1996). With 

eight nodes, eight shape functions can be described and two Gauss integration points are 

necessary for each direction, resulting in total eight Gaussian points inserted in each 

shape function (Bathe, 1996). For years, such bone models of Cartesian meshes have 

been widely used and validated to predict accurate apparent properties (e.g. stiffness, 

strength) with accurate experimental measurements (Christen et al., 2013; Pistoia et al., 

2002; Wolfram et al., 2010; Yeni and Fyhrie, 2001). However, as this type of mesh 

often has a jagged surface, the boundary can only be approximated to be true when the 

element size is close to zero. Therefore, the only way to achieve a reliable 

representation of the surface geometry is to keep the size of mesh as small as possible, 

leading to a large number of DOFs (Huiskes and Hollister, 1993; van Rietbergen, 2001; 

Viceconti, 2012). Consequently, simulations of such model are highly computationally 

expensive and sometimes with low prediction accuracy on the bone surface (Depalle et 

al., 2012).  
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Fig.1.3. Eight-node hexahedral element and its FE model of cancellous bone tissue  

 

 

Fig.1.4. Ten-node tetrahedral element and its FE model of cancellous bone tissue  

Alternatively, 3D tetrahedral mesh can be used. Especially with cancellous bone tissue, 

where the geometry changes sharply and a complex stress gradient is expected, both a 

smoothed geometry representation and more complicated displacement field element 

need to be used (Polgar et al., 2001; Viceconti, 2000). Studies have shown that the high 

order 10-node tetrahedral element allows more accurate strain field representation than 

lower order 4-node tetrahedral element and therefore remains a more preferable choice 

when modelling bone tissue with smoothed geometry (Polgar et al., 2001). Such 

element is defined by ten nodes having three DOFs at each node: translation in nodal X, 

Y and Z directions (Fig.1.4). The element has quadratic displacement behaviour and is 

well suited to modelling irregular meshes. With ten nodes, ten shape functions can be 

described and five Gauss integration points are necessary for numerical integration. 

Studies have shown that such models are able to predict apparent ultimate stress and 

strain at failure validated against experiments (Hambli, 2013). However, generation 
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tetrahedral mesh of bone tissue may not be a trivial task; one often has to achieve the 

balance between the accurate geometry and acceptable element shape and distortion. So 

even with automatic mesh generation implemented within some commercial software, 

for each specimen with specific micro-structure, it involves trials and errors to check the 

mesh quality and the generation of such models requires long processing time. 

1.1.3. Formulation of three-dimensional elasticity 

After the system has been partitioned, the governing equations for each element are 

calculated and then assembled back to provide system equations. Once the general 

format of the equation of an element is set, it becomes a matter of substituting the 

spatial coordinates of nodes, material properties of each element, and the boundary 

conditions. The following demonstration takes simplex 4-node tetrahedron elements as 

an example. 

The displacement of a 3D element (𝑒) takes the form of: 

  {𝑢(𝑒)} = [𝑁(𝑒)]{𝑈(𝑒)}                                                                  (1.1) 

where {𝑈(𝑒)} contains the unknown displacements of each node, [𝑁(𝑒)]  the shape 

function of a certain element, which has the general form for a simplex element as: 

𝑁𝛽
(𝑒)
= (𝑎𝛽 + 𝑏𝛽𝑥 + 𝑐𝛽𝑦 + 𝑑𝛽𝑧)/6𝑉       𝛽 = 𝑖, 𝑗, 𝑘, 𝑙                                  (1.2) 

where 𝑎𝛽, 𝑏𝛽, 𝑐𝛽, 𝑑𝛽 are constants related to the coordinates of each node, 𝑉 the volume 

of the element. 

The [𝐵(𝑒)] matrix is the derivative of the shape function matrix [𝑁(𝑒)] and it relates the 

strain and displacement in the form of: 

{
 
 

 
 
𝜀𝑥
𝜀𝑦
𝜀𝑧
𝛾𝑥𝑦
𝛾𝑦𝑧
𝛾𝑧𝑥}
 
 

 
 

= [𝐵(𝑒)]{𝑈(𝑒)}                                                          (1.3) 

The material property matrix [𝐷(𝑒)] for an isotropic material is:  
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[𝐷(𝑒)] =  
𝐸

(1+𝑣)(1−2𝑣)

[
 
 
 
 
 
 
 
1 − 𝑣 𝑣 𝑣 0 0 0
𝑣 1 − 𝑣 𝑣 0 0 0
𝑣 𝑣 1 − 𝑣 0 0 0

0 0 0
1−2𝑣

2
0 0

0 0 0 0
1−2𝑣

𝑣
0

0 0 0 0 0
1−2𝑣

𝑣 ]
 
 
 
 
 
 
 

                              (1.4) 

 

where 𝐸 is the Young’s modulus of the element and 𝑣 the Poisson’s ratio. 

The stiffness matrix [𝐾(𝑒)] can then be calculated using: 

[𝐾(𝑒)] =  ∫ [𝐵(𝑒)]𝑇[𝐷(𝑒)][𝐵(𝑒)]𝑑𝑉
𝑉

= [𝐵(𝑒)]𝑇[𝐷(𝑒)][𝐵(𝑒)]                           (1.5) 

The force vector takes the form of: 

{𝐹(𝑒)} = {𝑇(𝑒)} + {𝑏(𝑒)} + {𝑆(𝑒)} + {𝑃(𝑒)}                                        (1.6) 

 

where {𝑇(𝑒)} is the thermal expansion,  {𝑏(𝑒)} the body force, {𝑆(𝑒)} the pressure on 

sides of the element, {𝑃(𝑒)} nodal force, {𝐹(𝑒)} the total force of the element. 

When a structure in a loading condition reaches an equilibrium state, the potential 

energy of the system 𝛱 must be a minimum, which is defined as: 

𝜕𝛱

𝜕{𝑈}
= 0                                                              (1.7) 

where 

𝛱 =  𝛬 −𝑊                                                            (1.8) 

𝛬 is the strain energy and  𝑊 is the work done by external load defined as  

𝑊 = {𝑈}𝑇{𝐹}                                                           (1.9) 

This minimization gives: 

∑ ([𝐾(𝑒)]{𝑈(𝑒)} − {𝐹(𝑒)}) = 0𝐸
𝑒=1                                         (1.10) 
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where [𝐾𝑒] is the element stiffness matrix, {𝑈𝑒} is the element unknown displacement, 

{𝐹𝑒} the element force vector,  𝐸 the total number of elements 

Finally, after assembling back the contribution of each element, it gives the general 

finite element equation as: 

[𝐾]{𝑈} = {𝐹}                                                       (1.11) 

where [𝐾] is the system stiffness matrix, {𝑈} is the unknown nodal displacement of the 

whole system, {𝐹} the force vector applied to the system. 

After the unknown displacement vector {𝑈} has been solved, the strain vector can be 

calculated using equation 1.3 and the stress will be calculated simply using: 

{𝜎𝑒} = [𝐸𝑒]{ɛ𝑒}                                                        (1.12) 

1.1.4. Principal stress and strain 

In solid mechanics, the normal strains at a point can reach its maximum/minimum at 

certain directions with reference of the global coordinate system, where the shear strain 

is zero. The maximum/minimum normal strains are called principal strains, a parameter 

essential for materials using strain failure criterion (Beer et al., 2006).  

The principal strains are the eigenvalues of the strain tensor. These can be calculated 

from the following determinant equation: 

|
|

𝜀𝑥 − 𝜀𝑜
1

2
𝜀𝑥𝑦

1

2
𝜀𝑥𝑧

1

2
𝜀𝑥𝑦 𝜀𝑦 − 𝜀𝑜

1

2
𝜀𝑦𝑧

1

2
𝜀𝑥𝑧

1

2
𝜀𝑦𝑧 𝜀𝑧 − 𝜀𝑜

|
| = 0                                          (1.13) 

The three principal strains are labelled 𝜀11, 𝜀22 and 𝜀33, ordered as 𝜀11 the most positive 

(in tension), and 𝜀33 the most negative (in compression) in a normal uniaxial loading 

condition. 

Similarly, the principal stresses (𝜎11 ,  𝜎22  and  𝜎33 ) are calculated from the stress 

components by the determinant equation: 

|

𝜎𝑥 − 𝜎𝑜 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑥𝑦 𝜎𝑦 − 𝜎𝑜 𝜎𝑦𝑧
𝜎𝑥𝑧 𝜎𝑦𝑧 𝜎𝑧 − 𝜎𝑜

| = 0                                        (1.14) 
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The three principal stresses are labelled 𝜎11 , 𝜎22  and 𝜎33 , ordered as 𝜎11  the most 

positive (tensile), and 𝜎33 the most negative (compressive) in a normal uniaxial loading 

condition. 

1.1.5. Nonlinear finite element approach 

In linear elastic finite element analysis, the problem to be solved can be described as 

equation 1.11. 

This equation corresponds to a linear analysis, as we assumed only small displacement 

in the system and the material property is linear elastic. Further, we assumed that the 

boundary condition remains unchanged during the load application in the simulation. 

All these make the stiffness matrix [𝐾] constant and the displacement vector {𝑈} is 

propotional to the external force vector  {𝐹} . In nonlinear simulation however, the 

stiffness matrix [𝐾] doesn’t remain constant anymore, either due to geometrical effect 

or the nonlinear constitutive equation used. Rather, the stiffness matrix becomes [𝐾𝑡], a 

tangent stiffness matrix, corresponding to geometric and material properties at time t. 

Therefore, a classic approach to solve a nonlinear system is to gradually increase the 

load in steps, where we assume to know the solution for the time step 𝑡, and the solution 

for the time step 𝑡 + ∆𝑡 is to be calculated, where ∆𝑡 is a small time increment. We can 

write: 

{𝐹𝑡+∆𝑡} = {𝐹𝑡} + {𝐹}̇                                                    (1.15) 

where {𝐹}̇  denotes the increment in nodal force corresponding to the increment in 

element displacement and stress from time 𝑡 to time 𝑡 + ∆𝑡.  

 In each time step, we solve the equation: 

[𝐾𝑡]{𝑈}̇ = {𝐹}̇                                                          (1.16) 

where {𝑈}̇  is the incremental nodal displacement vector. 

A common way to solve the above equation is the classic Newton-Raphson iteration, 

which states that with the incremental nodal displacement { 𝑈}̇  calculated, the 

incremental solution can be repeated using the currently known displacement rather 

than the displacement at time step 𝑡. 
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For iteration step 𝑖, it becomes: 

[𝐾𝑖−1
𝑡+∆𝑡]{∆𝑈𝑖} =  {𝐹𝑖−1

𝑡+∆𝑡}                                               (1.17) 

{𝑈𝑖
𝑡+∆𝑡} =  {𝑈𝑖−1

𝑡+∆𝑡} + {∆𝑈𝑖}                                               (1.18) 

In each iteration, a solution {𝑈𝑖−1
𝑡+∆𝑡}  is considered within tolerance moves on to the next 

sub-step, once the largest unbalance force {𝐹𝑖−1
𝑡+∆𝑡} at any node is lower than a use 

defined value (usually by default 10
-4

 times the largest force applied in some 

commercial FEA software such as ANSYS).  

1.1.6. Verification and validation of FEA 

In every modelling procedure, we come up with a conceptual model first by gathering 

the information of the real object, which will be later on transferred to a mathematical 

model. By employing proper method such as FEA, complex mathematical model can be 

solved (Fig.1.5). By taking certain assumptions, FE model is only a simplified version 

of the real object and the solution can provide no more information than what is 

contained in the mathematical model (Bathe, 1996). Therefore, verification and 

validation (V&V) in FEA has become a major focus for people wanting to control the 

quality of their engineering solutions. V&V are processes where evidence and credits 

are gathered showing that numerically predicted results by a model is sufficiently 

accurate for its purpose (Anderson et al., 2007; ASME, 2006). If we are going to use a 

numerical model to make any prediction useful to us, we need to know what the level of 

accuracy of the model is and decide if this accuracy is acceptable (Bathe, 1996; Fagan, 

1992; Viceconti, 2012).  

Verification is the process of determining if a model implementation accurately 

represents the conceptual description and solution to the model (Bathe, 1996). In the 

context of FEA, the verification of a model often relates to understanding its 

discretization error – the error committed in the solution due to insufficient mesh 

density (Shah, 2002). The foundation of FEA is taking a problem domain governed by 

differential equations and partitioning it into elements with pre-defined field variable 

behaviour. These series of partitions should strive to map, as closely as possible, the real 

continuous solution. However in a field problem, derived results such as stress and 

strain from each element do not necessarily be continuous from one element to the next. 
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This discontinuity is called discretization error and it goes to zero with the increasing 

number of elements of the system representing as close as possible the true continuous  
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Fig.1.5. Verification and validation of a standard modelling procedure 

system. As stated by Burnett (1987): “If a model satisfies the completeness and 

continuity conditions, the energy of the entire model will converge the exact solution as 

the size of the elements are decreased and in a well-posed problem, convergence of 

energy will also results in convergence of a particular local results in the model.” 

Therefore the most straightforward way of verifying a finite element model is to 

generate different mesh refinements and conduct a convergence study (Viceconti, 2012).  

Bruce Irons first proposed the Patch Test in 1965 from a physical perspective (Irons and 

Loikkanen, 1983). But only in 2001 the Patch Test was proved sufficient for the 

convergence of nonconforming FE models provided some approximation and weak 

continuity are satisfied (Wang, 2001). A reliable patch test requires all the nodes that 

exist in the coarsest mesh also exist in other mesh refinements, and the peak values at 

nodes with fixed spatial position are investigated. Models with decreasing mesh size 

will be solved and the predicted results should converge monotonically to the exact 

solution. Furthermore, in a convergence study, the investigations on lower order results 

such as strains are preferred since in a region characterized by a rapidly changing strain 

field, a converged mesh measured by displacement may not satisfy the same 

convergence criterion for the strain (Bathe, 1996; Viceconti, 2012).  
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Validation is a process by which computational predictions are compared to 

experimental data (the ‘gold standard’) in an effort to assess the modelling error 

(Anderson et al., 2007; Anderson et al., 2005). In other words, validation procedure 

checks if the numerical model predicts accurately the physical phenomenon it was 

designed to replicate (Fig.1.5). If the validation shows large inconsistency between the 

model prediction and the experiments, one should always go back to check the error 

sources. Assuming an accurate experimental measurements and the model has been 

verified (acceptable numerical error), the mathematical representation of the physical 

problem of the system might not be adequate. One should then check if there are some 

inconsistencies regarding geometry, boundary conditions, material properties between 

the model and the real object.  

1.2. The biomechanics of bone tissue 

1.2.1. Bone anatomy and tissue scale classification 

Bone is a living tissue that makes up the body’s skeleton. In gross anatomy, bone can be 

described as organ providing supportive and protective function of the body, as well as 

enabling mobility (Cowin, 2001). It also serves as a mineral reservoir for calcium and 

phosphorus, which must be maintained within narrow limits in blood for muscles and 

nerves to function normally (Omi and Ezawa, 2001). 

According to the classic Gray’s anatomy, bones are classified as axial, appendicular and 

auditory by their location in the body or categorised as long, short, flat by their shape. 

Another classification, dependent on how lamellae are organised, categorises bone 

tissue as compact and cancellous. However, it is worthwhile mentioning that this 

difference between compact and cancellous bone is purely histological. Bone tissue is a 

composite material which mainly consists of a complex texture of collagen fibres that is 

gradually mineralized by crystals of hydroxyapatite (Ca10(PO4)6(OH)2) (Cowin, 2001; 

Viceconti, 2012). It is only when we observe the bone tissue using micro-tomography 

imaging technique (Bouxsein et al., 2010), that we can recognise and discriminate 

compact bone from cancellous bone by their location, structure and porosity. Such 

classification can often be observed in long bones such as femur (Fig.1.6), where a wall 

of lamellae covers the outer surface with little porosity, called compact bone. 

Approximately 75% of an adult human skeletal mass is cortical bone, which is largely 

responsible for supportive and protective functions. On the other hand, at the internal 
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region of bones where the porosity of bone becomes higher, trabeculae are formed by 

networks of tiny packages called lamellae shaped as either rod or plate (Fig.1.2 and 

Fig.1.6). Because of the sponge like structure of the three-dimensional trabeculae 

network, trabecular bone is also referred to as spongy bone or cancellous bone 

elsewhere (Viceconti, 2012). Such porous structure allows loading transmission and 

therefore plays an important role in energy absorption in some major parts such as knee, 

hip and spine (Silva and Gibson, 1997).  

 

Fig.1.6. Compact and cancellous tissue of proximal end of femur (From Weiss, L., Cell 

and Tissue Biology, A Textbook of Histology, Urban and Schwarzenberg, Baltimore, 

1988)  

In this thesis, we mainly focused on the biomechanics of cancellous bone tissue, and to 

be consistent the word “cancellous” is used throughout the following text.  

1.2.2. Mechanical properties of cancellous bone tissue 

Cancellous bone plays a major load-bearing role in the human skeleton, with both its 

spongy-like structure and mineralisation distribution contributing to the mechanical 

properties (Bourne and van der Meulen, 2004; Renders et al., 2011; Ulrich et al., 1998; 

van der Linden et al., 2001; van Rietbergen et al., 1995; van Ruijven et al., 2007). 

Depending on anatomical site, age as well as pathologies, the morphology of cancellous 

bone tissue can be different. Compared to cortical bones, cancellous bone tissue has 

higher surface to mass ratio, which makes it less stiff but more flexible. The high 

porosity existing in cancellous bone makes proper reservoirs of red bone marrow, 

mainly haematopoietic stem cells capable of differentiating into all blood cell types 

(Cowin, 2001). Therefore cancellous bone is more sensitive to adaptation and 

remodelling, a homeostatic process where the mature bone is resorbed by osteoclasts 
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(bone resorbing cells) and new bone is generated by osteoblasts (bone forming cells) 

(Del Fattore et al., 2012). Lining cells covering the surface of the bone are former  

 

Fig.1.7. Bone cells in remodelling process (From Bone from Blood, Biomedical Tissue 

Research, University of York, http://www.york.ac.uk/res/bonefromblood.html) 

osteoblasts and are responsible for regulating the calcium homeostasis in the blood.  

The complicated network of osteocytes allows them to contact each other and to the 

lining cells on the bone surface. By sensing the mechanical strain, osteocytes will 

activate the lining cells in forming the osteoblast thus directing the bone remodelling 

(Fig.1.7). Such processes control the reshaping of the bone according to its loading 

history and also the replacement of old bones tissue due to micro-damage. As there is 

conclusive evidence showing that bone is constantly remodelled, thus each volume of 

tissue might have a different level of mineralisation and consequently exhibits 

significantly difference mechanical properties (Gross et al., 2012; Renders et al., 2008). 

As a matter of fact, at the surface of trabeculae, where the remodelling process 

predominates, relatively younger bone with lower degree of mineralisation (DMB) is 

found while more mature and denser tissue is observed towards the core of trabeculae 

(Roschger et al., 2003).  

1.2.3. Advantages of FEA in tissue scale modelling of bone tissue 

Mechanical testing is the most straightforward way to evaluate cancellous bone 

mechanical properties at the apparent level.  Like any other traditional materials, tensile 

testing (Keaveny et al., 1994; Lambers et al., 2014), compressive testing (Chen and 

McKittrick, 2011; Urban et al., 2004) and torsion testing (Bruyere Garnier et al., 1999) 

can be applied to cancellous bone tissue. Indentation test can also be used to measure 

cancellous bone indentation modulus (Sumner et al., 1994; Zysset, 2009). While such 
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experiments can be used for all cadaver bones, yet it becomes a limitation when we try 

to trace and evaluate the mechanical properties of bones in vivo because of the invasive 

and destructive nature of these experiments. Moreover, tissue scale is the scale where 

the interaction between mechanical stimuli and biological function become most evident, 

from which more on the biomechanics of bone tissue can be investigated (Viceconti, 

2012). However, the mechanical strain that a single bone cell senses is the mechanical 

strain at the spatial scale of the cell itself (10-100 µm) (Cowin, 2001), which is difficult 

to measure using experiment measurements. Therefore, it is important to numerically 

quantify the stresses and strains at the tissue level and to better understand the 

biomechanics under certain loading conditions. 

Pioneered by Feldkamp et al. (1989), microCT  uses a polychromatic X-ray tube and a 

cone beam reconstruction algorithm to create 3D object with a typical resolution of 

10µm or even smaller (Bouxsein et al., 2010). This imaging system allows a detailed 

examination of 3D structures of bone tissue and can be used both in vivo on small 

rodents (Laperre et al., 2011) and ex vivo on cadaver bones (Feldkamp et al., 1989; 

Issever et al., 2003; Patel et al., 2003). Since its first application in 1992 (Fyhrie et al., 

1992), the microFE method has become a popular tool for non-destructive structural 

analysis of cancellous bone tissue (Hollister et al., 1994; van Rietbergen et al., 1995; 

Verhulp et al., 2008). As microCT imaging has the ability to accurately resolve bone 

morphology in great detail, specimen-specific microFE models that represent the 

structure of the specimen can be generated (Ulrich et al., 1998). For years, microFEs 

shows a great potential in studying biomechanics of bone tissue. Linear microFE 

models are able to predict around 80% of variance in experiment modulus and stress of 

cancellous bone samples (Hou et al., 1998; Yeni and Fyhrie, 2001) and is also feasible 

in tracking changes in mechanical properties in vivo (Liebschner et al., 2003; van 

Rietbergen et al., 2002). Nevertheless, numerically predicted bone apparent properties 

(e.g. stiffness, strength) of such models have also shown good correlation with accurate 

experiment measurements (Christen et al., 2013; Pistoia et al., 2002; Wolfram et al., 

2010; Yeni and Fyhrie, 2001). Therefore, microFE model, with its non-destructive 

characteristics and its ability to accurately predict mechanical properties of bone tissue 

is a popular tool in in studying bone biomechanics at the tissue scale. It can also help us 

understanding better the interaction between bone mechanical stimuli and the biological 

function driven by the cell activity.  



                                                                                                 CHAPTER 1 
 

16 
 

1.2.4. Important factors in modelling bone tissue 

As discussed in section 1.1.6, a FE model is only a simplified version of the real object 

and the solution can never provide more information but only strive to approximate as 

possible the reality. Therefore, when preforming a modelling work, some critical factors 

must be reflected in the model and treated with caution, such as structural geometry, 

material properties and boundary conditions (BC).  

One of the most traditional modelling approaches based on microCT image datasets is 

voxel conversion technique (Hollister et al., 1994; van Rietbergen et al., 1995), which 

takes Cartesian approximation of the bone geometry. Because of its jagged surface, the 

reasonable geometry representation can only be achieved by decreasing the element size, 

leading to a large number of DOFs (10 to 100 millions) (Chen et al., 2014). 

Consequently, simulations of such model are highly computationally expensive and 

sometimes with low prediction accuracy on the bone surface (Depalle et al., 2012). 

Alternatively, boundary recovery mesh generation can be used. Such models consist of 

tetrahedral elements and therefore guarantees smoothed surfaces. In addition, when 

modelling cancellous bone tissue, where the geometry changes sharply and a complex 

stress gradient is expected, higher order tetrahedral elements are recommended (Muller 

and Ruegsegger, 1995; Polgar et al., 2001). As the generation of tetrahedral model 

produces elements of varying sizes and may locally have distorted elements, such 

meshes of good quality normally requires longer processing time (for details please 

refer to 1.1.2). 

Bone tissue is a composite material made up of collagen and inorganic mineralized 

matrix. Because of the complicated microstructure and material properties, bone’s linear 

elastic regime is limited to a small strain and in general shows nonlinearities due to its 

rate dependency and its plastic deformation and damage behaviour (Cowin, 2001). 

When subjected to gentle loading conditions such as slow walking or stair climbing, 

bone tissue will mostly stay in elastic regime and therefore the error induced in 

modelling bone tissue as purely linear elastic is very small and maybe acceptable 

(Viceconti, 2012). Linear microFE have been shown not only to predict the modulus 

and strength of cancellous bone tissue (Hou et al., 1998; Yeni and Fyhrie, 2001), but 

also to adequately predict the failure of bone tissue (Pistoia et al., 2002). By assuming 

that bone failure start when a significant part of the tissue was strained beyond a critical 
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limit, they found the failure predicted by the linear FE model well correlated with 

experiments. However, they also concluded that prediction could be further improved 

by including post-yield behaviour. Therefore to accurately predict bone yield strength, 

nonlinear FE model instead of pure linear elastic models has been proposed (Bayraktar 

et al., 2004; MacNeil and Boyd, 2008). Some suggested a simple elastic-perfectly-

plastic constitutive equation to avoid the error induced by some local area having started 

to deform plastically while the rest of the tissue still behaves as elastic (Viceconti, 2012). 

More complicated formulations including finite plasticity, strain rate dependent plastic 

behaviour or perfect damage model have also been proposed (Kosmopoulos et al., 2008; 

Natali et al., 2008; Pankaj, 2013; Wallace et al., 2013). Furthermore, there is conclusive 

evidence that bone is constantly remodelled (Currey, 1999), thus each volume of tissue 

might have a different level of mineralisation and consequently exhibit significantly 

different mechanical properties. While the effect of bone lamellae heterogeneity on the 

apparent mechanical properties of cancellous bone tissue has been investigated by some 

studies (Gross et al., 2012; Jaasma et al., 2002; Kaynia et al., 2015; Renders et al., 2008; 

van der Linden et al., 2001), little is known about the effect of heterogeneity on the 

local mechanical behaviour (displacement, stress and strain) (Renders et al., 2011). 

There are potentially infinite local configurations that could provide the same results at 

the apparent level, thus the issue requires further investigation.  

In every modelling study, especially ones with validations, the boundary conditions 

imposed in the model should be as close as possible as in the experiments (Hao et al., 

2011; Kallemeyn et al., 2006; Zauel et al., 2006). Depending on different BCs, the 

biomechanical behaviour observed from a specific model can be significantly different 

(Hao et al., 2011). Further, in some cases where the experimental protocol is complex 

(such as in situ mechanical testing within a microCT scanner), it is not trivial to control 

them during the tests and it becomes very hard to accurately replicate them into the 

models. Therefore, numerical results predicted by microFE models simulated under 

different BCs should be explored and compared with proper experimental 

measurements.   

Last but not least, at the tissue scale, while the predicted apparent properties (e.g. 

stiffness, strength) of the numerical models can be compared with accurate experimental 

measurements (Christen et al., 2013; Pistoia et al., 2002; Wolfram et al., 2010; Yeni and 

Fyhrie, 2001), the validation of such models for local predictions is not trivial. In fact, 
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there are potentially infinite local configurations that could provide the same results at 

the apparent level. Fortunately, elastic registration or digital volume correlation (DVC) 

combined with high resolution microCT scanning has been recently applied to bone for 

filling this gap (Grassi and Isaksson, 2015; Roberts et al., 2014). In particular, this 

method can be applied to undeformed and deformed microCT images of the same 

specimen in order to estimate the local mechanical behaviour of cancellous bone tissue 

under certain loading conditions (Bay et al., 1999; Dall'Ara et al., 2014; Gillard et al., 

2014; Liu and Morgan, 2007). Therefore, this approach can measure 3D volumetric 

displacement and strain fields within the specimen, making possible the validation of 

microFE model for local prediction (Zauel et al., 2006). Attentions should be taken that 

when a novel technique such as DVC is applied for validation of microFE models, it is 

important to test its applicability for different independent experimental setups and 

cross different specimens in order to evaluate the robustness of the method. For the 

validation methods, please refer to Chapter 3 for more details.  
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Summary 

This chapter addresses the need for a microCT-based computational tool that takes into 

account the bone geometry and material properties than DXA, a traditional clinical 

practice in assessing bone fracture risk caused by osteoporosis. It also reviews the key 

aspects in generating, verifying and validating such computational models, which 

introduces the aim of the PhD project: to conduct a systematic convergence study of 

microFE models of cancellous bone tissue using different mesh generation techniques; 

to validate models’ local mechanical property prediction using the DVC measurement; 

most importantly, when a novel technique such as DVC is used for validation, to test its 

capability by using difference specimens on different independent experimental setups. 
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2.1. The motivation of microFE analysis of bone tissue 

Osteoporosis is a systemic skeletal disease characterized by a reduction of bone mass 

and deterioration of bone microstructure (Borah et al., 2001; Kanis and Johnell, 2005; 

Kim et al., 2009; Sedlak et al., 2007).  It causes bones to become weak and fragile, and 

therefore more sensitive to fracture from falling or overloading. It is reported that 

approximately 22 million women and 5.5 million men aged between 50 to 84 are 

estimated to have osteoporosis in Europe and the total number is expected to increase to 

33.9 million by 2025 (Hernlund et al., 2013). The osteoporotic fractures can have a huge 

impact on the patient, leading to substantial pain, disability and even premature 

mortality, especially for elderly people (Edwards et al., 2015; Kanis et al., 2015). It is a 

large and growing concern for public health, and has drawn a lot of attentions on the 

research and treatment of the disease. Correspondingly, the finical burden is high: the 

cost of osteoporosis, including pharmacological intervention in Europe in 2010 alone 

was estimated at € 37 billion (Hernlund et al., 2013; Strom et al., 2011).  

In traditional clinical practice, bone fracture risk is assessed using dual-energy X-ray 

absorptiometry (DXA) by evaluating the bone quality based on its density (Brask-

Lindemann et al., 2011; Salehi-Abari, 2015). However, the skeletal competence is not 

only determined by the bone mineral density, but also by its microstructure (Ulrich et al., 

1999), the information which cannot be provided by DXA. Therefore it becomes 

obvious the need of a modelling tool which has the potential to provide more 

information than DXA by including subject-specific structure of the bone tissue. With 

the development of high resolution computed tomography technology combined with 

finite element technique, specimen-specific microFE model can be generated, which has 

the potential to fill the gap. The majority of clinical studies in the literature have focused 

on in vivo high-resolution peripheral quantitative computed tomography (HRpQCT), 

which scans typically a 9 mm cross-section of the peripheral sites such as distal radius 

or tibia at 82 µm (Varga et al., 2010). Using such data in microFE analysis makes a way 

to assess human bone strength more directly (Christen et al., 2013; Cody et al., 1999; 

Pistoia et al., 2001; Vilayphiou et al., 2011). Studies have shown that HRpQCT-based 

models better predicts the bone strength and have done at least as good as DXA in 

predicting bone fracture risk. A thorough review of HRpQCT based microFE model 

analysis for clinical assessment of bone strength can be found in (van Rietbergen and Ito, 

2015). However, considering the trabecular thickness (Tb.Th) even for young human 
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group (186 ± 29 µm, 16-39 years, N = 40) (Ding and Hvid, 2000), the spatial resolution 

of 82 µm may not adequately reflect the structure of the cancellous bone tissue. 

Correspondingly, the HRpQCT-based microFE often exhibits overestimated bone 

volume (using threshold such that the structural indices calculated from HRpQCT best 

correlated to those obtained from microCT (Laib and Ruegsegger, 1999)) which leads to 

an overestimation of the bone stiffness and strength (Liu et al., 2010). On the other hand, 

the scanning of microCT can be performed ex vivo or on biopsies (Chen et al., 2014; 

Renders et al., 2008) of human or in vivo on small rodents (Ravoori et al., 2010). 

Moreover, the higher resolution of microCT (typically 10 µm or even smaller) makes 

possible a thorough investigation of the bone at the tissue scale, where the interaction 

between mechanical stimuli and biological function becomes most evident. Therefore, 

for a better understanding of the underlying structural and systematic changes caused by 

certain bone diseases and how they are related to bone failure, there is a need for 

numerical simulations using microCT-based model to assess the local mechanical 

properties of the bone tissue.  

2.2. Literature review 

2.2.1. Convergence behaviour of cancellous bone microFE 

Over the years, researchers have investigated the relationship between the mechanical 

properties of trabecular bones and the optimal element size of the microFE models. In a 

study exploring the relationship between image resolution and meshing techniques for 

trabecular bones, Ulrich et al. (1998) found that Cartesian meshes with a resolution of 

168 µm taken from the femoral head produced the best results, compared against 

models of 28 µm as reference (a minor decrease of 3% in the elastic modulus and 9% in 

tissue stress were found). A recent study conducted by Torcasio et al. (2012) aimed at 

validating specimen-specific micro FE models for the assessment of bone strains in the 

rat tibia under compression showed that Cartesian models of 40 µm and 80 µm 

converged with a difference in stiffness of 1.30% and 1.35% respectively compared 

with the reference model of 20 µm. Depalle et al. (2012) showed that at the tissue level, 

the increase in element size affects the local stress distribution during a compression test 

simulation. Both stiffening and global softening due to discretisation errors caused 

fluctuation in local stress values compared to the theoretical value. They also found that 

numerical stiffening errors occurred when trabecular thickness was close to element size, 
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especially when there were less than three elements across the cross-section. This was in 

agreement with van Rietbergen (2001) who reported that convergence could be obtained 

in linear simulation when the ratio of mean trabecular thickness over element size is 

greater than four. Nevertheless, different bone types, the voxel conversion routines, 

image modalities and the various complicated loading conditions all add extra 

complexity on bone’s convergence behaviour (van Rietbergen, 2001). Thus, the 

convergence behaviour of models may differ from case to case. 

Previous convergence studies were mostly conducted over the apparent properties 

(Ulrich et al., 1998; van Rietbergen et al., 1998; van Rietbergen et al., 1995; Yeni et al., 

2005), whereas only a limited number of studies investigated convergence at the local 

values (Niebur et al., 1999; Torcasio et al., 2012). Bone tissue is found to yield at 

around 7000 microstrain (Bayraktar et al., 2004; Niebur et al., 2000; Pistoia et al., 2002). 

However, the mechanical strain that a single bone cell senses is the mechanical strain at 

the spatial scale of the cell itself, i.e. 10-100 microns (Cowin, 2001; Viceconti, 2012). 

Therefore before we can start to explore bone mechanobiology, we need to be able to 

quantify mechanical stresses and strains of the bone tissue at such a fine scale. In 

practice the voxels of reconstructed images may be subsampled to generate coarser 

microFE models in order to reduce computational cost. In these coarse models, small 

areas with high mineral content may not be accurately reproduced, which lead to an 

underestimation of the CT attenuation due to averaging (Gross et al., 2012; Homminga 

et al., 2001; Ulrich et al., 1998). This would further reduce the accuracy of the results. 

Therefore, convergence study should be performed routinely with large-scale microFE 

analysis in order to choose a proper voxel size that does not lead to substantial loss of 

trabecular information, subsequently affecting the predicted results. 

2.2.2. Effect of lamellae heterogeneity on the biomechanics of 

cancellous bone tissue 

Cancellous bone plays a major load-bearing role in the human skeleton, with both its 

spongy-like structure and mineralisation distribution contributing to the mechanical 

properties (Bourne and van der Meulen, 2004; Renders et al., 2011; Ulrich et al., 1998; 

van der Linden et al., 2001; van Rietbergen et al., 1995; van Ruijven et al., 2007). 

Because of this, two types of bone heterogeneity can be defined. At the organ level, 

bone is represented as a heterogeneous continuum, whose heterogeneity comes from the 

large macro-pores (Currey, 1988; Morgan et al., 2003; Zannoni et al., 1998). At the 
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organ level, the term bone mineral density (BMD) is normally used (Lai et al., 2005), 

which is the average density of a well-defined volume that contains a mixture of both 

bone and soft tissue. This parameter relates to the amount of bone within a mixed bone-

soft tissue region , but does not give information about the material density itself; at the 

tissue level, where the tissue porosities are represented explicitly, the heterogeneity 

emerges from the different local mineralisation due to the constant remodelling process 

(Fig.2.1) (Currey, 1999). In this case, the term tissue mineral density (TMD) is used 

(Gross et al., 2012; Renders et al., 2008), which is a measurement of bone density 

within the pure volume of calcified bone tissue. By contrast to BMD, the TMD provides 

us the information abo  ut the material density of the bone itself and ignores the 

surrounding soft tissue. In our study, we focused on the effect of bone heterogeneity 

driven at the tissue level, and the term TMD is used throughout the thesis. 

The mechanical property of cancellous bone tissue is both affected by its structure and 

the degree of mineralisation. In the early studies, most authors neglect the latter and 

used only the homogeneous FE models (Huiskes and Hollister, 1993; Jaecques et al., 

2004; Niebur et al., 2000; Ulrich et al., 1998; van Rietbergen, 2001; van Rietbergen et 

al., 1995). However, bone tissues are not homogeneous due to constant remodelling 

(Currey, 1988; Ruffoni et al., 2007). Due to the improvement of computationnal power 

and imaging technique, more recent studies used density-based microFE model where 

the element material properties are distributed from the greyscale of the voxels and 

suggested such models could lead to more accurate prediction of the bone mechanical 

behaviour (Bourne and van der Meulen, 2004; Harrison et al., 2008; Renders et al., 

2008; Renders et al., 2011).  
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Fig.2.1. Backscattered electron image of transiliac bone biopsy. Dark gray means low 

mineral content, light gray high mineral content. Adapted from (Ruffoni et al., 2007) 

Amongst the non-destructive methods to evaluate the bone local heterogneneity, 

synchrotron radiation micro-computed tomography (SRµCT) is currently found to be 

the most accurate approach and therefore referred to as the gold standard of this type of 

measurement (Carter et al., 2013; Kazakia et al., 2008). SRµCT imaging is performed 

using relativistic electrons accelerated by a magnetic field (Cowin, 2001; Takeda et al., 

1994). The beam is normally equipped with a monochromator to create a specific 

narrow energy incident beam. Therefore the mono-energetic, high flux, parallel beam 

used in SRµCT produces high resolution, high signal-to-noise ratio, and accurate 

attenuation measurement, which is free of beam hardening artefact seen in microCT 

(Kazakia et al., 2008; Nuzzo et al., 2002). By using SRµCT, Gross et al. (2012) found 

only a minor underestimation (2.19 ± 0.78%) of the apparent stiffness when bone 

heterogeneity was taken into account, indicating that neglecting bone heterogeneity in 

cancellous microFE models had only a minor effect on the apparent elastic properties of 

bone tissue. This is in agreement in a more recent finding, where Kaynia et al. (2015) 

confirmed that by including local heterogeneity in the model, it results in an 

underestimation of the apparent modulus for both microCT and SRµCT based microFE 

models. But this difference is higher in microCT based models (underestimated by 14%) 

than SRµCT based models (underestimated by 9%), because of microCT imaging 

artifacts.  
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Although having the ability to accurately access the TMD over microCT, SRµCT 

scanners in general are less available. Alternatively, most of the studies were conducted 

using microCT (Bourne and van der Meulen, 2004; Harrison et al., 2008; Renders et al., 

2008; Renders et al., 2011; van Ruijven et al., 2007) van der Linden et al. (2001) used a 

hypothetical mineral distribution of cancellous bone tissue. They found a higher 

apparent stiffness of the major load-bearing direction (superior–inferior) compared to 

homogeneous models. This difference was up to 20% when a cubic relationship 

between tissue modulus and calcium concentration was assumed. Bourne and van der 

Meulen (2004) found that the predicted apparent modulus of heterogeneous microFE 

models was significantly lower than that of homogeneous models assuming a tissue 

modulus of 20 GPa and the role of bone heterogeneity became more important with the 

increasing mineral distribution variability. Specifically, by increasing the bone 

mineralisation variation to 16%, 26% and 34%, approximately 26%, 35% and 43% 

reductions in the predicted apparent stiffness of the heterogeneous models were 

obtained, respectively. Using nano-indentation to determine the local tissue moduli, 

Harrison et al. (2008), reported a very good agreement of mean apparent modulus 

between the experiments and the numerical results from heterogeneous FE models, 

which were 1.65±0.20 GPa and 1.64±0.32 GPa respectively. Renders et al. (2008) found 

in human mandibular condyles, although the bone volume fraction (BV/TV) has more 

influence (up to 82%) on the apparent moduli than TMD (29%), the TMD still plays an 

important role in the mechanical property of cancellous bone tissue and the apparent 

moduli of the homogeneous models were overestimated by 20% on average compared 

to that of the heterogeneous models.  

While most of the above-mentioned studies aimed to investigate the effect of bone 

heterogeneity on the apparent properties of cancellous bones, a few studies focused on 

the local stresses and strains (Renders et al., 2011; van Ruijven et al., 2007). van 

Ruijven et al. (2007) showed that the assumption of homogeneity in microFE models of 

human mandibular cancellous bone yielded lower mean strains (up to 70%) compared to 

the heterogeneous models. Renders et al. (2011) found the predicted patterns of stress 

and strain were more consistent with the expected biomechanical behaviour of the 

cancellous bone tissue when bone heterogeneity was incorporated. In their study, a 

significant increase in stress with increasing distance from trabecular surface was found 
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followed by a significant decrease towards the core, which reflected the bending state of 

the rod-like trabeculae. 

Moreover, all the above-mentioned studies failed to validate the approach against in 

vitro experiments; instead the confirmations were carried out between computational 

models. Before we can jump to the conclusion claiming which type of model is more 

representitive and accurate, proper experimental measurements of the modelling 

specimen are needed.   

2.2.3. Validation approaches of microFE models 

Although showing a great potential of studying biomechanics of cancellous bone at the 

tissue level, as discussed in section 1.2.3 and 2.1, microFE models, presented as 

mathematical equations, are simplified version of the real subjects. Therefore, it 

becomes fundamental to validate those models before drawing any useful conclusions 

(Cristofolini et al., 2010; Viceconti et al., 2005).  

The predicted apparent properties (e.g. stiffness, strength) of each specimen can be 

compared with accurate experimental measurements in many ways (Christen et al., 

2013; Pistoia et al., 2002; Wolfram et al., 2010; Yeni and Fyhrie, 2001). Using Quasi-

static compression load setup combined with extensometer, the force displacement 

curve of the mechanical test can be measured and the ultimate apparent stress, strain and 

strength can be calculated (Hambli, 2013; Imai, 2015). To simulate a fall on an 

outstretched hand, Pistoia et al. (2002) used an Instron uniaxial-driven mechanical 

testing machine to record the force displacement curve and the bone failure load can be 

obtained. A custom-made stepwise loading device mounted in a high resolution 

peripheral computer tomography system, allows better understanding of  the progressive 

collapse of trabecular bone and the failure of cortical shell (Hosseini et al., 2014). Using 

a special designed mechanical setup with infrared markers to simulate the femur on a 

side fall, the failure location of the femur can be determined (Dall'Ara et al., 2013).  

Among all the possible mechanical parameters of bone tissue that can be measured 

using experimental approach, strain is the most critical one because of the failure 

criteria heavily used in the literature (Bayraktar et al., 2004; Niebur et al., 2000; Pistoia 

et al., 2002). Yet, measuring strains on bone tissue is not trivial because of its 

complicated geometry. For years, the biomechanics community has developed different 
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technologies in measuring bone strain with increased accuracy and precision, each with 

its own pros and cons. At the organ level strain gauge (SG) has been intensively used in 

bone biomechanics as a gold standard because of its accuracy and high frequency 

response (Cristofolini et al., 2009; Kim et al., 2001; Ostbyhaug et al., 2009; Zani et al., 

2015). It works by tracking the changes of the resistance of a metallic material under 

certain loading conditions. However, the SG can only measure the average strain over 

surfaces of limited area where they attach and consequently, this method is usually 

applied to long bones such as femur and cannot apply to porous materials like 

cancellous bone tissue (Cristofolini et al., 2009; Kim et al., 2001; Ostbyhaug et al., 2009; 

Zani et al., 2015). By mapping two digital images and calculating the displacement on 

the surface of the sample based on its transformation field (Grassi and Isaksson, 2015), 

digital image correlation (DIC) method has been applied to measure the full-field 

surface strain of bones (Amin Yavari et al., 2013; Dickinson et al., 2011). Due its non-

contact nature, DIC are not restricted to a limited number of discrete strain 

measurements as SG. However, this method cannot be applied at the biopsy level, 

where there is limited space and 3D volumetric information becomes essential because 

of the complicated microstructure (Dall'Ara et al., 2014). In addition, the measurement 

accuracy of DIC can be affected by several factors, such as the size of subarea chosen to 

match the same point between two images, the step size and the type of data filter used. 

More often than not, the user need to go a long way in finding the balance between 

these parameters in order to achieve an optimal measurement of a sample, which 

requires both experience and trials (Sutton et al., 2009).  

Yet, elastic registration or digital volume correlation (DVC) combined with high 

resolution microCT scanning has been recently applied to bone for measuring 3D 

volumetric displacement and strain fields within the specimen (Grassi and Isaksson, 

2015; Roberts et al., 2014). This method can be applied to undeformed and deformed 

microCT images of the same specimen in order to estimate the local mechanical 

behavior of cancellous bone tissue under certain loading conditions (Fig.2.2) (Bay et al., 

1999; Dall'Ara et al., 2014; Gillard et al., 2014; Liu and Morgan, 2007). Therefore, this 

approach can measure 3D volumetric displacement fields within the specimen, making 

possible the validation of microFE model for local prediction (Zauel et al., 2006) 

Actually, there are a number of computational approaches for DVC to recognize the 

features between the undeformed and deformed images and to provide the displacement 
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and strain distribution. One approach, referred to as the global approach, is based on a 

method driven by the continuity assumption (Fig.2.2b) (Barber et al., 2007; Dall'Ara et 

al., 2014). In this method, the whole volume of interest is analyzed and the registration 

procedure focuses on the recognition of identical features from two reconstruction 

image datasets (undeformed and deformed images). Consequently, the problem can be 

translated by describing the mapping function which maps the coordinates (x,y,z) of a 

feature in undeformed images to the coordinates (x’,y’,z’) of the same feature in the 

deformed images. These coordinate pairs are related through three displacement 

functions: u(x,y,z), v(x,y,z) and w(x,y,z) where x’ = u(x,y,z) + x; y’ = v(x,y,z)  + y; z’ = 

w(x,y,z) + z. Another approach, referred to as the local approach, begins by partitioning 

the image dataset into smaller sub-volumes, described as a discrete function of 

greyscales (Fig.2.2a). By using either Fourier space or direct coupling cross correlation 

to quantify the similarity between the images and a multi-pass approach that uses the 

displacement gradient from previous passes to deform the sub-volumes on the 

subsequent passes, the displacement at the center of each sub-volume can be retrieved 

(Madi et al., 2013). Then the strain measurements can be estimated from the 

displacement field using either center finite difference (CFD) scheme or finite element 

(FE) analysis (Palanca et al., 2015). In general, the global approach requires higher 

computational cost than the local approach, but results in lower displacement 

measurement error by imposing continuity assumption, such that the mapping of an 

individual subset depends on the mapping of the neighborhood (Madi et al., 2013; 

Palanca et al., 2015; Roberts et al., 2014). Furthermore, it should be noted that the 

precision and accuracy of the global approach are related to the chosen sub-sampling 

(i.e. a compromise should be taken between the accuracy and the spatial resolution of 

the experimental method, defined by the sub-volume chosen during the elastic 

registration of the un-deformed and deformed images) (Dall'Ara et al., 2014; Palanca et 

al., 2015). In particular, while the accuracy in computing the displacements is in the 

order of a fraction of voxel size, for the strain the errors can be in the order of hundreds 

of microstrain even for relatively large subsampling areas (e.g. 425±202 µɛ for 

subsampling areas of approximately 500 µm as reported by Palanca et al. (2015)). 

Therefore, while the experimental measurement for the displacement can be considered 

a true value when compared to microFE predictions, this assumption does not hold 

anymore for strain.   
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Fig.2.2. Difference between local DVC approach (a) and global DVC approach (b). 

Adapted from (Madi et al., 2013) 

 

Last but not least, DVC as a novel technique may be affected by the initial image 

quality and by the external loading that is applied. Therefore when applied for 

validation of microFE models, it is important to test its applicability for different 

independent experimental setups and cross different specimens in order to evaluate the 

robustness of the method. 

2.3. Aims of the study 

The literature review shows that previous verification and validation studies (V&V) 

conducted on cancellous bone tissue were mostly done by considering apparent 

properties, whereas only a limited number of studies focused on the local values. This 

context draws heavily the need to V&V such microFEs models for their local 

mechanical properties at the tissue scale, which are essential for studying bone 

mechanobiology. Moreover, previous research indicated that incorporating the bone 

lamella heterogeneity or recovering smoothed boundary of microFE models is likely to 

affect the prediction of local cancellous bone mechanical properties. To the author’s 
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knowledge there is no study that systematically investigated the effect of certain 

assumptions of modelling technique on the local mechanical properties of cancellous 

bone tissue validated with the state-of-art DVC approach. Therefore, the aims of this 

PhD project are: 

 To conduct a systematic convergence study of cancellous bone microFEs generated 

using three different modelling methods: homogenous hexahedral model: traditional 

Cartesian mesh mostly used in the literature; heterogeneous hexahedral model: 

continuous Cartesian mesh which takes into account the local mineralization 

distribution of the bone tissue; homogenous tetrahedral model: boundary recovery 

mesh that allows for smoothed topology at trabecular surface.  

 To validate displacement predicted by three different modelling methods against the 

state-of-art DVC approach, which provide a full-field 3D measurement of 

displacements of the sample. Further, to test the capability of the novel DVC 

technique, the study will be performed on two independent experimental setups and 

cross different specimens in order to evaluate the robustness of the method.  

 As currently there is no experiment method to validate the strain at 10-20 µm level, 

typical element size used in microFE models. This sub-goal is to compare the strain 

fields predicted by different tissue modelling methods in order to explore the effect 

of specific idealizations/simplifications for each model type on the prediction of 

strains. 
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Summary 

In parallel to the development of this PhD thesis, Dr Enrico Dall’Ara and his team 

developed a robust experimental method, based on Digital Volume Correlation, capable 

of accurately quantifying the displacement field of a specimen of bone tissue subjected 

to static compression. With this method the results of three experiments where analysed, 

one conducted by Dr Dall’Ara at the Insigneo institute for in silico medicine of the 

University of Sheffield, and the other two by Drs Sales, Manda, Wallace, and Pankaj at 

the Institute for Bioengineering, University of Edinburgh.  The resulting displacement 

fields were made available to the author, and used extensively in this thesis. 

While such experimental work is not part of this thesis, its results were essential for the 

validation study (chapter 5), and reflected also, in the choice of the boundary conditions, 

in the verification study (chapter 4).  Thus, we thought it was necessary to provide here 

a detailed description of the experimental methods used to collect the measurements 

used in the following of this thesis. However, it is important to stress that this 

experimental work was not part of my PhD project, and its author did not contribute in 

any way to it. 

The chapter describes the materials and methods of the compression experiments, the 

DVC analysis, and some limitations in the specimens’ preparation that became evident 

when the displacement data were analysed.  We also discuss how we defined the 

boundary conditions for our models so as to accurately replicate the experimental 

conditions. 
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3.1. Specimen preparation and scanning 

All procedures on human tissue were performed with the approval from the Research 

Ethics Committee for use of discarded bone material (LREC 2002/1/22). Animal tissue 

was extracted from a bovine femur, collected from animal that was killed for alimentary 

purposes. Two cylindrical cancellous bone specimens (Specimen1: height equal to 13.2 

mm, diameter equal to 10.6mm; Specimen2: height equal to 11.5 mm, diameter equal to 

10.6mm) were extracted from the central part of two human femoral heads from patients 

who underwent total hip replacement. Specimen 1 was extracted from an osteoarthritic 

male aged 68 and Specimen 2 from a 94 years old male without any known 

musculoskeletal pathologies.  The specimens were extracted by using diamond-tipped 

cores (Starlite Indistries, Rosemount PA, USA), and the ends of the core samples were 

cut parallel using a Buehler Isomet low speed saw (Buehler, Illinois, USA). The third 

specimen (Specimen3: height equal to 11.88 mm, diameter equal to 7.89 mm) was 

drilled (diamond core drill with nominal internal diameter equal to 8mm mounted on a 

pillar drilling machine, GDM50B, Sealey, UK) from a bone slice cut (0.2 mm diamond 

band saw mounted on a 300 CP, Exakt Gmbh, Germany) from a bovine femoral greater 

trochanter (female, 18 months old). All operations were performed under constant water 

irrigation in order to reduce potential damage to be bone specimen. The specimens were 

scanned with a microCT (Skyscan 1172; Specimen1 and Specimen2: voxel size 17.22 

µm, 54 kV, 185 µA, 0.5 mm aluminium filter, exposure time 885 ms, no averaging; 

Specimen3: voxel size 9.92 µm, 59 kV, 169 µA, 1 mm aluminium filter, exposure time 

1180 ms, averaged by two frames). Each image was cropped in order to include only the 

bone specimens and datasets were subsampled by a factor of two (ImageJ, V1.50a), 

resulting in a new voxel size equal to 34.44 µm and 19.84 µm for human and bovine 

specimens, respectively. For the Specimen1 and Specimen2 top and bottom slices with 

partial bone and air were removed, while for Specimen3 slices in the embedding 

material were removed. Bone volume fraction (BV/TV), trabecular thickness (Tb.Th), 

trabecular spacing (Tb.Sp), degree of anisotropy (DA) and angle between the main 

trabecular direction and the loading axis (α.Z) were computed with the ImageJ plugin 

BoneJ (Doube et al., 2010). Information for all specimens was summarized in Table.3.1. 
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Table.3.1. Specimens’ information 

Specimen Specie
s 

Location  Height 
(mm) 

Diamete
r (mm) 

BV/TV 
(%) 

Tb.Th 
(µm) 

Tb.Sp  
(µm) 

DA 
(-) 

α.Z 
(deg°
) 

Voxel 
size 
(µm) 

Forc
e (N) 

Disp 
(mm) 

Specimen
1 

Huma
n 

Femoral 
head 

13.2 
 

10.6 30.29 192 ± 69 427 ± 193 0.571 27 17.22  42 0.13 

Specimen
2 

Huma
n  

Femoral 
head 

11.5  
 

10.6 29.64 188 ± 67 376 ± 160 0.594 9 17.22 162 0.12 

Specimen
3 

Bovine Greater 
trochante
r 

11.88 7.89 22.82 171 ± 51 550 ± 152 0.539 60 9.92  
 

120 Na 

                         Na: no displacement was measured and this type of BCs was not modelled 
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Fig.3.1. Nominal configuration of the loading jigs used for testing Specimen1 and 

Specimen2 (left) and Specimen3 (right). 

 

3.2. In situ mechanical testing 

All three specimens were tested in situ within the microCT system. 

Specimen1 and Specimen2 were tested with the in situ compressive device provided by 

the manufacturer of the microCT (Skyscan 1172, Kontich, Belgium) with a 440 N 

loadcell. The specimens were positioned in between two parallel loading plates, in the 

middle of the device. A first scan (undeformed) was performed with the specimens 

under a small preload of 7 N in order to avoid motion artefacts. Afterwards, a 

compressive step up to 1% apparent strain was applied without repositioning and the 

specimen was scanned in its deformed configuration (Fig.3.1, left). These specimens 

were hydrated before testing. 

Specimen3 was tested in a custom made in situ compressive device to be positioned 

within the same microCT model (Skyscan1172). The load was applied by a manual 

screw-ball joint mechanism and was measured with a 2 kN loadcell (LPM530, Cooper 

Instruments & Systems, Warrenton, USA). The 1.5mm external portions of the 

specimen were embedded in PMMA (Technovit 4071, Heraeus Kulzer Gmbh, 

Wehrheim, Germany) after proper alignment with the loading axis of the jig. A first 



                                                                                                 CHAPTER 3 
 

50 
 

scan (undeformed) was performed with the specimen under a preload of 2 N in order to 

avoid motion artefacts. Afterwards, a compressive step to 120 N was applied without 

repositioning and the specimen was scanned in its deformed configuration. A liquid cell 

was used in order to keep the specimen submerged to 0.9% NaCl solution during the 

test (Fig.3.1, right).  

It should be noticed that Fig. 3.1 shows only the nominal configuration of the two 

loading jigs. Ideally, the two flat surfaces of each specimen should be parallel and the 

compressive loading should be perfectly uniaxial (Fig.3.2, left). However, due to 

inevitable errors in the sample preparation and to the fact that the jig cannot be very stiff 

as some of the components, at least around the sample, should be made of radio 

transparent material, in reality both conditions are hardly achieved. The combination of 

these two issues makes the experiment slightly divergent from the nominal uniaxial 

compression test, resulting in a situation where one side of the sample is displaced more 

than the other (Fig.3.2, right). To reduce this effect, the external portions of the 

specimen can be embedded in a resin (e.g. polymethylmethacrylate, PMMA), in order to 

compensate for surface parallelism error (Fig.3.3, left). Nevertheless, it should be noted 

that the potential misalignment induced by the jig may still exist (Fig3.3, right). Of 

course on the top of this the densitometric and morphological heterogeneities of the 

specimen play a role in the inhomogeneity of the applied displacement field. 

Because of all these factors, the resulting displacement fields are not so “uniaxial” as 

one would expect in a compression test.  In particular, for the specimens tested without 

embedding, the misalignment produced a considerable gradient of displacement in the 

directions orthogonal to the compression axis.  However, since the DVC provide full 

field information, and the goal of the finite element models subject of this thesis is to 

predict tri-axial deformation state, all these issues do not reduce the usefulness of these 

experimental data in the validation of our microFE models. 
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Fig.3.2. Ideal status (left) and real conditions in exaggeration (right) of the loading jig 

used for testing Specimen1 and Specimen2. Slash lines shows the modelling part of the 

specimen. 

 

 

 

Fig.3.3. Ideal status (left) and reality status in exaggeration (right) of the loading jig 

used for testing Specimen3. Slash lines shows the modelling part of the specimen. 
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3.3. DVC measurement of displacement 

The DVC method computes the field of displacements by registering elastically the 

couple of undeformed and deformed images for each specimen (34.44 µm and 19.84 

µm) and therefore has the potential to validate microCT-based finite element models 

(microFE). In the present study, we used a deformable image registration toolkit 

(Sheffield Image Registration Toolkit, ShIRT) (Barber and Hose, 2005; Barber et al., 

2007; Khodabakhshi et al., 2013). The registration equations are solved in the nodes of 

a grid superimposed to both images to be registered and with certain nodal spacing 

(NS), assuming a linear behaviour in displacement in between the nodes. In the current 

study, we used NS equal to 12 voxels (~ 413 µm) for human cancellous bone 

(Specimen1 and Specimen2) and NS 25 voxels (~ 496 µm) for bovine cancellous bone 

(Specimen3). With this NS the accuracy and precision in displacement  is 

approximately 0.00016±0.0034 µm (~ 400 µm) for Specimen1 and Specimen2  and 

0.0000098±0.00014 µm (~ 500 µm) for Specimen3 (Palanca et al., 2015). However, this 

value was calculated by using virtually moved images, which provides us the lower 

limit of the error. 

The displacement contour plot in the nominal loading direction measured with DVC 

(Fig.3.4) showed asymmetric inhomogeneous displacement field. This effect is due to a 

combination of the issues reported in in 3.1: the parallelism error between the flat 

surfaces of the specimen and the slight misalignment of the loading plate would lead to 

a non-uniaxial compression, causing one side of the specimen translate more than the 

other. For Specimen 3, although the former issue has been fixed, the latter one still exist 

resulting in less severe problem than Specimen 1 and 2. 

 

Fig.3.4. Contour plot of the displacement along the loading direction viewed in the 

coronal plane for Specimen1 (left), Specimen2 (middle) and Specimen3 (right), 

measured from DVC 
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3.4. MicroFE models’ boundary conditions 

In the following chapters the microFE models were analysed under three distinct 

boundary conditions (BC).  Here we explain how these related to the experimental 

measurements they are supposed to represent.  During the experiment they are 

continuously recorded by a load cell the resultant axial force, and by a displacement 

transducer the jig displacement, i.e. the change in distance between the mobile and the 

fixed plates.  Then the DVC analysis provide a full field displacement, including the 

points in contact with the loading jig. 

The first set of BCs was defined based on the resultant axial force as measured during 

the experiments. A zero vertical displacement was imposed to the fixed layer of nodes 

of the microFE model, while a vertical force was evenly distributed on the loaded layer 

of nodes, so that their resultant was equal to the measured resultant axial force (42N for 

Specimen1, 162N for Specimen2, and 120N for Specimen3). The nodes of the both 

layers were free to move in transverse direction for the Specimen1 and Specimen2 (free 

boundary conditions, assuming null friction at the plates) and fixed in the transverse 

directions for Specimen3 (simulation of embedding). This set of BCs is hereinafter in 

the following chapters referred to as “force BCs”.  

The second set of BCs was defined based on the jig displacement measured 

experimentally. Again, a zero vertical displacement was imposed to the fixed layer of 

nodes of the microFE model, while the jig displacement recorded experimentally was 

imposed as vertical displacement to all nodes of the loaded layer (130 µm for 

Specimen1, 115 µm for Specimen2; for Specimen3 no displacement was measured and 

this type of BCs was not modelled), leaving them free to move in the transverse 

directions. This set of BCs is hereinafter in the following chapters referred to as 

“displacement BCs”.  

The third set of BCs was defined after the DVC measurements (Fig.3.5). The DVC was 

used to determine the displacement vector at the coordinates of each node in the surface 

layer of the microFE model using element shape function that was applied as imposed 

displacements to the nodes. This set of BCs is hereinafter in the following chapters 

referred to as “interpolated BCs”. 
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A local convergence study will be conducted to all microFEs with respected to three 

sets of BCs (Chapter 4) and the verified models will be used to predict the local 

displacements validated against the DVC measurements (Chapter 5).  

 

Fig.3.5. “interpolated BC” assignment scheme 
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Summary 

The complex geometry of cancellous bone tissue makes it difficult to generate micro 

computed tomography (microCT) based finite element models (microFE). Only a few 

studies investigated the convergence behaviour at the tissue scale. In this study, 

convergence behaviour of different microFE models (homogeneous hexahedral model, 

heterogeneous hexahedral model and homogeneous tetrahedral model) was investigated. 

The displacement, third principal strain and stress from coarser models were compared 

against its reference model. Uniaxial compression simulations using both linear-elastic 

and nonlinear constitutive equations were performed. The results of the current study 

confirm that linear elastic simulation of cancellous bones of homogeneous hexahedral 

models, assuring convergence of the displacements, stress and strain by using an 

element size less than one quarter of the trabecular thickness (34-40 µm). This 

modelling framework can be used for future reference. However, heterogeneous model, 

presented with different local modulus distribution in each mesh refinement, converged 

at an even finer scale (20 µm). By preserving the same geometry at each mesh 

refinement, tetrahedral model tends to converge better than other meshes, despite of the 

difficulty to in generating the mesh. Nonlinear simulations on the other hand, do not 

always guarantee the convergence at the same voxel size converged in linear simulation. 

Therefore, a local convergence study should always be conducted before any further 

analysis of the model.  Further investigation is needed by using more samples and 

different CT modalities. Part of this chapter was originally published in Large-scale 

Finite Element Analysis of Bone Tissue MicroCT Data: A Convergence Study. Chen Y, 

Pani M, Taddei F, MAzzà F, Li X, and Viceconti M. J. J Biomech Eng. 2014 

Oct;136(10):101013. DOI: 10.1115/1.4028106. 

 

Keywords: microCT, finite element, cancellous bone, verification, local convergence  
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4.1. Introduction 

With the rapid development of 3D image reconstruction techniques and commodity 

computer, the micro finite element (microFE) method has become a popular tool for 

modelling bones at the tissue scale, where the biomechanical behaviour is closely 

associated with biological function (Huiskes and Hollister, 1993; Vaughan et al., 2012; 

Viceconti, 2012). Traditional modelling processes, often referred to as smooth boundary 

or boundary-recovery FE methods, involve the estimation of structural topology using 

surface-fitting methods. Historically, boundary-recovery methods were difficult to apply 

at the tissue scale, because the small features present in cancellous bone (Fig.4.1) would 

had required a very large number of elements to be meshes accurately, much large of 

what for a long while was possible to solve with most available computers (Guldberg et 

al., 1998). On the contrary, microFE models could be solved with special-purpose 

solvers that leveraging on the regularity of the mesh size and topology allowed to solve 

models with hundred million elements in reasonable times. These models use 3D voxels 

of bone tissues obtained from microCT (Feldkamp et al., 1989) and convert them 

directly to equally sized hexahedral finite elements (Hollister et al., 1994; Keyak et al., 

1990; van Rietbergen et al., 1995). One advantage of this method is that the generation 

of a well-conditioned mesh is guaranteed even with complex topology. However, as this 

type of mesh often has a “staircase-like” appearance, the boundary can only be 

smoothed when the element size approaches zero. More often than not, native voxel size 

in image dataset has to be kept in such models to achieve a reliable representation of the 

surface geometry, which results in a large number of degrees of freedom (NDOF) 

(Huiskes and Hollister, 1993; van Rietbergen, 2001; Viceconti, 2012). Consequently, 

simulations performed using these FE models are computationally intensive, and 

sometimes with low prediction accuracy on the bone surface or internally (Depalle et al., 

2012). Nevertheless, this type of model, with a resolution fine enough to capture the 

bone microstructure (Bouxsein et al., 2010), can be used to predicted stiffness and 

strength of the bone tissue (Niebur et al., 2000; Pistoia et al., 2004), which make it a 

potential tool for osteoporotic fracture diagnosis. 

Over the years, only a few researchers have investigated the relationship between the 

mechanical properties of trabecular bones and the optimal element size. In a study 

exploring the relationship between image resolution and meshing techniques for 

trabecular bones, Ulrich et al. (1998) found that Cartesian meshes with a resolution of 
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168 µm taken from the femoral head produced better results, compared against models 

of 28 µm as reference (a minor decrease of 3% in the elastic modulus and 9% in tissue 

stress were found).  

 

Fig.4.1. 3D representation of bovine cancellous bone specimen scanned by microCT at 

9.92 µm 

A recent study conducted by Torcasio et al. (2012) aimed at validating specimen-

specific micro FE models for the assessment of bone strains in the rat tibia under 

compression showed that Cartesian models of 40 µm and 80 µm converged with a 

difference in stiffness of 1.30% and 1.35% respectively compared with the reference 

model of 20 µm. Depalle et al. (2012) showed that at the tissue level, the increase in 

element size affects the local stress distribution during a compression test simulation. 

Both stiffening and global softening due to discretisation errors caused fluctuation in 

local stress values. The author also found that numerical stiffening errors occurred when 

trabecular thickness was close to element size, especially when there were less than 

three elements across the cross-section. This was in agreement with Niebur et al. (1999) 

where they found that the difference in apparent modulus were always less than 10% 

when the ratio of mean trabecular thickness over element size is greater than four. Bert 

van Rietbergen (2001) suggested that the accuracy of simulation in such models was 

dependent on a number of factors, such as the types of bones (Pistoia et al., 2001; Ulrich 

et al., 1998), image acquisition modalities (van Rietbergen et al., 1998), and the 

complexity of various loading conditions. It is therefore not surprising to find that some 

researchers have reported considerable errors in their FE apparent modulus comparing 

between models with voxel sizes of 50 µm and 20 µm (Ladd and Kinney, 1998), 

whereas others have reported sufficiently converged results for models with a voxel size 

of up to 150 µm (Ulrich et al., 1998; van Rietbergen, 2001; van Rietbergen et al., 1998).  
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A systematic numerical validation is required in order for this microFE approach to be 

used as a standard in the future. Also, for the simulation of bone failure behaviour, 

where large deformation and strain-dependent changes become significant, a non-linear 

FE test is required (Christen et al., 2010; van Rietbergen, 2001). It was shown that a 

bilinear constitutive model with asymmetric tissue yield criteria could reach more 

accurate solution than a linear model (Niebur et al., 2000). The structural failure of 

human radii predicted by non-linear microFE models correlated well with experimental 

tests based on high-resolution peripheral quantitative computer tomography (HR-pQCT) 

(MacNeil and Boyd, 2008). Viceconti (2012) also suggested that an elastic-perfectly-

plastic constitutive equation could be used to yield a better prediction of bone tissue 

behaviour, where stress raisers within complex bone tissue might bring considerable 

errors. In addition, from a mathematical point of view, higher order values such as 

strains are usually preferred over the displacement as a convergence criterion, as strain 

is slower to converge in an area with a large strain gradient (Bathe, 1996; Fagan, 1992). 

Previous convergence studies were mostly conducted on the apparent properties (Ulrich 

et al., 1998; van Rietbergen et al., 1998; van Rietbergen et al., 1995; Yeni et al., 2005), 

whereas only a limited number of studies investigated the local results convergence 

(Niebur et al., 1999; Torcasio et al., 2012). Moreover, there is conclusive evidence 

showing that bone is constantly remodelled (Currey, 1999), thus each volume of tissue 

might have a different level of mineralisation and consequently exhibit significantly 

difference mechanical properties. Some studies suggested that incorporating the bone 

heterogeneity into microFE models is likely to affect the prediction of cancellous bone 

mechanical properties (Kaynia et al., 2015; Renders et al., 2008; van der Linden et al., 

2001; van Ruijven et al., 2007). In addition, in every validation study, the boundary 

conditions (BC) applied to the model should be as close as the experiments, therefore it 

is essential to explore the model convergence behaviour under different BCs. Therefore, 

the aims of the present study are: (1) to conduct a convergence test of cancellous bones 

with linear elastic homogeneous hexahedral models under different BCs. Post yield 

convergence behaviour will also be investigated; (2) to investigate the convergence 

behaviour of heterogeneous hexahedral model and homogeneous tetrahedral model 

using the most accurate BC (results from an independent study); (3) to obtain the 

optimal image voxel size for such FE models to achieve a reasonable convergence on a 

powerful high performance computing (HPC) cluster. 
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4.2. Materials and methods 

This convergence study was conducted with the same methodology described in an 

earlier paper (Chen et al., 2014).  However, we decide to report here the description on a 

second study we conducted more recently on other specimens, because those specimens 

are also used in the following chapters. All microFE models used in this chapter were 

generated from the undeformed image datasets and solved while subject to the three 

boundary conditions based on the validation experiments, as explained in chapter 3. 

4.2.1. MicroFE models 

Homogeneous hexahedral model 

To create the homogeneous hexahedral models, the original image datasets were first 

subsampled. From the original microCT images with a voxel size of 17 µm (Specimen 1 

and 2 for example), 2 x 2 x 2 voxels were condensed into one, resulting in a new image 

data with a resolution of 34 µm. Similarly, 4 x 4 x 4, 8 x 8 x 8 voxels were grouped to 

generate the datasets of 68 µm and 136 µm, respectively. Then the images were 

binarised using a single level threshold by finding the mean value between two peaks 

(one representing the bone tissue, one representing the background) in the grayscale 

histograms (Fig.4.2). Voxels below the threshold value were deleted and for those 

above the threshold value, a connectivity filter (Matlab, R2014b, Mathworks, Inc.) was 

applied to remove the isolated voxels. In particular, only elements with surface (four 

nodes) connectivity were kept in the model. Finally, each remaining voxel in the image 

datasets was converted directly into equally sized 8-node hexahedral elements. The 

material properties for this type of model were assumed to be linear and isotropic, with 

a uniform Young’s modulus of 17 GPa (Bayraktar et al., 2004; Morgan et al., 2003) and 

a Poisson’s ratio of 0.3 (Pistoia et al., 2002). This type of model is hereinafter referred 

to as “HOMO-HEXA”. 

Heterogeneous hexahedral model 

For heterogeneous hexahedral model, every voxel in the subsampled image datasets was 

converted directly into equally sized 8-node hexahedral elements. Voxels having 

greyscale above the mean value between two peaks in the greyscale histogram were 

considered as bone voxels. The greyscale of each voxel is considered proportional to the 

local tissue mineral density (TMD). This is equivalent to the concentration of 

hydroxyapatite (HA) (Mulder et al., 2008; Nuzzo et al., 2002) and quantified by 
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calibrating the greyscale with reference measures of phantoms containing HA of 250 

and 750 mg/cm
3
. The tissue material properties Et were approximated from the TMD of 

the corresponding voxel according as Et = E(TMDt TMDmean⁄ )  (Currey, 1988; van 

Ruijven et al., 2007), where E is the typical modulus of the trabecular specimen of 

17GPa,  TMDt  the TMD of the voxel,  TMDmean the mean TMD of all voxels. The 

TMD of all voxels were transformed into corresponding tissue modulus using this 

empirical equation. As the maximum module of elasticity of bone tissue found using 

micro-indentation or nano-indentation at the tissue scale is about 25 GPa (Mirzaali et 

al., 2015; Wang et al., 2006), voxels having elastic modulus above this upper limit 

(accounts for 1.5% of all bone voxels) were treated as noises from the scan and assigned 

with a value equal to 25 GPa. The modulus were discretized to 629 material cards and 

assigned with a Poisson’s ratio of 0.3 (Pistoia et al., 2002). Voxels having greyscale 

below the first peak value of the histogram were assumed to be marrow and a uniform 

elastic modulus of 0.035 MPa and a Poisson’s ratio of 0.5 was assigned (Jansen et al., 

2015). Voxels having greyscale falling in between the bone and marrow thresholds were 

treated as the transition zone (newly formed bone tissue which was partially mineralized 

or voxels on the bone surface, which greyscale is a mixture between the bone and the 

marrow). The modulus values were assigned using a bilinear relationship, where the 

lowest and highest greyscale value were matched with marrow tissue modulus of 0.035 

MPa and the lowest Et of the bone tissue respectively. The greyscale of the midpoint 

was offset by 90% from the highest greyscale of marrow and the modulus of the 

midpoints was offset by 10% from the marrow modulus. In our study, only Specimen3 

was scanned with calibration phantoms, heterogeneous model was only generated for 

this specimen (Fig.4.3). This type of model is hereinafter referred to as “HETE-HEXA”. 

Homogeneous tetrahedral model 

10-node tetrahedral models of the specimen3 were automatically generated from 

microCT images using ScanIP (SimplewareLtd, Exeter, UK). This mesh creation 

algorithm is based on an enhanced version of the volumetric marching cube method 

modified to work for both single and multiple parts (Young et al., 2008). Then the 

algorithm extracts the conforming surfaces topology and automatically meshes based on 

its complexity and features. This algorithm is most suited to geometries like cancellous 

bone where there is a need for preserving small features while decimating the mesh 

elsewhere. The user can control the mesh refinement by indicating a tentative mesh 
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refinement factor. Different mesh refinements were generated with similar DOFs of the 

homogeneous hexahedral models. The material properties for this type of model were 

assumed to be linear and isotropic, with a uniform Young’s modulus of 17 GPa 

(Bayraktar et al., 2004; Morgan et al., 2003) and a Poisson’s ratio of 0.3 (Pistoia et al., 

2002), as for the homogeneous hexahedral models. This type of model is hereinafter 

referred to as “HOMO-TETRA”. Three different mesh types are shown in Fig.4.4. 
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Fig.4.2. HOMO-HEXA mesh generation scheme (The figure shows the histogram of the 

greyscale of voxels distributed throughout the sample, with X the greyscale value and Y 

the frequency; the sub-image cropped from the centre of the image dataset shows an 

example of the mesh) 

 

 

Fig.4.3. HETE-HEXA mesh generation scheme (The figure shows the histogram of the 

greyscale of voxels distributed throughout the sample, with X the greyscale value and Y 

the frequency; the sub-image cropped from the centre of the image dataset shows an 

example of the mesh and the colour plot reflects the module of elasticity of the sample) 
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Fig.4.4. HOMO-HEXA model (left), HOMO-TETRA model (middle) and HETE-HEXA model 

(right) of bovine cancellous bone tissue (Specimen3) 

4.2.2. Boundary conditions 

Three different boundary conditions (BCs) were used for linear elastic simulations in 

order to replicate the BCs measured in experiments: “force BCs”, “displacement BCs” 

and “interpolated BCs”. Please refer to Chapter3 for details. 

To explore the nonlinear behaviour of microFE model in terms of local convergence, a 

nonlinear simulation was also performed: a displacement was applied to models to 

simulate a uniaxial compression. As the objective was not to investigate the bone 

behaviour under larger deformation, but to achieve more accurate predictions for those 

small areas of bone tissues experiencing plastic deformation, a bilinear model 

approximating an elastic-perfectly-plastic constitutive equation was adopted, where the 

bone is considered to behave perfectly elastic up to the yield strain (7000 µɛ) and then 

to deform in a perfect plastic manner without the need to increase the stress (MacNeil 

and Boyd, 2008; Niebur et al., 2000; Viceconti, 2012). A displacement load was 

predetermined in order to reach a maximum 3rd principal strain of 20,000 µɛ for the 

coarsest mesh refinement for each mesh. All other simulations were conducted using the 

same displacement.  

All above-mentioned BCs were applied to the HOMO-HEXA of each specimen. The 

BC leading to the most accurate predictions (“interpolated BCs”, results from an 

independent study, please refer to Chapter5 for details) was applied also to the HOMO-

TETRA and HETE-HEXA for Specimen3. The most refined HETE-HEXA for 

Specimen3 (10 µm) consists of around 600 million of elements. In order to reduce the 

computational cost, we focused our attention on a sub-volume of 5 x 5 x 5 mm at higher 
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strain. In order to maintain the same BC, the boundary nodes of the sub-model were 

superimposed into the last solved mesh refinement and the displacement for these nodes 

were derived using element shape function. All models and BCs information is 

summarized in Table.4.1. 

Table.4.1. Specimens and their corresponding models and BCs 

Specimen BCs Models 

 Homo Hexa Hete Hexa Homo Tetra 
Specimen1 Force Yes   

Disp Yes   
Interp Yes   
Nonlinear Yes   

Specimen2 Force Yes   
Disp Yes   
Interp Yes   
Nonlinear Yes   

Specimen3 Force Yes   
Disp    
Interp Yes Yes Yes 
Nonlinear Yes   

 

4.2.3. Results comparison 

The quantity chosen for the convergence study depends on the purpose: for example it 

can be the Von Mises Stress, used to quantify the failure in ductile materials such as 

metal (Perez-Gonzalez et al., 2011) or the maximum principal strain, frequently used to 

calculate the failure of bone tissue (Schileo et al., 2008). Here, to explore the 

convergence behaviour of cancellous bones at the tissue scale, three nodal outputs were 

examined. These are the 3rd principal strain, the 3rd principal stress (the most negative 

values for compression), and the displacement module (intensity of the displacement 

vector).  

Since the Saint-Venant’s Principle (Berdichevsky and Foster, 2003) is not valid near the 

boundary conditions, the region of interest for the convergence analysis was limited to 

the middle part (about 1/3) of the whole model. Bruce Irons first proposed the Patch 

Test in 1965 from a physical perspective (Irons and Loikkanen, 1983). But only in 2001 

the patch test was proved sufficient for the convergence of nonconforming finite 

elements provided some approximation and weak continuity are satisfied (Wang, 2001). 

A reliable patch test requires all the nodes that exist in the coarsest mesh also exist in all 
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refined meshes, and the peak values at nodes with fixed spatial position are investigated. 

The code used to generate HEXA models guarantees overlapped nodes for each mesh 

refinement, making investigating node at the same spatial location possible. Because of 

the way the HOMO-TETRA models are generated, there is no guarantee that a mesh 

node investigated in one mesh will locate at the same spatial position in other meshes. 

Therefore, the convergence behaviour for HOMO-TETRA was investigated at the same 

spatial location by deriving the results using element shape function interpolation.  

In order to compare the results between models with different mesh refinements, HEXA 

models preserving the original voxel size (17 µm for Specimen 1 and 2, 10 µm for 

Specimen3) were assumed to provide the most accurate results and therefore used as 

reference. For the HOMO-TETRA models we chose as reference a mesh refinement 

which has a number of degrees of freedom comparable to that of the HOMO-HEXA 

mesh at the original voxel size. 

Convergence studies are time-consuming, and thus they are conducted only for a limited 

number of locations.  Some authors prefer to focus their attention on the region where 

the largest spatial gradient of the selected output is predicted (maximum gradient 

criterion); this because if the mesh refinement is found adequate in those regions, it will 

surely be adequate also anywhere else. Some other authors prefer to test the 

convergence of the mesh refinement in the region where the highest value is predicted 

(maximum value criterion), because these are usually also among the regions with the 

highest gradient, and the accuracy of the predictions in these regions are the most 

important. Whereas locating the node with the peak value is standard post-processing 

feature in most FE codes, spatial gradients are not normally available. However, the 

regions where the gradients of stress or strain are higher are also the regions where the 

stress error is higher (Zienkiewicz and Zhu, 1987). In this study in all models 

convergence was investigated in the region with the largest 3
rd

 principal strain and the 

one with the lowest convergence rate was selected and investigated on the behaviour 

with node of largest stress error. For the HEXA models (which satisfy the patch test 

requirements) we tested the convergence in the node with the highest 3
rd

 principal strain 

(or the highest stress error) among those present in all mesh refinements; for the 

TETRA mesh, we simply took the node with the peak value in the most refined mesh, 

and interpolate the values at the same coordinates in the other meshes. 
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For each model, the percentage differences with respect to the reference model in each 

mesh refinement were computed and the mesh was assumed to be at convergence if 

such difference decreased monotonically with the element size, and the percentage 

difference was less than 5% for linear simulation and 10% for non-linear simulation 

(Chen et al., 2014).  

All simulations were performed using ANSYS (Release 15.0, ANSYS, Inc.) on a high 

performance parallel computing cluster (SGI UV-2000 Intel Xeon E5-4650, 2.70 GHz, 

104 cores, 1.6TB of RAM). 

4.3. Results 

For the linear elastic simulations of HOMO-HEXAs models under different BCs 

(Table.4.2), stress and strain started to show convergence with element size of 34-40 

µm, depending on the model. To be specific: at 34 µm for Specimen1 and Specimen2 

(lowest percentage of less than 1% for 3
rd

 principal strain and 1.7% for 3
rd

 principal 

stress with Specimen2 controlled by ‘force BC’) and at 40 µm for Specimen3 (lowest 

percentage of 1.7% for 3
rd

 principal strain controlled by ‘interpolated BC’ and less than 

1% for 3
rd

 principal stress controlled by ‘force BC’). For Specimen3, both strain and 

stress kept converging at 20 µm (lowest percentage of 1.2% for 3
rd

 principal strain 

controlled by ‘force BC’ and less than 2.1% for 3
rd

 principal stress controlled by 

‘interpolated BC’). For the case of ‘force BC’ in particular, the percentage difference 

decreased smoothly with the decreasing size of element for both strain and stress, 

whereas for ‘displacement BC’ and ‘interpolated BC’ the percentage difference 

fluctuated between the second coarsest mesh refinement and the second finest mesh 

refinement (68 and 34 µm models for specimen1 and specimen2, 40 and 20 µm models 

for specimen3). It was also found that the percentage difference between the coarsest 

mesh refinement and second coarsest mesh refinement in general was higher in 

Specimen1 and Specimen2 (136 and 68 µm models) than in Specimen3 (80 and 40 µm 

models). The highest difference happened in Specimen2 controlled with ‘force BC’ 

where the value for strain was 52.8% for 136 µm and 4.9% for 68 µm models and the 

value for stress was 62.3% for 136 µm and 5.3% for 68 µm models respectively. It is 

noticed from Table 4.2 that the model of Speciemen1 using “displacement BC” has the 

lowest convergence rate for each mesh refinement. This simulation was selected to 

further investigate the convergence behaviour using maximum gradient criterion. By 
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investigating the node subjected the highest stress error, the convergence behaviour is 

similar to the one using maximum value criterion. The results for linear simulation of 

HOMO-HEXAs were summarised in Table.4.2 and Table 4.3. 

Regarding results using different mesh types under the same BC (interpolated BC’) for 

Specimen3 (Table.4.4): for HETE-HEXA, both 3
rd

 principal strain and 3
rd

 principal 

stress converged at 20 µm (2.5% for 3
rd

 principal strain and 3.1% for 3
rd

 principal 

stress); for HOMO-TETRA, all mesh refinements with similar NDOFs of the HOMO-

HEXA have reached convergence (lowest percentage of 2.6% for 3
rd

 principal strain 

and 3.9% for 3
rd

 principal stress). However, the mesh generation time for HOMO-

TETRA is in general longer than HOMO-HEXA having comparable NDOFs (to 

generate models of around 40 million NDOFs, it took approximately half an hour for 

the HOMO-HEXA and 2 hours for HOMO-TETRA). The results for linear simulation 

of Specimen3 using different mesh types were summarised in Table.4.4. 

The displacements for linear simulations have all converged at the coarsest mesh 

refinement for each specimen (136 µm for specimen1 and specimen2, 80 µm for 

specimen3), except for models of 136 µm for Specimen1 controlled by ‘force BC’, 

where the percentage difference was close to the considered threshold (5.2%). The 

convergence rate for the displacement was faster than strain and stress, where they all 

reached a converged solution of less than 1% with the second coarsest mesh refinements 

(68 µm for specimen1 and specimen2, 40 µm for specimen3). 

Both the elapsed time and the memory usage increased dramatically with a decrease in 

element size. The largest model (sub-volume of the most refined HETE-HEXA) 

required 605 GB of real memory and approximately 3 hours to run. The results for 

linear simulation were summarised in Table.4.2-4.4. 

The convergence behaviour for the non-linear simulations was similar to the linear case, 

except that the percentage differences were larger at each mesh refinement (Table.4.5). 

Stresses have started to converge at the second coarsest mesh refinement (68 µm for 

specimen1 and specimen2, 40 µm for specimen3 (lowest percentage of less than 1% for 

specimen1) and kept converging for the next mesh refinement. However, model of 34 

µm of specimen2 failed to reach the convergence (13.2%) in terms of strain according 

to our criteria. Displacement again converged faster than strain and stress, where it 

started to converge with the least refined meshes. Similar to the linear case, both the 
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elapsed time and the memory increased dramatically with a decrease in element size. In 

addition, the elapsed time required for each mesh refinement in non-linear simulations 

was considerably longer than that of linear simulations. The largest model (10 µm 

model of specimen3) required approximately 589 GB of real memory and 38 hours to 

run. The results for non-linear simulation were summarised in Table.4.5.  
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Table.4.2. Linear simulations for HOMO-HEXA models at peak strain location 

BCs Specimen Model 

(m) 

NODFs 
(million) 

Elapsed 
Time (s) 

Memory 
Usage 
(GB) 

3rd Principal Strain 
(µɛ) [% difference to 
reference model] 

3rd Principal 
Stress (MPa) [% 
difference to 
reference 
model] 

Displacement 
(µm) [% 
difference to 
reference 
model] 

Force Specimen1 136 0.8 14 1.2 -1315     (32.7%) -22.4    (34.3%) 12.2    (5.2%) 

68 4.9 47 9.0 -1048        (5.1%) -16.0      (4.1%) 11.6     (<1%) 

34 33.1 911 52.2 -1024        (2.7%) -17.0      (2.2%) 11.6     (<1%) 

17 * 237.9 5,310 371.2 -988           (0%) -16.7         (0%) 11.6       (0%) 

Specimen2 136 0.8 13 1.2 -6667     (52.8%) -120.4   (62.3%) 17.4    (2.8%) 

68 4.7 50 8.6 -4576       (4.9%) -78.2      (5.3%) 17.8     (<1%) 

34 32.0 878 49.9 -4337        (<1%) -75.4      (1.7%) 17.8     (<1%) 

17* 229.6 5,103 348.5 -4361          (0%) -74.3         (0%) 17.9        (0%) 

Specimen3 80 1.1 17 2.8 -5430       (9.1%) -94.7    (15.8%) 23.7      (<1%) 

40 6.8 78 12.3 -5140       (3.3%) -82.4       (<1%) 23.6      (<1%) 

20 43.6 1,098 84.7 -5036       (1.2%) -80.0      (2.2%) 23.5      (<1%) 

 10* 302.5 7,122 510.9 -4977          (0%) -81.7         (0%) 23.7         (0%) 

Disp Specimen1 136 0.8 14 1.2 -7009    (69.8%) -117.1   (71.5%) 111.6      (1.5%) 

68 4.9 49 8.8 -4758    (15.3%) -85.9    (25.9%) 111.3       (<1%) 

34 33.1 901 53.7 -4325       (4.8%) -70.3      (3.0%) 111.4       (<1%) 

17* 237.9 5,201 383.6 -4127          (0%) -68.2         (0%) 111.5         (0%) 

Specimen2 136 0.8 12 1.2 -6978    (16.6%) -118.3   (19.7%) 91.6      (2.1%) 

68 4.7 55 8.2 -6027        (<1%) -100.3      (1.4%) 89.7       (<1%) 

34 32.0 864 50.7 -6243       (4.3%) -94.9      (3.9%) 89.7       (<1%) 

17* 229.6 5,188 331.1 -5986          (0%) -98.8         (0%) 89.7         (0%) 

Interp Specimen1 136 0.8 12 1.1 -7004    (46.7%) -126.9   (55.5%) 71.7       (<1%) 

68 4.9 53 8.8 -5141       (7.7%) -72.4   (11.2%) 71.9       (<1%) 

34 33.1 889 50.1 -5003       (4.8%) -84.4     (3.5%) 71.6       (<1%) 

17* 237.9 5,431 371.9 -4774          (0%) -81.6         (0%) 71.7          (0%) 

Specimen2 136 0.8 10 1.2 - 6836    (38.1%) -118.9   (40.7%) 229.1       (1.3%) 

68 4.7 57 8.1 - 4977        (<1%) -84.6       (<1%) 226.3        (<1%) 

34 32.0 888 49.8 - 5171       (4.5%) -86.7      (2.6%) 226.7        (<1%) 

17* 229.6 5,057 338.9 - 4949          (0%) -84.5         (0%) 226.2          (0%) 

Specimen3 80 1.1 21 2.5 -6933    (25.1%) -117.6   (24.6%) 43.1       (<1%) 

40 6.8 83 11.6 -5636       (1.7%) -96.1      (1.8%) 43.2       (<1%) 

 20 43.6 1,113 83.2 -5664       (2.2%) -96.3      (2.1%) 43.2       (<1%) 

 10* 302.5 7,420 506.3 -5542          (0%) -94.4          (0%) 43.2         (0%) 

*Reference model 

 

 

Table.4.3. Linear simulations for Specimen1 (HOMO-HEXA) at peak stress error location 

BCs Specimen Model 

(m) 

NODFs 
(million) 

Elapsed 
Time (s) 

Memory 
Usage 
(GB) 

3rd Principal Strain 
(µɛ) [% difference to 
reference model] 

3rd Principal 
Stress (MPa) [% 
difference to 
reference 
model] 

Displacement 
(µm) [% 
difference to 
reference 
model] 

Disp Specimen1 136 0.8 14 1.2 -6833    (73.1%) -115.2   (76.7%) 101.1      (1.6%) 

68 4.9 49 8.8 -4442    (12.5%) -82.6    (26.7%) 99.5       (<1%) 

34 33.1 901 53.7 -4138       (4.8%) -67.5       (3.5%) 99.4       (<1%) 

17* 237.9 5,201 383.6 -3948          (0%)   -65.2          (0%) 99.4         (0%) 

*Reference model 
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Table.4.4. Linear simulation of Specimen3 for all mesh types at peak strain location 

BCs Mesh Type Model 

(m) 
 

NODFs 
(million) 

Elapsed 
Time (s) 

Memory 
Usage 
(GB) 

3rd Principal Strain 
(µɛ) [% difference to 
reference model] 

3rd Principal 
Stress (MPa) [% 
difference to 
reference 
model] 

Displacement 
(µm) [% 
difference to 
reference 
model] 

Interp HOMO-HEXA 80 1.1 21 2.5 -6933    (25.1%) -117.6   (24.6%) 43.1       (<1%) 

40 6.8 83 11.6 -5636       (1.7%) -96.1     (1.8%) 43.2       (<1%) 

20 43.6 1,113 83.2 -5664       (2.2%) -96.3     (2.1%) 43.2       (<1%) 

10* 302.5 7,420 506.3 -5542          (0%) -94.4         (0%) 43.2         (0%) 

HETE-HEXA 80 3.8 34 7.7 -6792       (7.1%) -157.5   (13.2%) 56.4       (<1%) 

40 29.6 967 46.5 -6682       (8.6%) -127.9   (8.1%) 57.1       (<1%) 

20 279.1 6,800 441.7 -7128       (2.5%) - 134.8     (3.1%) 56.8       (<1%) 

10* 384.1 11,302 605.2 -7311          (0%) -139.1         (0%) 56.9         (0%) 

HOMO-TETRA 62 5.9 129 16.8 -6777       (2.9%) -115.7      (4.4%) 23.0       (<1%) 

17 46.0 1350 74.9 -6758       (2.6%) -115.2      (3.9%) 23.0       (<1%) 

 11* 275.3 6,233 436.8 -6587          (0%) -110.8          (0%) 23.0         (0%) 

*Reference model. 

 The most mesh refinement of HETE-HEXA model was generated using a sub-volume of the images, therefore the 
elapsed time and memory is not comparable with others. 

 In HOMO-TETRA model, the minimum element edge length was reported instead of voxel size. 
 
 
 

Table.4.5. Nonlinear simulation for HOMO-HEXA models at peak strain location 

Specimen Model 

(m) 
 

NODFs 
(million) 

Elapsed 
Time (s) 

Memory 
Usage 
(MB) 

3rd Principal Strain 
(µɛ) [% difference to 
reference model] 

3rd Principal 
Stress (MPa) [% 
difference to 
reference 
model] 

Displacement 
(µm) [% 
difference to 
reference 
model] 

Specimen1 136 0.8 105 2.3 -19420    (140.8%) -87.4      (8.4%) 34.1        (3.6%) 

68 4.9 556 12.4 -8459         (4.9%) -80.9       (<1%) 33.2         (<1%) 

34 33.1 15,318 62.9 -8644         (7.2%) -81.7      (1.3%) 32.9         (<1%) 

17* 237.9 96,015 430.7 -8064             (0%) -80.7         (0%) 32.9            (0%) 

Specimen2 136 0.8 120 2.1 -18971       (84.1%) -128.7   (17.4%) 65.3        (5.2%) 

68 4.7 513 12.4 -9385         (8.9%) -115.9      (5.8%) 64.1        (3.2%) 

34 32.0 14,455 59.9 -11665      (13.2%) -114.3      (4.3%) 61.9         (<1%) 

17* 229.6 91,243 414.9 -10302            (0%) -109.6          (0%) 62.1            (0%) 

Specimen3 80 1.1 204 3.4 -19918      (65.0%) -124.2    (10.5%) 38.6        (4.3%) 

40 6.8 889 15.0 -13957      (15.6%) -113.9      (1.7%) 37.3         (<1%) 

20 43.6 21,713 98.8 -12522         (3.7%) -108.4      (3.2%) 37.1         (<1%) 

10* 302.5 140,350 588.7 -12074            (0%) -112.4         (0%) 37.1            (0%) 

      *Reference model 

 

4.4. Discussion 

The aim of the present study was to investigate the convergence behaviour of microFE 

models of cancellous bones at the tissue level in both elastic and post-elastic conditions, 

and to determine the optimal voxel size in terms of simulation accuracy as well as 

computational costs. In linear simulations of HOMO-HEXAs, all three parameters 

investigated (3
rd

 principal strain, 3
rd

 principal stress and displacement) reached a 

converged solution at the second or third most mesh refinement (34 µm models for 
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specimen1 and specimen2 and 40 µm models for specimen3). Considering the mean 

trabecular thickness reported in Chapter3 (192 µm for specimen1, 188 µm for 

specimen2 and 171 µm for specimen three), the ratio of mean trabecular thickness over 

element size is greater than four. Niebur et al. (1999) reported that the difference in 

apparent modulus were always less than 10% when the ratio of mean trabecular 

thickness over element size is greater than four. Therefore, the convergence behaviour 

of cancellous bone tissue is not only limited to the apparent properties but also can be 

extended to the local properties even using different BCs. However, the convergence 

behaviour of local parameters was seemingly in contradiction with that reported by 

Niebur et al. (1999), where the maximum tissue strain failed to converge. It should be 

noted however, Niebur’s study was conducted by investigating the nodes having 

maximum tissue level strain at each mesh refinement, whereas the same spatial 

positions were used in this study, which provides a more consistent convergence 

evaluation by comparing differences at the same location. 

Strain and stress in models using ‘force BC’ in general converged more smoothly, 

whereas the percentage difference in models using ‘displacement BC’ and ‘interpolated 

BC’ fluctuated. This is most likely due to the over constrained nature of the 

displacement-controlled BCs. In such case, by over-constraining, the loading condition 

of the same node in each mesh refinement may be changed: a node that is pushed in 

compression in one mesh might be less compressed (or pulled in tension) in other mesh 

refinements. Moreover, it should be noted that stress values are not guaranteed to 

converge. They sometimes fluctuate, especially when the changes in element size are 

large (Pointer, 2004). The higher difference seen between (136 and 68 µm models) in 

specimen1 and specimen2 is possibly because of the large element size used in the least 

refined mesh (136 µm), a value comparable to the mean trabecular thickness. By using a 

single global threshold value, differences in geometry and connectivity compared to the 

next mesh refinement may play a large role. Therefore, a higher difference in 

convergence rate between these two mesh refinements was expected. 

The HETE-HEXA failed to converge until at 20 µm. This might be due to the different 

modulus of elements surrounding the node investigated in each mesh refinement, which 

produced higher stress error. The convergence behaviour for such model needs further 

investigation by using synchrotron radiation micro-computed tomography (SRµCT), 

which provide better image quality and therefore more accurate TMD prediction (Gross 
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et al., 2012; Kaynia et al., 2015; Kazakia et al., 2008). HOMO-TETRA models, by 

preserving the same smoothed geometry of each mesh refinement, showed faster 

convergence rate than HOMO-HEXA models in all cases. 

The displacement converged much faster than the strain and stress in all cases. This is 

most likely due to the fact that the strain is calculated by one order of differentiation of 

the displacement, thus the interpolation function representing the displacement will 

always be one order higher than that of strain (Bathe, 1996; Fagan, 1992). Therefore, in 

a region characterised by a rapidly changing strain field, a converged mesh measured by 

displacement may not satisfy the same convergence criterion for the strain (Fagan, 1992; 

Viceconti, 2012).  

In the non-linear simulations stresses converged earlier than strains. For specimen3 in 

particular, the stress started to converge at 40 µm (1.7% percentage difference) whereas 

the strain began to converge only at 20 µm (3.7% percentage difference). The early 

convergence of stress is most likely due to the elastic perfectly plastic constitutive 

equation used in the model, where the increase in strain does not induce the changes of 

stress in post-yield stage. The model with element size 34 µm of specimen2 failed to 

converge in terms of strain. Also, for specimen1 and specimen2, the convergence rate in 

strain fluctuated between models of 68 µm and 34 µm. This oscillation is likely due to 

the high stress and strain gradient inherent to the complex geometry of cancellous bones 

in this region, where the stress and strain does not converge asymptotically, rather they 

fluctuated towards a converged solution (Pointer, 2004). Moreover, because of the non-

linear nature of the problem, the convergence of such FE models based on mesh 

refinement is not monotonically guaranteed (Bathe, 1996; Gu and Conte, 2003; Razavi 

et al., 2007). Therefore, the convergence behaviour of such models for nonlinear 

simulation has to be treated with caution. Nevertheless, the convergence tendency for 

the non-linear simulations appeared to follow a similar trend as that of the linear 

simulations: the displacement converged the fastest among the three parameters 

investigated due to its higher order nature.  

One advantage of this study is that the parameters investigated were obtained at the 

same spatial location of each mesh refinement, much closer to the Patch test typically 

used to conduct the convergence study. Despite of these, there are a few limitations. 

First, in the present study, we investigated in full only the region where the highest 
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principal strain was predicted in each model; in principle, the convergence behaviour 

for other nodes might be different, as the node of highest strain value is not necessarily 

the location of the highest strain gradient (where the largest discretization error is 

expected). However, when we repeated the study for the HOMO-HEXA model of 

specimen1 at the location where the peak stress error was predicted, we reached 

identical conclusions. This should not come as a surprise, as all nodes investigated with 

the maximum strain criterion belong to the first five elements of highest stress error. 

However, this has to be treated with caution in the future. If the one’s interest is the 

highest prediction value, then the convergence study using maximum value criterion 

might be sufficient; if one’s interest is the overall model in predicting the local values, 

the convergence study should focus on the region with the highest stress error; Second, 

due to the global thresholding, the connectivity changes at each mesh refinement, 

altering the mesh topology, which strictly speaking violates the conditions for the Patch 

test. However, in each comparison, we performed the investigation using same BCs, 

mesh types, leaving the results differ only because of the discretization error and of 

minor mesh topology changes. Additional caution should be taken with the mesh 

convergence results for the HETE-HEXA models, as patch convergence theory does not 

strictly apply to heterogeneous materials; Third, although able to resolve the accurate 

geometry of cancellous bone tissue, the greyscale obtained from microCT, even after 

polynomial correction, is likely to be affected by beam hardening artefact, resulting in 

less accurate predictions of local TMD (Kazakia et al., 2008). Therefore, the 

convergence behaviour for such model may be further investigated using synchrotron 

radiation micro-computed tomography (SRµCT), which by using a monochromatic, 

high flux, parallel beam, is able to provide better signal-to-noise ratio and more accurate 

attenuation measurement than microCT. 

The finest HOMO-HEXA mesh (10 µm, specimen3) required 430 GB of memory and 

two hours to solve using HPC. This is not an issue with the modern powerful computer 

resources. On the other hand, the non-linear model of the same size required 589 GB 

memory and approximately 38 hours to solve. The non-linear simulation requires that 

the load to be divided into several sub-steps and iterated by Newton-Raphson method 

(Bathe, 1996), which increases the computational cost. For the solution of such large 

models parallel computing combined with a nonlinear FE solver optimized for efficient 

parallelization is recommended (Christen et al., 2014). 
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The results of the current study confirm that linear elastic simulation of cancellous 

bones of HOMO-HEXAs, assuring convergence of the displacements, stress and strain 

by using an element size less than one quarter of the trabecular thickness (34-40 µm). 

This modelling framework can be used for future reference. However, HETE-HEXAs, 

represented with different local mineral distribution in each mesh refinement, converged 

only with a finer mesh (20 µm). Further investigation is needed by using more samples 

and different CT modalities. HOMO-TETRA models, by preserving the same geometry 

in each mesh refinement, showed faster convergence evidence than exhibited by HEXA 

models. Also considering the smoothed surface HOMO-TETRA models have better 

strain and stress prediction are expected than from HEXA models, and might be 

preferable to use in the future. But it is not until the models are validated with proper 

experiments that we can draw any useful conclusions. Nonlinear simulations on the 

other hand, do not always guarantee the convergence at the same voxel size converged 

in linear simulation. Therefore, a local convergence study should always be conducted 

before any further analysis of the model.  
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Summary 

The validation of local mechanical properties in non-destructive micro-computed 

tomography (microCT) based finite element (microFE) model is challenging. Digital 

volume correlation (DVC) combined with microCT images can measure internal 

displacements and deformation of bone specimen and can provide experimental data for 

validation. In this study, two independent experimental setups were used to estimate the 

accuracy of the microFE models for local displacement predictions in two human and 

one bovine cancellous bone specimens. For human specimen three different boundary 

conditions (BCs) were used to predict the displacement field using homogeneous 

hexahedral microFE models and the BC leading to the most accurate results was applied 

to bovine specimen microFEs using different mesh generation scheme. The first two 

BCs were assigned according to force and displacement measurements of the testing 

jigs. Conversely, the displacements of the boundary nodes of the third BC were derived 

from DVC measurements of the corresponding layers. Results show excellent 

relationship between the numerical predictions (x) and the experiments (y) when using 

BC derived from the DVC measurements (human Specimen1, UZ: y=0.99x+0.0001, 

RMSE: 0.001 mm; human Specimen2, UZ: y=0.98x-0.005, RMSE: 0.011 mm), whereas 

only poor correlation was found using BCs according to experiment setups, especially if 

the specimen rotated during the planned uniaxial compression. When applying the third 

type of BC (BC leading to the best results) to bovine specimen microFEs, similar results 

were found (homogeneous hexahedral model, UZ: y=x+0.0002, RMSE: 0.001 mm; 

heterogeneous hexahedral model, UZ: y=x-0.0002, RMSE: 0.001 mm; homogeneous 

tetrahedral model, UZ: y=x+0.0003, RMSE: 0.001 mm). In conclusion, microFE models 

predict accurately the displacement field, when the correct boundary conditions are 

applied. By including the local bone lamellar heterogeneity (heterogeneous hexahedral 

model) and using smoothed boundary (homogeneous tetrahedral model), it has only a 

minus impact on the accuracy of the local displacement prediction compared to the 

homogeneous hexahedral model. Part of this chapter was submitted to JMBBM for 

publication as: Chen Y, Dall’Ara E, Sales E, Manda K, Wallce R, Pankaj P, Viceconti 

M. MicroCT Based Finite Element Models of Cancellous Bone Predicted Accurately 

Displacement Computed by Elastic Registration: A Validation Study.  The manuscript 

is currently under revision. 

Keywords: MicroCT, microFE, cancellous bone, DVC, validation 
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5.1. Introduction 

Bone tissue is a complex hierarchical material (Cowin, 2001). In order to address 

clinical and preclinical problems, it is important to study bone at the spatial scale that 

allows the most appropriate characterization of its mechanical behaviour. At the tissue 

scale, the interaction between bone mechanical stimuli and the biological function 

driven by the cell activity becomes more evident (Viceconti, 2012). The microCT based 

finite element (microFE) method has become a popular tool for non-destructive 

structural analysis of cancellous bone tissue (Hollister et al., 1994; van Rietbergen et al., 

1995; Verhulp et al., 2008). The method involves the direct conversion of the 3D voxels 

of micro-computed tomography (microCT) images of the bone tissue (Feldkamp et al., 

1989) into equally shaped and sized hexahedral elements. As microCT imaging has the 

ability to accurately resolve bone morphology in great detail (Bouxsein et al., 2010), 

specimen-specific microFE models that represent the structure of the specimen can be 

generated (Ulrich et al., 1998).  

Every modelling method requires, before it can be considered reliable, a complete 

verification, validation, and uncertainty quantification assessment (Anderson et al., 

2007). A systematic verification analysis of microFE models of bone tissue was recently 

published (Chen et al., 2014). However, for validation, the number of published reports 

is limited. While the predicted apparent properties (e.g. stiffness, strength) of each 

specimen can be compared with accurate experimental measurements (Christen et al., 

2013; Pistoia et al., 2002; Wolfram et al., 2010; Yeni and Fyhrie, 2001), the validation 

of such models for local predictions is not trivial.  

One possible approach is to use a full-field method, such as Digital Volume Correlation 

(DVC) techniques, to extract displacement or strain fields from repeated microCT scans 

performed during stepwise-compression experiments. In every validation study the 

boundary conditions (BCs) imposed in the model should be the same as in the 

experiments. However, even if we can measure accurately the resultant force applied, or 

the total displacement imposed during the stepwise compression test, the aspect ratio of 

the specimens typically used in these tests might be too small to assume valid Saint-

Venant's Principle. If this is the case, it is not enough to reproduce in the model the 

loading resultant, but we need to consider also how such forces are locally distributed. 

To the authors’ knowledge there are two studies in the literature that used DVC 
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measurements to validate microFE models displacement predictions on cancellous bone 

specimens, and their results are somehow inconclusive.  Recently, Zhu et al. (2015) 

compared the predictions of microCT based tetrahedral homogeneous models to DVC 

measurements for bovine bone interdigitated with acrylic cement and a cellular foam 

samples. Only qualitative comparison between models and DVC displacement only 

along the loading direction was reported. Zauel et al. (2006) was the first to use a DVC 

approach based on the one reported in (Bay et al., 1999) to quantitatively validate a 

linear elastic microFE model of cancellous bone. They found very good correlation in 

displacement measured along the major loading direction (R
2
 from 0.91 to 0.97, slopes 

between 0.93 and 0.98), but only poor correlation for transverse displacements (R
2
 from 

0.29 to 0.60, slopes between 0.33 and 0.88).  This result is surprising as the precision 

error of their DVC method is isotropic (Dall'Ara et al., 2014; Zauel et al., 2006) and the 

predictions of the microFE models should not be affected by the loading direction 

unless strong local anisotropy needs to be included in the models. The findings reported 

by Zauel et al. (2006) suggest that homogeneous isotropic microFE models is not 

reliable in predicting transverse displacement. Therefore, we need to further explore the 

ability of predicting local displacement from microFE models, widely used in the 

research community to estimate bone properties at the tissue levels.  

There is conclusive evidence showing that bone is constantly remodelled  (Currey, 

1999), thus each volume of tissue might have a different level of mineralisation and 

consequently exhibit significantly difference mechanical properties. Some studies 

suggested that incorporating the bone heterogeneity into microFE models is likely to 

affect the prediction of cancellous bone mechanical properties (Kaynia et al., 2015; 

Renders et al., 2008; van der Linden et al., 2001; van Ruijven et al., 2007). In addition, 

boundary recovery mesh is supposed to compensate for the loss of trabecular 

connections and potentially predict more accurately the strain field because of smoothed 

surface (Boyd and Muller, 2006; Leung et al., 2008; Muller and Ruegsegger, 1995; 

Ulrich et al., 1998). It is worthwhile investigating the impact on the local mechanical 

properties the assumptions of these models bring about over traditional homogeneous 

hexahedral model, which has not been done before. Therefore, the goal of this study 

was to challenge the displacements predicted by different microCT-based microFE 

models from different cancellous bone specimens tested with two independent 

experimental setups by comparison with a novel DVC based approach. 
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5.2. Materials and methods 

Two independent testing procedures were used in order to assess the sensitivity of the 

validation approach for two different experimental protocols and input images and to 

extend the validity of the results. In both cases similar workflows were used (Fig.5.1).  

 

Fig.5.1. Workflow of the study 

5.2.1. Experiment test and DVC measurement 

The experimental set-up, the preparation of the specimens, and the DVC measurements 

methodology were fully detailed in Chapter 3. 

5.2.2. MicroFE models 

The microFE models verified in Chapter 4 were used in this validation study. To be 

specific: linear elastic homogeneous hexahedral models were generated for all 

specimens, with an element size of 34.44 µm for Specimen1 and Specimen2 and 19.84 

µm for Specimen3; for Specimen3, we generated a heterogeneous hexahedral model 

with element size of 19.84 µm, and an homogeneous tetrahedral model with average 

element size selected so to obtain a mesh with a number of degrees of freedom (NDOF) 

comparable to the homogeneous hexahedral model. To be consistent throughout the 

thesis, the homogeneous hexahedral model, heterogeneous hexahedral model and 

homogeneous tetrahedral model are thereafter referred to as HOMO-HEXA, HETE-
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HEXA and HOMO-TETRA respectively. Models’ generation is fully detailed in 

Chapter 4.  

5.2.3. Boundary conditions 

Three sets of BCs were used for linear elastic simulations in order to replicate the BCs 

measured in experiments: “force BCs”, “displacement BCs” and “interpolated BCs”. 

All types of BCs were applied to HOMO-HEXA of three specimens where possible. 

The BC leading to the most accurate displacement prediction from HOMO-HEXA was 

applied to HETE-HEXA and HOMO-TETRA of specimen3, in order to compare the 

prediction accuracy of different mesh type. Please refer to Chapter 3 for more details on 

the definition of the boundary conditions. 

5.2.4. Comparison between experimental and computational results 

The DVC procedure provides the displacements of the centroid of a subgroup of the 

hexahedral microFE elements. In fact, only some of the nodes of the DVC grid (with 

nodal spacing of 12 or 25 voxels according to the specimen) lay in the bone elements of 

microFE. Therefore, for the HEXA models, the bone element centroid displacements 

were extracted and compared with the DVC grid displacements. On the other hand, due 

to the irregular shape and size of the elements used in the HOMO-TETRA, the mapping 

relationship of the DVC grids and bone elements in the model was first spotted and the 

coordinates of these DVC grid nodes were extracted. Then the model displacements 

were interpolated from these coordinates using element shape function and then 

compared with the corresponding DVC grid displacements. All comparisons were 

limited to the middle 80% of the specimen to avoid boundary effects. Following this 

procedure, we obtained the following number of comparison pairs: HOMO-HEXA:  

4041 for Specimen1, 3671 for Specimen2 and 589 for Specimen3; HETE-HEXA: 597 

for Specimen3; HOMO-TETRA: 625 for Specimen3.  

5.2.5. Statistics 

Any observation with Cook's distance (Fox and Long, 1990) larger than five times the 

mean Cook's distance was considered as outliers and removed from the analysis. This 

approach removed 1% to 4% points for each analysis. The comparison of displacement 

for microFE models and experiments was performed using linear regression, where the 

slope and intercept of the equation as well as coefficient of determination (R
2
) were 

reported. For each comparison the Root Mean Square Error (RMSE), the RMSE divided 
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by the maximum experiment value (RMSE%), the largest difference between microFE 

prediction and DVC measurements (Max.error), the Max.error divided by the maximum 

experimental value (Max.error%), and the intra-class correlation (ICC which describes 

how strongly two groups of data resemble each other, with 0 being poor and 1 being 

excellent) were computed. All statistics have been done in SPSS (IBM SPSS Statistics 

for Windows, Version 21.0. Armonk, NY: IBM Corp.). The number of comparison 

pairs remained in each analysis was reported in Table.5.1 and Table.5.2. 

5.3. Results 

All coefficients calculated from the correlations between predicted and measured 

displacements are reported in Table.5.1 and Table.5.2. 

The displacement predicted by HOMO-HEXAs with three different BCs and DVC 

measurements were all significantly linearly correlated (p<0.01) (Table.5.1). However, 

microFE models with “force BCs” and “displacement BCs” were far from the 1:1 

relationship, underlined by the low ICCs (from 0.02 to 0.42).  Conversely, microFE 

models with “interpolated BCs” lead to excellent correlations, with slope close to one 

(range: 0.98 to 1.07), intercept close to zero (range: -0.006 to 0.006 mm), high R
2
 (range: 

0.97 to 0.99) and high ICC (0.99). In that case similar results were found for the three 

specimens (Fig.5.2), with RMSE% lower than 2.5% (with maximum equal to 2.4% for 

predictions of Uz for Specimen2 and of Uy for Specimen3) and Max.err% lower than 

11% (with maximum equal to 10.7% for predictions of Ux for Specimen2). These 

models overall predicted better UZ (displacements along the major compression 

direction) with RMSE% from 1.1% to 2.4% and Max.err% from 3.5% to 5.6%) 

compared to the displacements along the transverse directions (RMSE% from 1.7% to 

2.1% and Max.err% from 5.6% to 10.7% for UX and RMSE% from 1.7% to 2.4% and 

Max.err% from 5.2% to 7.1% for UY). The best correlation was found for predictions of 

UZ for Specimen3, with slope equal to 1 and intercept equal to 0.0002 mm. All the 

outputs from HOMO-HEXAs of three specimens using different BCs were summarized 

in Table.5.1. 

The BC leading to the most accurate displacement (“interpolated BCs” in this study 

with the high ICCs, high R
2
, slope close to one, intercept close to zero) was applied to 

HETE-HEXA and HOMO-TETRA for Specimen3. Overall, all three mesh types using 

“interpolated BCs” lead to accurate and consistent results compared to DVC 
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measurements, with slope close to one (range: 1.00 to 1.07), intercept close to zero 

(range: -0.002 to 0.0003 mm), high R
2
 (range: 0.97 to 0.99) and high ICC (0.99). Also 

in this case, similar results were found by using three different mesh types (Fig.5.3), 

with RMSE% lower than 2.6% (with maximum equal to 2.6% for predictions of Uy for 

homogeneous tetrahedral model) and Max.err% lower than 7.5% (with maximum equal 

to 7.2% for predictions of Uy for homogeneous tetrahedral model). These models 

overall predicted better UZ (displacements along the major compression direction) with 

RMSE% from 1.4% to 1.5% and Max.err% from 4.4% to 4.8%) compared to the 

displacements along the transverse directions (RMSE% from 2.0% to 2.1% and Max.err% 

from 5.0% to 5.6% for UX and RMSE% from 2.4% to 2.6% and Max.err% from 6.7% to 

7.2% for UY). All the outputs from these three mesh types of Specimen3 were 

summarized in Table.5.2. 

In Fig.5.4 and Fig.5.5 comparisons between the predicted and measured vertical 

displacement for the “interpolated BCs” are reported. From those graph it can be noted 

that all specimens seemed to rotate to some extent during the experiments, slightly far 

away from uniaxial compression test, especially for Specimen1 and Specimen2.  
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Table.5.1. Correlation between HOMO-HEXAs prediction and DVC measurement 

Specimen BCs Direction Number of points 
(Remaining 

percentage) 

R
2 

Slope 
 

Intercept 
(mm) 

ICC RMSE 
(mm) 

RMSE% Max.err 
(mm) 

Max.err% 

Specimen1 Force UX 3920(97%) 0.77 33.81 -0.040 0.02 0.036   54.1% 0.066 99.3% 

UY 3923(97%) 0.55 15.48  0.050 0.02 0.035   61.3% 0.057 100.1% 

UZ 3930(97%) 0.47 11.41  0.100 Na 0.082   80.3% 0.103 101.4% 

Disp UX 3951(98%) 0.06 0.30 -0.030 0.18 0.027   38.7% 0.070 92.6% 

UY       3915(97%) 0.41 0.43  0.050 0.08 0.078 136.6% 0.099 173.8% 

UZ 3947(98%) 0.02 0.05 0.080 0.01 0.154 152.2% 0.207 203.8% 

Intep UX 3890(96%) 0.99 1.00 <0.001 0.99 0.001 1.7% 0.005 7.4% 

UY 3888(96%) 0.99 1.01 <0.001 0.99 0.001 1.7% 0.004 7.1% 

UZ 3916(97%)   0.99 0.99 <0.001 0.99 0.001 1.1% 0.004 3.5% 

Specimen2 Force UX 3612(98%) 0.28 -29.18 0.110 Na 0.103 61.1% 0.169 100.0% 

UY 3603(98%) 0.27 -52.88 -0.210 Na 0.167 58.7% 0.284 99.9% 

UZ 3619(99%) <0.01 -3.04 0.280 Na 0.308 70.1% 0.440 101.2% 

Disp UX 3633(99%) 0.05 0.93 0.100 0.02 0.104 61.7% 0.171 101.2% 

UY 3638(99%) 0.52 -3.61 -0.240 Na 0.149 52.6% 0.291 102.2% 

UZ 3619(99%) <0.01 -0.21 0.280 Na 0.363 82.3% 0.537 122.0% 

Intep UX 3511(96%) 0.99 1.03 -0.006 0.99 0.003 2.0% 0.018 10.7% 

UY 3516(96%) 0.99 1.02 0.006 0.99 0.005 1.6% 0.015 5.2% 

UZ 3531(96%) 0.99 0.98 -0.005 0.99 0.011 2.4% 0.025 5.6% 

Specimen3 Force UX 586(99%) 0.07 1.48 0.030 0.02 0.035 58.0% 0.060 98.3% 

UY 574(97%) 0.03 1.13 0.030 0.01 0.028 58.2% 0.049 100.5% 

UZ 577(98%) 0.32 1.55 -0.003 0.42 0.016 28.7% 0.039 72.1% 

Intep UX 570(97%) 0.99 1.07 -0.002 0.99 0.001 2.1% 0.003 5.6% 

UY 573(97%) 0.97 1.03 -0.001 0.99 0.001 2.4% 0.003 7.1% 

UZ 568(96%) 0.99 1.00 <0.001 0.99 0.001 1.5% 0.002 4.5% 

                * Correlations are all significant at P < 0.01; Na: ICC not reliable 
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Table.5.2. Correlation between different model prediction and DVC measurement using “interpolated BC” for Specimen3 

Specimen Mesh 
types 

Direction Number of points 
(Remaining 

percentage) 

R
2 

Slope 
 

Intercept 
(mm) 

ICC RMSE 
(mm) 

RMSE% Max.err 
(mm) 

Max.err% 

Specimen3 HOMO 
HEXA 

 

UX 570(97%) 0.99 1.07 -0.002 0.99 0.001 2.1% 0.003 5.6% 

UY 573(97%) 0.97 1.03 -0.001 0.99 0.001 2.4% 0.003 7.1% 

UZ 568(96%) 0.99 1.00 <0.001 0.99 0.001 1.5% 0.002 4.5% 

HETE 
HEXA 

 

UX 576(96%) 0.99 1.07 -0.002 0.99 0.001 2.0% 0.003 5.4% 

UY 576(96%) 0.97 1.03 -0.001 0.99 0.001 2.5% 0.003 6.7% 

UZ 576(96%) 0.99 1.00 <0.001 0.99 0.001 1.4% 0.002 4.4% 

HOMO 
TETRA 

 
 

UX 601(96%) 0.99 1.07 -0.002 0.99 0.001 2.0% 0.003 5.0% 

UY 604(97%) 0.97 1.03 -0.001 0.99 0.001 2.6% 0.004 7.2% 

UZ 604(97%) 0.99 1.00 <0.001 0.99 0.001 1.5% 0.003 4.8% 

               * Correlations are all significant at P < 0.01 
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Fig.5.2. Displacement predicted by HOMO-HEXAs plotted against DVC measurement 

using “interpolated BC” for Specimen1 (top), Specimen2 (middle) and Specimen3 

(bottom). 
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Fig.5.3. Displacement predicted by three different models plotted against DVC 

measurement using “interpolated BC” for HOMO-HEXA (top), HETE-HEXA (middle) and 

HOMO-TETRA in Specimen3(bottom). 
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Fig.5.4. Contour plot of the displacement along the loading direction viewed in the 

coronal plane for Specimen1 (top), Specimen2 (middle) and Specimen3 (bottom). 

Predictions from the HOMO-HEXAs with “interpolated BCs” (left) and DVC 

measurements (right) are reported.  
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Fig.5.5. Contour plot of the displacement along the loading direction viewed in the 

coronal plane for HOMO-HEXA (top), HETE-HEXA (middle) and HOMO-TETRA (bottom) 

in Specimen3. Predictions from the microFEs with “interpolated BCs” (left) and DVC 

measurements (right) are reported.  
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5.4. Discussion 

The aim of the present study was to develop a procedure that could be applied to 

validate microFE displacement prediction with DVC measurements. This work focused 

on studying the effect of different BCs applied to the models using different 

experimental set-ups and also the effect of local displacement prediction using different 

mesh type by applying the most realistic BC, the  “interpolated BC” in this study. 

MicroFEs using “force BCs” and “displacement BCs” in general predicted displacement 

poorly compared to DVC measurement. It should be noted however, it is very 

challenging to design loading jigs that allow a good control of the BCs with the 

requirements for perfect uniaxial compression test within a microCT system (non-

parallel surfaces of the specimens, manufactured with lower stiffness radio-transparent 

materials, etc. – factors that may all leads to non-uniaxial compression loading in reality; 

refer to Chapter3 for more details). As the BCs assigned to microFEs were based on the 

nominal experimental conditions (i.e. perfectly flat and parallel surfaces of the sample 

and loading plates, compression along the axis of the specimen, etc.), the mismatch is 

probably due to the unexpected rotation of the specimens during the mechanical testing, 

visible from the DVC measurements (Fig.5.4-5.5). As soon as the BCs are not well 

reproduced in the microFE, a large variability in the predictions was noted, making 

“force BCs” and “displacement BCs” not reliable in these cases. Conversely, microFE 

models using “interpolated BCs” provided excellent correlation with the experimental 

results in all three directions, also for small compressive loads. The excellent 

correlations found for the predictions of displacements along the major loading 

direction (R
2
 equal to 0.99, slope from 0.98 to 1.00, intercept from -5 to ~0 µm, ICC 

equal to 0.99) is comparable to what was reported by Zauel et al. (2006) on a similar 

study performed on two human cancellous specimens (R
2
 from 0.91 to 0.97; slope from 

0.93 to 0.98; intercept from 79 to 145 µm). However, in that case worse predictions 

were found for the transverse directions (R
2
 from 0.29 to 0.60; slope from 0.33 to 0.88; 

intercept from -954 to 40 µm) while in the present study they were excellent, even if 

with slightly larger scatter (R
2
 from 0.97 to 0.99; slope from 1.00 to 1.07; intercept from 

-6 to 6 µm). The small differences between the predictions of the displacements along 

the different directions underline that the assumption of isotropic material property for 

every element in case of microFE models is well posed. The improvement in the 

predictions of the displacements along the transverse directions in this study compared 
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to the previous report (Zauel et al., 2006) may be due to the improved accuracy of the 

DVC method used in this work (Dall'Ara et al., 2014; Palanca et al., 2015). 

Comparable results were found amongst three different mesh types used in this study 

(with similar slope, intercept, RMSE% and Max.err% in Table.5.2). This once again 

showed the robustness and consistency of the method. While the results of this study 

clearly show the good accuracy of microFE models in predicting local displacements, 

further analyses should be done for studying the predictions of strain, which can play a 

fundamental role in the theory of mechano-regulated bone remodelling (Gedrange et al., 

2008). However, the accuracy and precision of the current experimental methods for 

strain measurement in each element (as small as 10-20 microns) when modelling whole 

bone biopsy (10-20mm large) are too low (Grassi and Isaksson, 2015; Palanca et al., 

2015). Therefore, the research community should focus first on the development of 

proper experimental protocols for such analyses.  

Our results illustrate the strength of the current method: even with difficulty in 

controlling an ideal uniaxial compression test of the specimen in microCT, the 

“interpolated BC” is still able to produce the accurate results by catching the 

displacement distribution at the specimens’ surfaces; also, it has to be noticed that this 

was found valid for both independent experimental protocols and for different 

specimens, scanned and subsampled with different voxel size and meshed with different 

material properties and element types,  underlying the robustness of the method. In 

conclusion, microFE models with “interpolated BCs” predict local displacements in 

cancellous bone samples with excellent accuracy in all spatial directions. In addition, by 

including the local heterogeneity driven by the bone remodelling process (HETE-HEXA) 

and using smoothed boundary (HOMO-TETRA), it has only a minus impact on the 

local displacement prediction compared to the HOMO-HEXA – the mesh generation 

scheme widely used in the microCT based cancellous bone analysis. Although three 

mesh types produced comparably accurate displacement field, it remains to be 

investigated on how sensitive the models are for strain predictions - the derivative of 

displacement which is supposed to propagate to a larger extent of difference than the 

displacement – based on different idealization of each mesh type. Moreover, if larger 

compressive loads would be analysed, nonlinear models (Harrison et al., 2013) would 

become fundamental in order to simulate the local yielding of the trabecular bone 

structure.  
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Summary 

Three different 3D micro-computed tomography (microCT) based finite element 

(microFE) models (homogenous hexahedral model, heterogeneous hexahedral model 

and homogeneous tetrahedral model) have been reported in the literature for the 

estimation of bone mechanical properties at tissue level. Using DVC experimental 

measurements, we validated these three modelling methods in term of displacement; all 

three performed similarly well. As no experimental full-field measurement is available 

to validate strain predictions, in this chapter we will compare the strain fields predicted 

by the three methods when applied to the same specimen and the same boundary 

conditions. Therefore, the goal of this study is to compare their strain fields two by two, 

in order to explore the effect of specific idealisations on the prediction of strains.  

homogenous hexahedral and heterogeneous hexahedral models different only in the 

idealisation of how the tissue elastic properties are mapped; homogenous hexahedral 

and homogenous tetrahedral models different only for how the boundary is idealised; 

heterogeneous hexahedral and homogenous tetrahedral models differ for both aspects, 

and can inform whether the heterogeneous mapping of the elastic properties can 

mitigate the effects of less accurate boundary recovery in hexahedral model, where 

compared to tetrahedral model. The results show that differences in mechanical 

properties prediction exist locally between two hexahedral models, because of different 

element connectivity. Although being able to catch the local mineral density distribution 

of the bone tissue, at 20 µm of spatial resolution the advantage of heterogeneous 

hexahedral model over traditionally less computational expensive homogenous 

hexahedral model seems minimal. Homogeneous tetrahedral models tend to predict 

higher and smoother strain in regions with high strain than both homogenous 

hexahedral and heterogeneous hexahedral models, suggesting that a more accurate 

boundary recovery may capture more accurately the strain gradients near the surface, 

which the both hexahedral models tend to fluctuate because of jagged surface. 

Therefore, it is concluded that at tissue level, homogeneous tetrahedral model is highly 

recommended in exploring cancellous bone’s local strain prediction. Further work 

should perform on the validation of strain predicted by such models.  

Keywords: MicroCT, microFE, mesh, cancellous bone, strain 
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6.1. Introduction 

The most important functions of the skeleton (movement, protection, support) are all 

biomechanical in nature. Thus, it is not surprising that for a number of clinical scenarios 

the most important question to be answered is “will this bone fracture under this load”? 

If such question is limited to present time, it can be answered with excellent accuracy by 

only knowing the geometry of the bone, its mineral density distribution, and the precise 

direction and intensity of the forces being applied (Bouxsein et al., 2010; Kazakia et al., 

2008).  But if the question refers to a period of time, then in order to answer we also 

need to take into account how the mechanical properties of the bone might change 

during that time interval. Adult human bones change their mechanical properties over 

time only because of ageing, of a disease processes, or because of an intervention, 

whether pharmacological, or related to the life style (nutrition, exercise, 

smoking/drinking, etc.).  Whatever is the cause, such changes take place at the tissue 

scale, where cellular populations remodel the mineralised extracellular matrix altering 

the tissue mechanical properties.  Thus, it is of vital importance to be able to quantify 

the mechanical properties of bone tissue with a spatial resolution of 10-20 µm, a scale 

that better resolve the underneath bone microstructure (Bouxsein et al., 2010).  

Experimentally, this can only be done invasively (Atluri et al., 1983; Jansen et al., 2015; 

Zienkiewicz and Holister, 1965; Zienkiewicz et al.; Zienkiewicz et al., 1970), but using 

micro-computed tomography (MicroCT) imaging we can obtain non-invasive estimates 

of tissue behaviour under mechanical loading, by generating from the imaging data 

micro-finite element (MicroFE) models (Keyak et al., 1990; van Rietbergen, 2001; van 

Rietbergen et al., 1995).  However,  microFE models, as any other predictive model, 

need to pass a number of verification, validation, and uncertainty quantification tests 

(Anderson et al., 2007; Chen et al., 2014; Zauel et al., 2006) before they can be trusted 

and used for preclinical and clinical assessments. 

In spite their popularity in biomechanics literature, there are relatively few published 

studies that document the verification and validation of such models. With respect to 

verification, we have defined the level of mesh refinement typically required to ensure 

asymptotic convergence over displacements and strains for various microFE modelling 

methods, both for linear and non-linear constitutive equations in Chapter3 (Chen et al., 

2014). With respect to validation, Digital Volume Correlation (DVC) combined with in 

situ mechanical testing and microCT imaging can be used to measure the 3D full-field 
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displacement at a resolution of 10-20 µm as shown in Chapter4, but are not precise 

enough to provide an accurate measurement of strain at that spatial resolution (Dall'Ara 

et al., 2014). Therefore, so far microFE models have been validated exclusively with 

respect to their ability to predict such displacements (Zauel et al., 2006), in spite the fact 

that, for most applications, microFE models are primarily used to predict stresses and 

strains, not displacements.   

Also, there are three broad families of modelling methods to generate microFE models 

of bone tissue, that rely on fairly different set of idealisations: the most commonly used 

microFE models assume the bone tissue to be homogeneous, segment bone from the 

background by using a threshold value in the attenuation coefficients, and use the 

Cartesian approximation of the boundary between bone tissue and marrow provided by 

the microCT images (Hollister et al., 1994; van Rietbergen et al., 1995; Verhulp et al., 

2008). Other authors proposed alternative modelling methods that either model the bone 

tissue heterogeneity, but retain the Cartesian approximation to the boundary, 

independently from any threshold (Gross et al., 2012), or alternatively recover the 

smooth boundary through image segmentation, but retain the bone homogeneity 

assumption (Boyd and Muller, 2006; Leung et al., 2008; Muller and Ruegsegger, 1995; 

Ulrich et al., 1998). It is unclear how each of these idealisations affects the predictive 

accuracy. 

Therefore, the aim of the present study is to compare three microFE modelling methods 

(homogenous hexahedral model, heterogeneous hexahedral model and homogeneous 

tetrahedral model) already verified and validated at least for the displacement, so as to 

explore the effect of the idealisations each method relies upon.  

6.2. Materials and methods 

6.2.1. MicroFE models and boundary conditions 

Three different microFE models of Specimen3 verified for local convergence in 

Chapter3 and validated for displacement in Chapter4 were used in this study: HOMO-

HEXA with voxel size of 19.84; HETE-HEXA with voxel size of 19.84; HOMO-

TETRA with similar number of degrees of freedom (NDOF) as HOMO-HEXA 

(minimum edge length ~ 17 µm). 
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HOMO-HEXA 

Two types of BCs were applied to HOMO-HEXA. In uniaxial displacement-based 

compression: the nodes at the lowermost layer were fully constrained, and a vertical 

displacement was applied to nodes at the uppermost layer of the model. A preliminary 

simulation was conducted to determine the displacement (0.02 mm) that allowed the 

maximum elemental third principal strain to reach 8000 µɛ in order to stay in linear 

elastic regime. In uniaxial force-based compression, the nodes at the lowermost layer 

were fully constrained, and a vertical force was equally distributed to nodes at the 

uppermost layer of the model. The force was determined by calculating the reaction 

force (101 N) along the loading direction Z from the displacement-based compression. 

To improve readability, the displacement-based and force-based HOMO-HEXAs are 

referred to as D-HOMO-HEXA and F-HOMO-HEXA respectively.  

HETE-HEXA 

Two types of BCs were applied to HETE-HEXA, with the same uniaxial displacement 

and force as in HOMO-HEXA. To be specific, in uniaxial displacement-based 

compression: the nodes at the lowermost layer were fully constrained, and a vertical 

displacement (0.02 mm) was applied to nodes at the uppermost layer of the model. In 

uniaxial force-based compression, the nodes at the lowermost layer were fully 

constrained, and a vertical force (101 N) was equally distributed to only bone nodes at 

the uppermost layer of the model. The displacement-based and force-based HETE-

HEXAs are referred to as D-HETE-HEXA and F-HETE-HEXA respectively. 

HOMO-TETRA 

Only the displacement-based BC was applied to the model, with the same uniaxial 

displacement as in HOMO-HEXA. In particular, the nodes at the lowermost layer were 

fully constrained, and a vertical displacement (0.02 mm) was applied to nodes at the 

uppermost layer of the model. The displacement-based HOMO-TETRA is referred to as 

D-HOMO-TETRA thereafter. 

6.2.2. Model comparison 

Since no experimental measurement with sufficient accuracy and spatial resolution is 

available, strictly speaking no validation is possible. However, we know that each 

model relies on a different set of idealizations/simplifications: HOMO-TETRA models 
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the boundary as smooth, whereas all HETE-HEXA and HOMO-HEXA models simplify 

it with a Cartesian approximation (jagged boundary).  Similarly, HETE-HEXA models 

the gradients of mechanical properties of the tissue due to different mineralisation using 

a linear approximation, whereas HOMO-HEXA models simplify it assuming such 

properties are constant. Thus, knowing that the three modelling methods under 

evaluation produce comparable displacement field, we can compare their strain fields 

two by two, in order to explore the effect of specific idealisations on the prediction of 

strains.  HOMO-HEXA and HETE-HEXA different only the idealisation of how the 

tissue elastic properties are mapped; HOMO-HEXA and HOMO-TETRA different only 

for how the boundary is idealised; HETE-HEXA and HOMO-TETRA differ for both 

aspects, and can inform whether the heterogeneous mapping of the elastic properties can 

mitigate the effects of less accurate boundary recovery in hexahedral model, where 

compared to tetrahedral model.  

To avoid boundary effects, the extreme top and bottom region of 10% the length of the 

model were excluded. The remaining region of 80% was evenly divided into three 

sections, which were sub-divided into four equally shaped quadrants. The models were 

divided into twelve regions of interest (ROI) this way (Fig. 6.1). Using the D-HOMO-

HEXA model as reference, we selected the ROI with the highest stress error 

(Zienkiewicz and Zhu, 1987), and restricted the comparison to this region, assumed to 

be the most critical region of the model in term of strain gradients (Pointer, 2004).  All 

comparisons between the models were limited to this ROI. 

 

Fig.6.1. ROI partition of the specimen  
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HOMO-HEXA vs. HETE-HEXA  

The bone elements contained in the chosen ROI from HOMO-HEXA and HETE-HEXA 

sharing the same spatial location were selected and their outputs were compared. In 

particular, for each loading condition (D-HOMO-HEXA vs. D-HETE-HEXA and F-

HOMO-HEXA vs. F-HETE-HEXA), the nodal displacements and elemental centroid 

normal strains and normal stresses in X, Y (transverse direction) and Z (loading 

direction) between two models were compared.  

HOMO-TETRA vs. HOMO-HEXA 

The surface nodes of HOMO-TETRA from the ROI was selected and mapped into 

HOMO-HEXA. The surface nodal displacements, normal strains and normal stresses in 

X, Y (transverse direction) and Z (loading direction) from D-HOMO-TETRA was 

compared with interpolated results from the same spatial location in D-HOMO-HEXA 

using trilinear interpolation.  

HOMO-TETRA vs. HETE-HEXA 

The surface nodes of HOMO-TETRA from the ROI was selected and mapped into bone 

elements in HETE-HEXA. To reduce the computational time, only the normal strain in 

Z (loading direction) from D-HOMO-TETRA was compared with interpolated results 

from the same spatial location in D-HETE-HEXA using trilinear interpolation.  

6.2.3. Statistics 

Each comparison was performed using linear regression, where the slope and intercept 

of the equation as well as coefficient of determination (R
2
) were reported. As there is no 

strain validation for the models, and each microFE models the bone tissue based on its 

simplification, any distinction seen between the models were treated as the difference.  

For each comparison the Root Mean Square Difference (RMSD), the RMSD divided by 

the absolute maximum value from the reference model (RMSD%), the largest difference 

between two models (Max. diff), the Max. diff divided by absolute maximum value 

from the reference model (Max. diff%) were computed.  
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6.3. Results 

Preliminary test shows that the A3 (Fig.6.1) from D-HOMO-HEXA has the highest 

stress error and the comparisons between models were limited to this region. Results 

from all comparisons are reported in Fig.6.2-7. 

HOMO-HEXA vs. HETE-HEXA  

In displacement-based loading condition, the D-HETE-HEXA overall predicted lower 

displacement than the D-HOMO-HEXA by 15% along X (slope equal to 0.85, R
2
 equal 

to 0.99, RMSD% equal to 7.26%), 17% along Y (slope equal to 0.83, R
2
 equal to 0.96, 

RMSD% equal to 14.29%) and 7% along Z (slope equal to 0.93, R
2
 equal to 0.99, 

RMSD% equal to 1.90%) (Fig.6.2, left). Similarly, the D-HETE-HEXA predicted lower 

strain than D-HOMO-HEXA model by 11% in X (slope equal to 0.89, R
2
 equal to 0.92, 

RMSD% equal to 2.16%), 11% in Y (slope equal to 0.89, R
2
 equal to 0.91, RMSD% 

equal to 3.05%) and 3% in Z (slope equal to 0.97, R
2
 equal to 0.94, RMSD% equal to 

2.45%) (Fig.6.3, left). The stress the two models predicted also has similar trend with 

D-HETE-HEXA predicting lower value than D-HOMO-HEXA model by 15% in X 

(slope equal to 0.85, R
2
 equal to 0.91, RMSD% equal to 2.91%) and Y (slope equal to 

0.85, R
2
 equal to 0.90, RMSD% equal to 3.14% in Y) and 5% in Z (slope equal to 0.95, 

R
2
 equal to 0.92, RMSD% equal to 3.72%) (Fig.6.4, left). 

Similar trends but larger differences were found in comparisons between the two 

hexahedral models under force-based loading condition. To be specific, the F-HETE-

HEXA predicted lower displacements than F-HOMO-HEXA by 31% in X (slope equal 

to 0.69, R
2
 equal to 0.91, RMSD% equal to 17.03%), 41% in Y (slope equal to 0596, R

2
 

equal to 0.93, RMSD% equal to 22.68%) and 30% in Z (slope equal to 0.70, R
2
 equal to 

0.94, RMSD% equal to 20.74%) (Fig.6.2, right). The F-HETE-HEXA predicts lower 

strain than F-HOMO-HEXA by 33% in X (slope equal to 0.67, R
2
 equal to 0.92, RMSD% 

equal to 4.09%), 34% in Y (slope equal to 0.66, R
2
 equal to 0.89, RMSD% equal to 

4.13%) and 27% in Z (slope equal to 0.73, R
2
 equal to 0.93, RMSD% equal to 4.18%) 

(Fig.6.3, right). Stress predicted from two models has similar trend with F-HETE-

HEXA predicting lower value than F-HOMO-HEXA by 36% in X (lope equal to 0.64, 

R
2
 equal to 0.90, RMSD% equal to 5.64%), 37% in Y (slope equal to 0.63, R

2
 equal to 

0.88, RMSD% equal to 6.67%) and 29% in Z (slope equal to 0.71, R
2
 equal to 0.91, 

RMSD% equal to 5.74%) (Fig.6.4, right). 
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From the scatter plots it is seen for both boundary conditions there are certain nodes 

(less than 0.3%) in two hexahedral models showing different displacement behaviour 

(reflected by scatter plots of displacements showing weird spikes in Fig.6.2). It is also 

noticed that there are certain elements having very low strain and stress intensity (close 

to zero) in HOMO-HEXA but deformed to a certain degree in HETE-HEXA (reflected 

by vertical lines of points in the Fig.6.3-4).  

HOMO-TETRA vs. HOMO-HEXA 

D-HOMO-TETRA overall predicted similar displacements as D-HOMO-HEXA, 

especially along the loading direction Z (slope equal to 1, R
2
 equal to 0.99, RMSD% 

equal to 0.83%) (Fig.6.5, left). The D-HOMO-TETRA in general predicted higher strain 

than D-HOMO-HEXA model by 9% in X (slope equal to 1.09, R
2
 equal to 0.71, RMSD% 

equal to 4.88%), 9% in Y (slope equal to 1.09, R
2
 equal to 0.69, RMSD% equal to 

7.19%) and 23% in Z (slope equal to 1.23, R
2
 equal to 0.79, RMSD% equal to 5.59%) 

(Fig.6.5, middle). The stress the two models predicted also has similar trend with D-

HOMO-TETRA predicting higher value than D-HOMO-HEXA model by 20% in X 

(slope equal to 1.20, R
2
 equal to 0.77, RMSD% equal to 4.33%) and 22% in Y (slope 

equal to 1.22, R
2
 equal to 0.74, RMSD% equal to 6.49% in Y) and 29% in Z (slope 

equal to 1.29, R
2
 equal to 0.83, RMSD% equal to 5.27%) (Fig.6.5, right). 

It was also noticed that the RMSD of both strain and stress increased with strain or 

stress intensity. Especially in Z direction, the D-HOMO-TETRA and D-HOMO-HEXA 

tended to predict comparable strain at low strain intensity (below -4000 µɛ), and differ 

largely at high strain field (beyond -4000 µɛ) (Fig.6.6. left). Therefore, we restricted the 

analysis to high strain field in loading direction Z. In particular, surface nodal strain 

higher than -4000 µɛ predicted by D-HOMO-TETRA were selected and compared with 

strain interpolated from the D-HOMO-HEXA at the same spatial location. To make it 

comparable, the intercept of the linear regression at higher strain field was forced to be -

59 µɛ (the same as when investigating the overall strain range). It showed that at higher 

strain, the D-HOMO-TETRA predicted 49% higher strain than D-HOMO-HEXA  and 

poor correlation between two models were found (slope equal to 1.49, R
2
 equal to 0.12, 

RMSD% equal to 24.30%) (Fig.6.7, left). 
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HOMO-TETRA vs. HETE-HEXA 

The D-HOMO-TETRA in general predicted higher strain than D-HETE-HEXA model 

by 11% in Z (slope equal to 1.11, R
2
 equal to 0.73, RMSD% equal to 5.72%) (Fig.6.6, 

right). Similarly, in Z direction, the D-HOMO-TETRA and D-HETE-HEXA tended to 

predict comparable strain at low strain intensity (below -4000 µɛ), and differ largely at 

high strain field (beyond -4000 µɛ). By comparing only the higher strain field (higher 

than -4000 µɛ predicted by D-HOMO-TETRA) in two models and forcing the intercept 

of the regression to be 122 µɛ (the same as when investigating the overall strain range), 

the D-HOMO-TETRA predicted 45% higher strain than D-HETE-HEXA and poor 

correlation between two models were found (slope equal to 1.45, R
2
 equal to 0.05, 

RMSD% equal to 22.32%) (Fig.6.7, right). It was also noticed that there are certain 

nodes having very low strain intensity (close to zero) in D-HOMO-TETRA but 

deformed to a certain degree in D-HETE-HEXA (reflected by horizontal lines of points 

in Fig.6.6 right).  
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Fig.6.2. Displacement comparison between HOMO_HEXA and HETE_HEXA using 

displacement-based BC (left) and force-based BC (right) 
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Fig.6.3. Strain comparison between HOMO_HEXA and HETE_HEXA using displacement-

based BC (left) and force-based BC (right) 
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Fig.6.4. Stress comparison between HOMO_HEXA and HETE_HEXA using displacement-

based BC (left) and force-based BC (right) 
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Fig.6.5. Comparison between D_HOMO_TETRA and D_HOMO_HEXA in terms of 

displacement (left), strain (middle) and stress (right); top line results for X, middle Y, 

bottom line Z direction 
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Fig.6.6. Comparison between D_HOMO_TETRA and D_HOMO_HEXA (left) and between 

D_HOMO_TETRA and D_HETE_HEXA (right) in terms of strain in the loading direction (Z) 

 

 

 

Fig.6.7. Comparison between D_HOMO_TETRA and D_HOMO_HEXA (left) and between 

D_HOMO_TETRA and D_HETE_HEXA (right) in terms of high strain in the loading 

direction (Z) 
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6.4. Discussion 

The aim of the present study was to compare stress and strain field predicted by 

microFE models using different mesh generation schemes. The HETE-HEXA, by 

capturing mineralisation gradients due to remodelling process, was assumed to predict 

more accurately the results than the HOMO-HEXA. The HOMO-TETRA, by 

recovering the boundary smoothly, was assumed to predict better the results than the 

HOMO-HEXA, especially at the trabecular surface.  

When the predictions of the two hexahedral models loaded with the displacement-based 

BC were compared, the D-HETE-HEXA predicted lower displacement (7% - 17%), 

strain (3% - 11%) and stress (5% - 15%), this is probably due to the lower stiffness of 

HETE-HEXA. This is confirmed by the lower reaction force of HETE-HEXA (~89N) 

compared to HOMO-HEXA (~101N). In the force-based compression, the differences 

between two models were larger with the F-HETE-HEXA predicts even lower 

displacement (30% - 41%), strain (27% -33%) and stress (29% - 37%). This is probably 

due to the fact that in displacement-based loading condition, the models were over-

constrained and the stiffness of model played less important role. However, in force-

based loading condition, the model would deform naturally according to the force 

transmitted to each point (as opposed to displacement-based loading condition, where 

the model are forced to deform to a certain degrees as BC imposed). Therefore the 

stiffness plays a larger role and larger differences in local mechanical properties are 

seen.  

In both loading conditions, the two models predicted different displacements at certain 

locations (Fig.6.2). Because of different material properties used, two models might 

exhibit different level of anisotropy and connectivity, resulting in difference in 

displacement of transverse direction of a couple of micros. During compression, a single 

trabecula in the HOMO-HEXA that lacks of connectivity (Fig.6.8) is more likely to 

perform a rigid body motion (Fig.6.9, left). However, the same trabecula in HETE-

HEXA would be compressed by having connectivity to other trabeculae through 

transition elements (partially mineralised bone tissue existed at the trabecular surface) 

(Fig.6.9, right). It is also found that the RMSD increases with the stress intensity 

(reflected by the butterfly or cone shape of the stress scatter plot in Fig.6.4). This is 

probably due to the different material properties in two models. In particular, while the 
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module of elasticity in HOMO-HEXA is constant (17 GPa) throughout the elements, it 

spans a certain range in HETE-HEXA (~10-25 GPa). Therefore, when having 

comparable strains, the HETE-HEXA would predict stresses spanned in a larger range, 

especially for elements having higher strain intensity. In addition, there are certain 

elements having nearly null strain and stress intensity in HOMO-HEXA but valued in a 

certain range in HETE-HEXA (Fig.6.3-4). Again, these elements behaved differently 

because of different element connectivity of local regions in two models (Fig.6.10). 

Single trabecula lacking of support in HOMO-HEXA performed a rotation while 

connectivity between trabeculae guaranteed the deformation in HETE-HEXA. 

The D-HOMO-TETRA predicted overall similar displacement (0% - 6%), higher strain 

(9% to 23%) and stress (20% - 29%) compared to D-HOMO-HEXA. This suggests that 

a more accurate boundary recovery model may capture more accurately the strain 

gradients near the surface, which the D-HOMO-HEXA tends to reduce, especially at 

high strain field. This was reflected by the strain distribution plot in the direction of load, 

Z (Fig.6.11). The D-HOMO-TETRA predicted similarly at low strain field as D-

HOMO-HEXA but quite differently at high strain field (highlighted by red circle). The 

recovered boundary of D-HOMO-TETRA tended to result in a smoothed and 

continuous strain gradient whereas the jagged surfaces of D-HOMO-HEXA causes the 

strain to fluctuate leading to unstable strain concentrators in a few corner nodes, which 

explains the very poor correlation of high strain field between two models. 

The D-HETE-HEXA behaved similarly to D-HOMO-HEXA when compared to D-

HOMO-TETRA. In particular, D-HOMO-TETRA and D-HETE-HEXA strain 

predictions were in good agreement for low strain values, but differed largely in region 

with high strain (highlighted by red circle) (Fig.6.11). The results suggest that the 

heterogeneous mapping of the elastic properties in D-HETE-HEXA does not mitigate 

the effects of less accurate boundary recovery. In addition, there are certain surface 

nodes having nearly null strain in D-HOMO-TETRA but resulting in a certain range in 

D-HETE-HEXA (Fig.6.6, right). It is seen from the contour plot (Fig.6.12) these points 

behaved differently because of different element connectivity of local regions in two 

models. Lacking of support, some trabeculae (highlighted by red circle) in D-HOMO-

TETRA performed a rigid body motion while connectivity through transition elements 

led to deformation in D-HETE-HEXA.  



                                                                                                 CHAPTER 6 
 

116 
 

From the above mentioned comparisons, it results that three different tissue modelling 

techniques tend to predict similar displacement overall (refer to the validation study in 

Chapter 4). However, differences in mechanical properties exist locally between two 

hexahedral models, due to different conditions of element connectivity. In particular, 

HETE-HEXA is able to catch the local mineralization distribution, as well as the 

connectivity through partially mineralized tissue which is not modelled in homogeneous 

models. Seeing under displacement-based loading condition, two hexahedral models 

produced quite similar strains along loading direction and also the higher computational 

cost of HETE-HEXA, with voxel sizes of 10-20 µm the advantage over traditional less 

computationally expensive HOMO-HEXA seems minimal. However, considering the 

ability of HETE-HEXA of catching local mineralization distribution and possibly 

mitigating the partial volume effect, their usefulness may increase if applied to lower 

resolution images as clinical CT scans performed at larger voxel size (e.g. high-

resolution peripheral quantitative computed tomography (HRpQCT) at a typical voxel 

size of 82 µm (Christen et al., 2013)). HOMO-TETRA tends to predict higher strains at 

high strain field than both HOMO-HEXA and HETE-HEXA, suggesting that a more 

accurate boundary recovery may capture more accurately and smoothly the strain 

gradients near the surface, which the both hexahedral models tend to fluctuate due to 

jagged surface. Thus HOMO-TETRA maybe superior, especially if the purpose is to 

investigate the bone failure mechanism based on certain strain criteria (Pistoia et al., 

2002; Schileo et al., 2008). Therefore, we concluded amongst different tissue modelling 

techniques, HOMO-TETRA is highly recommended, in spite of the higher difficulty in 

generating them, especially for low volume fraction specimens. Further investigation on 

its strain prediction need to be done when there is a proper validation method to 

measure the strain at the scale of tens of microns.  
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Fig.6.8. Element modulus distribution of a single trabecula in HOMO_HEXA (left) and 

HETE_HEXA (right). In HETE_HEXA, both bone elements and transition elements are 

plotted. It is seen that by having transition elements wrapping out of bone elements, 

HETE_HEXA has more connectivity than HOMO-HEXA. 

 

 

Fig.6.9. Displacement distribution (loading direction Z) of a single trabecula in 

HOMO_HEXA (left) and HETE_HEXA (right). Only bone elements are plotted. 

 

 

Fig.6.10. Strain distribution (loading direction Z) of a single trabecula in HOMO_HEXA 

(left) and HETE_HEXA (right). Only bone elements are plotted. 
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Fig.6.11. Strain distribution (loading direction Z) of a few trabeculae in 

D_HOMO_TETRA (left), D_HOMO_HEXA (middle) and D_HETE_HEXA (right).  

 

 

Fig.6.12. Strain distribution (loading direction Z) of a few trabeculae in 

D_HOMO_TETRA (left), D_HETE_HEXA (middle) and 3D representation of images (right). 

In D_HETE_HEXA, both bone elements and transition elements are plotted. It is seen 

that by having transition elements D_HETE_HEXA catches the partially mineralized 

bone tissue that was not modelled in D_HOMO_TETRA. Correspondingly, during 

compression the single trabecula highlighted by red circle in D_HOMO_TETRA 

performed a rigid body motion, resulting in nearly null strain whereas in D_HETE_HEXA, 

by having extra support through transition elements, it deformed to some extent 
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7.1. Research questions 

The mechanical behaviour of bone under stress is of great scientific and clinical 

importance.  From a fundamental scientific perspective, as the primary function of the 

skeleton is mechanical in nature a lot of related biological and physiological 

mechanisms are mechano-regulated; in all this research it is essential to know with the 

best possible accuracy the displacements, stresses, and strains induced by given loads in 

the bone tissue. 

From the clinical point of view the mechanical behaviour of bone is important in 

relation to fragility fractures induced by osteoporosis, other dismetabolisms, and 

congenital bone diseases such as osteogenesis imperfecta; in mechano-related 

degenerative diseases such as osteoarthritis; in the identification of abuse-related 

fractures in children; in the risk of bone fracture due to metastatic lesions; and in 

neurological conditions such as Charcot’s joint.  A good example is osteoporosis. 

Osteoporosis is a systemic skeletal disease characterized by a reduction of bone mass 

and deterioration of bone microstructure (Borah et al., 2001; Kanis and Johnell, 2005; 

Kim et al., 2009; Sedlak et al., 2007).  It causes bones to become weak and fragile, and 

therefore more sensitive to fracture from falling or overloading. It is a large and 

growing concern for public health, and has drawn a lot of attentions on the research and 

treatment of the disease. In traditional clinical practice, bone fracture risk is assessed 

using dual-energy X-ray absorptiometry (DXA) by evaluating the bone quality based on 

its density (Brask-Lindemann et al., 2011; Salehi-Abari, 2015). However, the skeletal 

competence is not only determined by the bone mineral density, but also by its 

microstructure (Ulrich et al., 1999), the information which cannot be provided by DXA. 

Since the introduction of micro computed tomography (microCT), it has been the 

reference methodology to investigate bone tissue morphology (Ruegsegger et al., 1996). 

Soon after specific methods were developed to transform these three dimension (3D) 

images into specimen-specific microCT based finite element models (microFE) 

(Hollister et al., 1994; van Rietbergen et al., 1995; Verhulp et al., 2008), which has the 

potential to fill the gap.  

However, even though they showed great potential in predicting mechanical properties 

of bone tissue, such models need to be verified and validated (V&V) through accurate 
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experiments in the laboratory. In particular, it becomes fundamental to V&V the local 

predictions of displacement and strain if we want to use the models at tissue and cell 

scales, where the biomechanical behaviour is closely related to biological function of 

bone tissue. Therefore the goal of this PhD thesis was to evaluate the ability of microFE 

models to estimate the local mechanical properties of cancellous bone tissue. This goal 

was achieved by defining three sub-goals. First: to conduct a systematic convergence 

study of cancellous bones of different mesh types with linear elastic and non-linear 

constitutive equation; Second: to challenge the displacements predicted by different 

verified microFE models of different cancellous bone tested with two independent 

experimental setups by comparison with a novel DVC-based approach; Third: as 

currently there is no experiment method to validate the strain at 10-20 µm level, typical 

element size used in microFE models, to compare the strain and stress fields predicted 

by different tissue modelling methods in the light of their respective idealisations. 

7.2. Main contributions and general discussion 

The results of the convergence study in Chapter4 confirmed that the linear elastic 

simulation of cancellous bones with HOMO-HEXAs, assures convergence of the 

displacements, stress and strain for an element size of 30-40 µm. In particular, by 

conducting the study using different samples, scanned at different voxel sizes, all 

HOMO-HEXAs converged at the same rate – models with element size smaller than 

one quarter of the average trabecular thickness.  Therefore this modelling framework is 

robust and the converged model element size can be used for future reference. HETE-

HEXAs, accounting for differences in local mineralization distribution in each mesh 

refinement, converged only at a smaller element size (20 µm). In spite of requiring more 

pre-processing time to generate, HOMO-TETRA by preserving the same geometry over 

each mesh refinement showed better local convergence (for Specimen3 at 5.9 million of 

NDOFs) than HOMO-HEXA (for Specimen3 at 6.8 million of NDOFs) and HETE-

HEXA (for Specimen3 at 44.1 million of NDOFs). Nonlinear simulations on the other 

hand, do not always guarantee the convergence at the same voxel size converged in 

linear simulation due to the nature of nonlinear constitutive equations. Such models are 

fundamental in order to simulate the local yielding of the cancellous bone structure and 

therefore it becomes crucial to quantify the modelling discretization errors. 

Correspondingly, a local convergence study should always be conducted before any 

further analysis of the model. 
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The validation study presented in Chapter5 showed that the boundary condition (BC) 

plays a big role in predicting local mechanical properties of cancellous bone. In 

particular, microFE models with “interpolated BCs” (BC matched with DVC 

measurements of corresponding layers) predict local displacements with excellent 

accuracy compared to other BCs (BCs assigned according to the nominal force and 

displacement applied in the experiments). In every validation study the BCs imposed in 

the model should be the same as in the experiments. However, in some cases where the 

experimental protocol is complex (such as in situ mechanical testing within a microCT 

scanner), it is not trivial to control them during the tests and it becomes very hard to 

accurately replicate them into the models. Therefore it is necessary to compare the 

outputs of models and experiments by measuring the deformation of the sample under 

real BCs, which may be quite different from the nominal conditions. The results proved 

the strength of our method: even though it is difficult to control an ideal uniaxial 

compression in microCT scanner, the BC derived from DVC measurements is still able 

to replicate the experiments by catching the displacement distribution at the specimens’ 

surfaces. Either the inclusion of the local heterogeneity (HETE-HEXA) or the accurate 

recovery of the boundary (HOMO-TETRA) has only a minimal impact on the local 

displacement prediction compared to the HOMO-HEXA – the traditional mesh 

generation scheme widely used in the microCT-based cancellous bone modelling. The 

consistency of these results across all specimens tested with different experiment setups 

and different mesh types, suggest that the modelling methods we proposed in this study 

are robust in this regard. 

No experimental measurement with sufficient accuracy and spatial resolution is 

available to validate the strain predictions. However, the three broad families of 

modelling methods used throughout in the thesis rely on fairly different idealisations 

and simplifications. Thus in Chapter6, we compared the strain fields predicted by these 

three modelling methods two by two, in order to explore the effect of specific 

idealisations on the prediction of strains. Results showed that differences in 

displacement, strain and stress exist locally between two HEXA models, due to different 

conditions of element connectivity and levels of anisotropy. In particular, the HETE-

HEXA is able to catch the local mineralization distribution, as well as the connectivity 

through partially mineralized tissue which is not modelled in HOMO models. Under 

displacement-based loading conditions the two HEXA models produced similar strains 
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in the loading direction; considering the higher computational cost of HETE-HEXA, the 

advantage of this modelling method over traditional less computationally expensive 

HOMO-HEXA seems minimal, at least for models generated from microCT data at the 

10-20 µm resolution. However, considering the ability of HETE-HEXA of catching 

local mineralization distribution and possibly mitigating the partial volume effect, their 

potential may increase if applied to lower resolution images as clinical CT scans 

performed at larger voxel size (e.g. high-resolution peripheral quantitative computed 

tomography (HRpQCT) at a typical voxel size of 82 µm (Christen et al., 2013)). The 

HOMO-TETRA predicted in regions with significant strain gradients higher strains than 

both HOMO-HEXA and HETE-HEXA, suggesting that a better boundary recovery may 

capture more accurately and smoothly the strain gradients near the surface, where the 

predictions of both HEXAs tend to fluctuate due to jagged surface.  HOMO-HEXA 

predicted on average strains 23% lower than HOMO-TETRA along loading direction, 

with average local strain difference of 49% for strains over 4000 µɛ, and peak 

differences over 70%. 

On the basis of these results, we can conclude that all methods perform similarly in term 

of displacement predictions, but HOMO-TETRA is probably preferable in predicting 

accurately strain at the tissue scale, especially if the purpose is to investigate the bone 

tissue fracture using strain-based failure criteria (Bayraktar et al., 2004; Pistoia et al., 

2002; Schileo et al., 2008). Therefore, we conclude amongst different tissue modelling 

techniques, HOMO-TETRA is highly recommended, in spite of the higher difficulty in 

generating them, especially for low volume fraction specimens. Further investigation on 

its strain prediction need to be done when there is a proper validation method to 

measure the strain at the scale of tens of microns.  

7.3. Limitations 

This thesis focused on V&V of cancellous bone specimen at the tissue scale, the scale 

where the interaction between mechanical stimuli and biological function become 

mostly evident, which is critical in exploring bone remodelling. While the objectives of 

this research project have been successfully achieved, there are a few limitations that are 

worth of mention. First, in the convergence study, we investigated only one point 

subjected to highest principal strain in each model. This is due to the need of maximum 

strain failure criterion mostly used in studying bone tissue (Schileo et al., 2008). 
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However, when we repeated the study for the HOMO-HEXA model of specimen1 at the 

location where the peak stress error was predicted, we reached identical conclusions. 

This should not come as a surprise, as all nodes investigated with the maximum strain 

criterion belong to the first five elements of highest stress error. However, this has to be 

treated with caution in the future. If the one’s interest is the highest prediction value, 

then the convergence study using maximum value criterion might be sufficient; if one’s 

interest is the overall model in predicting the local values, the convergence study should 

focus on the region with the highest stress error. Additional caution should be taken 

with the mesh convergence results for the HETE-HEXAs, as convergence theory does 

not strictly apply to heterogeneous materials. Second, all the coarser Cartesian mesh 

refinements were generated using subsampled image datasets. By subsampling, the 

noises inherent in microCT are lessened, which doesn’t reflect the true image quality 

scanned at that specific resolution. Therefore, it might be worth investigating the 

microFE models using image datasets scanned with different spatial resolution, so that 

the effect of the noises on the convergence behaviour can be taken into account. Third, 

we used only three specimens displayed relatively high bone volume fraction (BV/TV) 

and trabecular thickness. Depending on species, anatomic sites, imaging modalities, 

microFE conversion techniques and loading conditions, the convergence behaviour of 

the model could be different (van Rietbergen, 2001). Therefore, it remains to be 

investigated using more samples on how much the results would change for less dense 

specimens in the verification studies and validation studies of microFE models using 

DVC. Further, although being able to resolve the accurate geometry of cancellous bone 

tissue, the greyscale obtained from microCT, even after polynomial correction, is likely 

to be affected by beam hardening artefacts, resulting in noises in images and even less 

accurate predictions of local tissue mineral density (TMD) (Kazakia et al., 2008). Both 

factors have a huge impact on the local mechanical behaviour of HETE-HEXA models. 

Thus, it would be worth investigating in the future how much sensitive the local TMD 

affect the displacement and strain prediction of HETE models using synchrotron 

radiation micro-computed tomography (SRµCT), which by using mono-energetic, high 

flux, parallel beam, is able to provide high signal-to-noise ratio and more accurate TMD 

measurements than microCT. Moreover, if larger compressive loads experiments would 

be analysed, nonlinear models (Harrison et al., 2013) would become fundamental in 

order to simulate the local yielding of the trabecular bone structure. 
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Fig.7.1. Preliminary results for precision-grid size relationships using DVC combined 

with µCT datasets (dotted line) and SRµCT (dashed line) for cortical (blue) and 

trabecular (red) bone. Figure provided by Dr Dall’Ara. 

7.4. Future prospects 

The accuracy and precision of the DVC in predicting strains was performed by 

registering two repeated scans of the same specimen and was estimated with the mean 

and standard deviation of the difference between the nominal (strain should be zero) and 

the measured variables (Dall'Ara et al., 2014). The subset size has been indicated as 

possibly the most influential parameter in terms of measurement precision(Jandejsek et 

al., 2011) and analysis showed that the precision errors decrease with increasing the 

subset size of the region analysed by following power laws (Dall'Ara et al., 2014).  This 

is due to the requirement for successful measurements of displacement that the selected 

subset, used to track changes between undeformed and deformed images, be large 

enough so that during the correlation procedure, the intensity pattern is sufficiently 

unique in order to distinguish itself from all other subsets (Roberts et al., 2014). Current 

microCT-based DVC method provide strain measurement with precision in the order of 

hundreds of µɛ only for large grid sizes (e.g. 202 µɛ for subsampling areas of 

approximately 500 µm, whereas very high errors were found: in the order of several 
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thousands of µɛ for grid size of approximately 50µm as reported by Palanca et al. 

(2015)), making it impossible to validate the strain with spatial resolutions similar to the 

one obtainable with microFE models. One potential way of improving this method is to 

improve the image quality to feed the registration with, for example by imaging the 

bone tissue with SRµCT. In particular, following the same procedure reported in 

(Dall'Ara et al., 2014), it is shown that the strain error in trabecular bone (red dashed 

line) can achieve approximately 200 µɛ for subsampling areas of approximately 100 µm 

(Fig.7.1), improving the spatial resolution for similar errors five times compared with 

microCT data. However, while the potential of SRµCT-based DVC method is clear for 

both cortical and trabecular bone, it should be noted that right now there is no protocol 

to perform stepwise mechanical testing at the SRµCT facility without damaging the 

sample. If the problem can be fixed in the near future, then strain predicted by different 

microFE models may be validated and the advantage of using certain mesh type 

becomes more evident. 

7.5. Conclusions 

Within the scope of the present thesis, three important achievements in microCT-based 

bone tissue modelling methods have been made. First, conducting convergence studies 

of different microFE models according to patch test, the discretization error on local 

mechanical properties can be quantified, which is essential in exploring bone 

mechanobiology. By using verified microFEs in further analysis, the computational cost 

is largely reduced while the accuracy of the mathematical model is still assured. Second, 

we proposed a robust approach in validating microFE predicted displacement field 

using a novel DVC technique. By showing accurate and consistent results for both 

independent experimental protocols and for different specimens, scanned and 

subsampled with different voxel size, and meshed with different modelling techniques, 

it is confidently to say that the verified microFE models are at least able to produce 

accurate displacement field – the fundamental results for linear elastic FE field problem. 

Third, by comparing three tissue modelling methods, we have illustrated the differences 

in these models in predicting local mechanical properties and recommended the usage 

of HOMO_TETRA model due to its smoothed boundary for better strain prediction on 

the trabecular surfaces, especially one’s interest is the local failure of the bone tissue. 

Validation of the microFE models with strain at the scale of tens of microns needs to be 

done in the future by combining DVC method with better quality imaging technique 
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such as SRµCT. By then, failure region of the bone specimen can be located and the 

advantage of using certain mesh type would become more evident. In conclusion, this 

thesis showed a systematic method to conduct V&V of different microCT-based tissue 

modelling methods. Considering the results shown, the workflow we proposed here is 

therefore robust and can be used as benchmark for future reference in tissue modelling 

works.   
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