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ABSTRACT

Conjugate flow and heat transfer has been investigated in an unbaffled pilot-scale stirred
tank reactor with a plain jacket. The vessel volume was 25 litres with anominal capacity
of 20 litres. Experiments and three-dimensional CFD simulations have been conducted on
this vessel. The experiments involved heating, boiling, and cooling of methanol as well
aswater. The heat transfer medium in the jacket was an oil mixture called ‘DW-Therm’.
The CFD simulations of some aspects of these experiments have been broken down into

jacket-only and process-only simulations, followed by afully conjugate simulation.

The link between flow patterns, pressure drop and heat transfer in conventional jackets
of stirred tank reactors has been anal ysed. The experiments and CFD simul ations have been
performed using arange of DW-Therm inlet temperatures. The CFD results were compared
with experimental data of temperature measurements and with the use of engineering
correlationsfound in the literature to predict heat transfer coefficients from the experimental
data. The simulations produced values of total hesat transferred by the jacket within 10% of
the experimenta resullts.

The smulations of boiling inside the vessel approximated a constant process temperature
which was used to investigate the jacket-only phenomena. The process-only and the
conjugate simulations smulated heating of water insde the vessel. Mathematical anaysis
aswell as and industrially and academically used correlations from the literature were used
to estimate heat transfer coefficients for boiling and externa heat loss. These correlations
for overall heat transfer coefficients overlook maldistribution of heat transfer coefficientsin
jackets that use a liquid heat transfer medium. This is industrially important because it
provides new information to consder when maintaining highly temperature-dependent
processes, in which adequate heat transfer to or from the processis required. This could be
for a variety of reasons, from maintenance of product quality to preventing runaway

reactions.
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1 INTRODUCTION

1.1  Background and Motivation for the Research

The ultimate purpose of thisthesisis to investigate heat transfer (and hence temperature
control) in a stirred tank reactor with a plain jacket. Modelling heat transfer in this type
of system to provide a detailed understanding of the process is very important, both for
the purpose of ensuring optimum product quality and for helping to reduce incidence of
adverse events such as runaway reactions in the chemicals industry.

The current modelling techniques used by industry assume perfect mixing, uniform
distribution of flow up the jacket, and a steady state process to which the concept of an
‘overal heat transfer coefficient’ (OHTC) can be applied. However, these assumptions

are far from the truth. In thisfield, the more information obtained, the better.

Thisresearch isnovel because previousliterature has only touched lightly on heat transfer
in plain jackets and the formul ae for approximating averagewall heat transfer coefficients
may vary very significantly depending on which correlations are used. Recent literature
on thermal runaway reaction research in vessels, such as that conducted by Rudniak et al.

(2011), still assumes a constant jacket temperature.

Additionally, the literature contains some articles on heat transfer in unbaffled jacketed
stirred vessel swith pitched blade turbines (such as Milewskaand Mol ga, 2007), but while
these do include modelling exothermic reactions, they do not model afree surface. A free
surface should be modelled for increased accuracy, because it affects the shape of the
flow volume, changes the surface areafor heat transfer and limits the total heat capacity
of the contents of the vessdl. Literature that does model a free surface, on the other hand,
generally does not model heat transfer and uses Rushton turbines or paddie impellers
rather than pitched blade turbines (for example, Haque et al., 2006). This thesis aims to

combine these aspects.

It is fortuitous that the experiments done as part of this investigation have yielded many
dataabout the process temperature and these are similar to the results from computational
fluid dynamics (CFD) simulations, which have aso yielded many data in particular on
the flow patterns of the heat transfer fluid in the jacket under the set conditions that were

used in the experiments.
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A dtirred tank reactor (STR) is avessel designed to hold liquid chemicals, with a stirrer
or agitator to mix the contents. STRs are arobust type of equipment used in many types
of unit operation, both in large scale production and in the fine chemicals and
pharmaceuticals industries. Processes include mixing, heating, cooling, boiling,
performing chemical reactions (endothermic or exothermic), and crystalisation. In

combination with a condenser, reflux and distillation operations can also be performed.

Figure 1.1 — 25 litre jacketed stirred tank reactor in iPRD, University of Leeds.

A common way to heat or cool the contents of an STR isto use aso-called ‘jacket’. An
STR with ajacket is caled a ‘jacketed” STR. Figure 1.1 is an image of a jacketed STR
with acapacity of 25 litres, in the Institute of Process Research and Development (iPRD)
located in the School of Chemistry, University of Leeds. It isjointly used in projects by
both the iPRD and SCAPE (the School of Chemical and Process Engineering), and has at
times been hired for testing by pharmaceutical companies. Thisis the equipment used in
the experimental investigations and approximated using CFD for the purpose of
simulation.
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A schematic of ajacketed STRisillustrated infigure 1.2. A heat transfer fluid is pumped
through the jacket. The inlet temperature of the heat transfer fluid is controlled, usualy
by a separate heat exchanger or by a heating and/or cooling device such as a Huber
heater/chiller (Huber, 2014). If the heat transfer fluid is hotter than the liquid inside the
vessdl, the STR is being heated. If the heat transfer fluid is colder than the liquid inside
the vessel, the STR is being cool ed.

The industria engineer is usualy expected to make the following assumptions when using
heat transfer correlations. The overall heat transfer coefficient is constant for the process and
over the entire surface; the mass rate and inlet temperature of the heat transfer medium is
constant; all specific heat capacities are constant; the liquid in the vessdl is perfectly mixed
(uniform temperature); no phase changes occur, and heat losses are negligible (Green and
Perry, 2007).

Correlationsfor heat transfer in the jacket side, based on experimenta work, were devel oped
for laminar flow by Chen et al. (1946), and for turbulent flow a correlation found in Perry
and Chilton (1973). Bondy and Lippa (1983) and Dream (1999) use these equations as the

basis of their corrdations.
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Figure 1.2 — Schematic of ajacketed stirred tank reactor. Based on Heggs and Hills
(1994).
One of the underlying reasonsthis PhD project was started wasto hel p towards preventing
runaway reactions. These are behind some of the most magjor industrial disasters in
history. For example, in the Bhopal disaster, a runaway reaction was caused by
mischarging of water into a tank of methyl isocyanate, a highly toxic substance. This
caused thousands of deaths when the methyl isocyanate escaped as a gas and was blown
towards the nearby town. The Seveso disaster was caused by an accidental triggering of

a runaway reaction. There have been tens of other incidents less well-known but still
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significant. Some of these may have been due to uneven, non-homogeneous temperature
profilesin the jacket, hence why much of the literature on jacket temperature profiles has

links to investigations into runaway reactions.

In large scale STRs, highly inhomogeneous and transient hydrodynamic conditions
prevail, where the mean velocities and turbulence quantities may vary by orders of
magnitude inside the vessel, resulting in imperfect mixing and non-uniform temperature
distribution. However, experiments in novel chemical reactions from pilot to industrial
scale areinherently highly expensive and may carry high risk if unexpected effects occur.
Simulation using mathematical models, including computational fluid dynamics (CFD)

is therefore more practicable.

Various mathematical models for heat transfer in STRs have been developed in the past.
These are based on the perfect mixing assumption, where the chemicalsinside the reactor
are treated as a homogeneous body of liquid. Lumped parameter models are the most
common type of the perfectly mixed model. These use only an overall heat transfer
coefficient (OHTC), which is a steady state concept being employed in a transient
process. This essentially ignores the heat capacity of the vessel wall. They are divided
into models that only account for the thermal inertia of the contents of the vessel (which
is also called the ‘process’), and models which additionally accommodate the thermal
inertia of the vessel itself and the other peripheral equipment. Models using distributed
parameters al so include conjugate heat transfer between the jacket and processside. These
models use individual heat transfer coefficients and the thermal inertia from at least the
vessel wall, and produce data on how the wall temperature is expected to change with

time.

CFD overcomes the assumption of perfect mixing, which is a magjor flaw of both the
lumped parameter and distributed parameter models. This is because in reality, some
areas are mixed better than others, and so the temperature at some positionsin the process
may be significantly under or over the temperature that would occur in a perfectly mixed
system. “Hot spots’ at some points may trigger unprecedented temperature spikes,

particularly in exothermically reactive systems.

The most basic type of CFD model is the Reynolds averaged Navier-Stokes (RANS)
model, which includes k-¢, k-w and Reynolds Stress models (RSM). However, these are
known to be inadequate at providing the detail required in large and complex turbulent
systems such as reactors, because they do not model certain flows accurately enough,
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including radial jet flows that are present in many reactor mixing systems. Large eddy
simulation (LES) isamore reliable method of simulation, but is only recently being used
in academia and industry, because of the need for high memory and processing speed
required even for today's computers. Direct numerical simulation (DNS) is the most
accurate method, as it accounts for all scales of turbulence, but it is computationally
extremely costly in terms of time, and only used for problems involving small distances
or small Reynolds numbers.

Modelling the bulk behaviour of the type of reactive systems used in industry on alarge
scale is riddled with complications. Turbulent flow is chaotic, and thus experimental
resultsthus often yield natural variations even under the“same” conditions. Neverthel ess,
much serious scientific work has been conducted in an attempt to model turbulence using
various assumptions and empirically derived correlations. Numerical simulation at
smaller scales, moving from RANS to LES to DNS, yields more accurate results simply
because more of the system’'s complexity is taken into account and it more closely
resembles reality. This however increases the computational requirements in terms of
time, memory and processing speed, and therefore cost. Unless future computers are
devel oped powerful enough to simulate everything within an area on the order of a cubic
metre cheaply enough and within a practical amount of time, there will always be a point
at which the actual experiment becomes more cost effective than increasing the accuracy

of numerical simulations.

The models developed in this thesis will be extremely powerful tools in facilitating the
design, operation and safety of stirred tank reactors at all scales, but in particular pilot

scale as this investigation focuses on.

1.2  Aimsand Objectives Achieved
Figure 1.3 displays a block diagram covering the proposed development of the research
studies. The aims and objectives achieved for this particular project are listed below.

1. Conduct experimental work on heating and cooling water and methanol in the
pilot-stale stirred tank reactor with a plain jacket.

2. Develop analytical solutions for heating, cooling and boiling the contents of the
vessal.

3. Develop alumped parameter model of the heating and cooling processesinvol ved.

4. Develop adistributed parameter model for the conjugate process.
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. Develop amathematical model using Bernoulli's equation to describe the pressure
drop in the jacket system.

. Perform steady state non-isothermal CFD simulations of the jacket system to
compare with the predictions of the Bernoulli model for pressure drop and the
lumped parameter model for heat transfer.

. Perform steady state isothermal CFD simulations of the process side to establish
the two-phase flow properties in the unbaffled reactor.

. Perform steady state non-isothermal CFD simulations of the process side to
establish heat transfer within the vessel.

. Perform transient non-isothermal CFD simulations of the process side to establish
the changes over time.

10. Perform steady state conjugate CFD simulations to combine the effects of the

jacket and process sides.

Knowledge of the geometry of the
equipment and properties of the | —
system

Meshing and input conditions for
CFD simulations

| |

Finding the pressure drop in the
jacket for uniform axial and
tangentia flows, dueto the
differencesin friction factor.

Non-isothermal and steady state
CFD simulations of the jacket and
process sides of the reactor.

! !
Application of Petukov (1970)
equation for heat transfer Transient and conjugate system CFD
coefficientsin straight pipes, simulations — find heat transfer
which require friction factor, to coefficient distributions.
jacket side.
! !

Knowledge of the distribution of heat transfer coefficients for future modelling

Figure 1.3 — Block diagram illustrating the proposed development of the research

studies.
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1.3  Structureof thethesisand linkage between chapters

Chapter 1 introduces the thesis, with a basic description of the project and the layout.

l !

Chapter 2 starts off by reviewing the Chapter 3 describes the
basic concepts involved and builds up to experiments done and presents
current knowledge from the literature. results from the experiments.

l !

Chapter 4 analyses the experimental results (from chapter 3) using the industrially
and academically used engineering correlations from the literature and the lumped
and distributed parameter mathematical models (from chapter 2).

1 !
Chapter 5 introduces more detailed Chapter 6 continues CFD
mathematical models (e.g. CFD) simulations, focusing on the
compared to chapter 4, and focuses on - process side.
the jacket side.

! !

Chapter 7 introduces conjugate CFD modelling on both the jacket and process side.
!

Chapter 8 reviews the conclusions found in each chapter and overall.

Figure 1.4 — Block diagram illustrating the structure of the thesis and linkage between
chapters.

Figure 1.4 displays a block diagram of the linkage between chapters.

Chapter 2 starts off by explaining the basic concepts and assumptions involved in
modelling the system. The literature is reviewed and the various analytical and empirical
techniques and mathematical models (such as the lumped parameter and distributed
parameter models) are introduced and reviewed. Industrialy and academically used

engineering correlations are described and compared.

Chapter 3 describes the experimental procedure. Details of the equipment, measurements

taken and the experimental results are presented here.

Chapter 4 combines chapters 2 and 3, by using the techniques described in chapter 2 to
analyse the experiments conducted in chapter 3. Lumped parameter and distributed
parameter models are also used to anal yse the data obtai ned.
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Chapters 5 and 6 move on from chapter 4 by introducing higher level mathematical
models (CFD). Chapter 5 covers modelling of the jacket side, starting with the Bernoulli
model and moving on to higher level CFD models. Chapter 6 covers modelling of the
process side with CFD, aso using some of the results from chapter 5 for jacket side heat

transfer.

Chapter 7 combines chapters 5 and 6, by introducing conjugate simulation. That is, both
the jacket and process side are modelled together and the interaction between the two is

observed.

Chapter 8 then summarises the results of the previous chapters.



2 LITERATURE REVIEW

2.1 Introduction to Past Developmentsin the Literature

Modelling any process aways necessitates a simplification of the rea thing. In
mathematical modelling, this takes the form of assumptions. Irrelevant assumptions are
not required to be stated, as these are likely to be a very large number of real-world
influences that may affect the process but, it is hoped, only in a negligible manner.
Another type of assumption is a simplification of random effects that would be too
complex to model individualy. A common example to this effect is the assumption that
avolume of liquid isasingle entity with specific physical properties, rather than separate
molecules interacting. These assumptions are not explicitly stated, but are rather given
symbols and numerical values, and related to more basic units such as temperature and
pressure, by empirically derived formulae. The field of thermodynamics arises from this
type of assumption, as it describes macroscopic effects resulting from statistical
mechanics (Gibbs, 1902). It must be noted that random effects and chaotic effects are
very different, as random effects tend to become more predictable on amacroscopic scale
due to the law of large numbers (Wolfram Mathworld, 2012), whereas chaotic effects
become less predictable at larger scales and require more detailed numerical ssmulation
such as CFD.

More relevant assumptions are about phenomena that can have a noticeable effect, but
often dramatically increase the complexity of modelling. The steady state concept of an
overal heat transfer coefficient (OHTC) is used in the lumped parameter models. The
most often-used type of model is the first type of lumped parameter model, which uses
linear ordinary differential equations (ODEs) to simulate the temperature and
concentration profilesfor the process. The outer jacket side and heat 10ss effects may also
be modelled with a separate OHTC, which is one of the developmentsin chapter 3 of this
thesis. The second type of lumped parameter model (Ali, 2009) includes the heat capacity
of the vessal equipment, most critically the vessel itself. The assumption of a steady state
OHTC isrelaxed in the distributed parameter models and replaced with individual film
heat transfer coefficients. Both the lumped and distributed parameter models have the
assumption of perfect mixing in the vessel, which is relaxed when CFD is used.

The lumped parameter model s assume an instantaneous response to temperature change,
and can often be modelled either analytically or numerically. On the other hand, the

distributed parameter models include transient conduction and take into account the
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gradual movement of heat through the wall. Partial differential equations (PDES) are used
and the process response is modelled numerically. The differential equations in the
distributed parameter model are non-linear. Numerical methods to solve them may
include the boundary element method (BEM), the finite difference method (FDM) and
the finite element method (FEM).

Other assumptions may include isothermal flow in the jacket, which is the same as
assuming an infinite mass flow of the heat transfer medium. This assumption is relaxed
in the CFD models of the jacket.

2.2 Operation of STRs— General Review

221 Mechanismsof Heat Transfer
All forms of heat transfer are transient processes that transfer energy across space from
hotter areas to colder areas, due to the driving force of temperature difference. Heat

transfer occurs by three pathways — conduction, convection and radiation.

Heat transfer by conduction occurs when molecules transfer kinetic energy either by
direct collisions between other molecules or through intermolecular forces. Conduction
occurs much less in fluids than in solids as the intermolecular forces are much weaker.
These forces include van der Waals forces, hydrogen bonds, ionic interactions, covalent
bonds and metallic bonds. In metallic bonds, more energetic electrons at a hotter areain
a metal spread out and share their energy with the other atoms, on average, resulting in

the colder atoms becoming hotter.

Heat transfer by convection occurs in fluids and can be divided into forced and free
(natural) convection. Free convection occurs due to density differences in the fluid, the
most common effect being that hotter fluids are generally less dense and will rise due to
buoyancy effects. Thisistaken into account morein the effects of heat |oss on the outside
of the reactor. Forced convection is induced by the stirrer to enable heat to mix more
readily inside the reactor, and aso by the pump used to move the heat transfer medium
through the jacket.

Heat transfer by thermal radiation occurs due to el ectromagnetic waves, and can transfer
heat through any medium, but can be limited by opacity and reflectivity. This accounts
for some heat losses through the jacket, and is greater at larger scales. Hence, large scale

reactors often have insulation against radiative heat transfer (such as reflective surfaces).
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2.2.2 Heat Transfer Equipment
Figure 2.1 illustrates the three most common types of heat transfer systems in STRs.
Either an external heat exchanger, a coil, ajacket, or a combination of any of these may

be used. Within these categories, there are al so many types of agitators, jackets and coils.
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Figure 2.1 — Heating and cooling options for STRs: external heat exchanger, jacket and
coil. Based on combined schematics in Heggs and Hills (1994).
When an external heat exchanger is used, the content of the vessd is extracted and
pumped through the heat exchanger. The heated or cooled stream is then returned to the
bottom of the vessel. Thisisthe most effective option because the heat transfer area and
conduction through the walls between the hot stream and the cold stream is often much
greater in a heat exchanger as opposed to a coil or jacket. Unfortunately, however, as
corrosive or unsuitable substances may be used, the pipework and internal components
of the heat exchanger would al have to be lined with corrosion-resistant glass and would
therefore be more bulky, fragile and costly. For reasons of both cost and safety, therefore,

the jacket is considered the most robust option.

The use of ajacket or internal coil will form arun-around coil system, which is a system
that uses a pump-around stream (containing an intermediate heat transfer medium) to
carry heat between two separate streams (Bentham et al., 2015b). In this case, the heat is
transferred from the process contents to an external heat exchanger and into the pump-
around stream. The inlet temperature of the jacket or coil then depends on the heat

transferred by the external heat exchanger.



Figure 2.2 — Different types of jacket — plain (left), half-pipe (centre), dimple (right).

Figure 2.2 displays some different types of jacket (plain, half-pipe and dimple). These
have different flow patterns and calculations to describe their behaviour, for example a
half-pipe jacket is essentially an external coil. The dimples in the dimple jacket are for
the purposes of increasing turbulence, which enhances heat transfer. Other features
include nozzles and vanes inside the jacket to direct the flow. The plain jacket, which is
the focus of thisinvestigation, has no such guidance of flow.

2.2.3 Mixing Equipment

Thorough mixing of the vessel contentsis highly desirable, with perfect mixing being the
ideal due to higher predictability and simplicity of calculations. Agitation can be divided
into proximity impellers (where the blades are set up close to the vessel wall) and the
more common non-proximity impellers. Examples of proximity impellers are illustrated
in figure 2.3. Examples of non-proximity impellers areillustrated in figure 2.4.

Helical Ribbon Impeller Anchor Impeller

Figure 2.3 — Examples of proximity impellers. Adapted from Penney (1983).
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Propeller Pitched Blade (Axial Flow) Turbine

Dislc Turbine Flat Blade Turbine

Figure 2.4 — Examples of non-proximity impellers. Adapted From Penney (1983),
courtesy of Mixing Equipment Co., Rochester, NY.

2.3  Heat Transfer Calculations
Figure 2.5 illustrates cold and hot streams passing through a simplified heat exchanger,
with the temperature of the cold stream increasing from T to Tez and that of the hot

stream decreasing from Thy tO Tho.
(acp)), ‘

T

(’mcF)c
HX

cl

T;’!j

Figure 2.5: Basic representation of a heat exchanger.
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2.3.1 Effectiveness-Nty M ethodology

The most common and familiar methodol ogy used nowadays in heat transfer calculations
isstill the LMTD (Log Mean Temperature Difference) methodology. However, the E-Nry
methodology (where E is the ‘thermal effectiveness' and Nty is the ‘number of transfer
units') has several useful advantages over the LMTD methodology. The effectiveness, for
example, can be compared for different heat exchangers or systems as adirect assessment
of the efficiency of the system, which is useful for optimisation calculations. Thisis a
result of the dimensionless values used. On top of this, fewer variables are required to
specify the system compared to the LMTD method, making the E-Nty method easier to
use. Kays et al. (1964, pp 22-24) provides examples of the advantages of the E-Ntu
method, the main arguments being:-

e Effectiveness is a simply defined parameter for overal performance, giving
thermodynamic significance, and should stand alone as a dependent variable.

e The LMTD rate equation oversmplifies heat transfer design, giving the
impression that it is a rate equation only, rather than both a rate equation and an
energy balance.

e The E-Ntu methodology simplifiesthe algebra used to predict the performance of
complicated flow arrangements.

e The E-Ntu methodology does not require cal culation of the log mean temperature
difference and often negates the need to perform iterations. It is therefore more

straightforward.

If either the Ny, or effectiveness are known, graphs can be used which relate
effectiveness, Ny and heat capacity rate ratio (C*). These are available for many
different heat exchanger configurations, stream types and flow arrangements (ESDU
98005, 1998). These are sufficiently accurate to visually assess values for design

requirements, since the actual values will not be exactly the same as the values predicted.
The basic equations governing the E-Ntu method are as follows (ESDU 98003, 1998):

C = (mcp) (2.1)
Q = Cc(Tez = Ter) = Cp(Thy — Tha) (2.2)
Equation (2.3) isderived from the fact that for any single heat exchanger, the stream with

the smallest heat capacity rate (C,,;,) Will have the largest temperature difference

([AT ) ;nax) @nd vice versa.
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Q = Cmin[(Tcz - Tcl) or (Thl - Thz)]max

(2.3)
= Crax [(Tcz - Tcl) or (Tpy — Thz)]min
Effectiveness is defined from the temperature changes as in equation (2.4).
E = Q _ [(Tcz - Tcl) or (Thl - Thz)]max
Qmax Th1 — Teq (2.4)
_ Cmax [(TCZ - Tcl) or (Thl - Thz)]min
Cmin Thl - Tcl
where:-
Qmax = Chin (Thl - Tcl) (2-5)
Ineffectivenessis therefore defined in equation (2.6).
1-F = Thi —Ter — [(Tcz - Tcl) or (Thl - Thz)]max
Thl - Tcl (26)
_ [(Thz - Tcl) or (Thl - Tcz)]min
Thl - Tcl
Nry and C* are defined in equations (2.7) and (2.8) respectively.
N _ UA _ UA'L _ UA Cmin[(Tcz - Tcl) or (Thl - Thz)]max
TU Cmin Cmin Cmin UAATm (2 7)
_ [(Tcz - Tcl) or (Thl - Thz)]max
AT,
C* = Cmin — [(Tcz - Tcl) or (Thl - Thz)]min (2.8)

Cmax [(TCZ - Tcl) or (Thl - Thz)]max
From equations (2.4) and (2.8), effectiveness can also be represented by equation (2.9).

E = i* [(Tcz - Tcl) or (Thl - Thz)]min (29)
C Thi —Ter

Equation (2.5) can be used to find the following:-

C. T.,—T C, Tny — T,
E = c c2 cl — h h1l h2 (2.10)
Cmin Thl - Tcl Cmin Thl - Tcl

Equation (2.10) can be used to find normalised temperatures (6) for the outlet of each
streams, as in equation (2.11) and (2.12), noting that 6., and 8;,; are defined as 0 and 1
respectively.
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C. .
9c2 = (Tcz - Tcl)/(Thl - Tcl) =F ?m (2-11)
C
Oz = (Thy = Te1)/(Thys — Te1) = (Tpy + Tnoy — Tny — Te1) /(Thy — Teq)
Conin (2.12)

= [(Th1 = Te1) = (Thy = Tp2)1/(Thy = Te1) = 1—E I
h

Therefore, from equation (2.11), if C,,;, IS equa to C. then 6., is equa to the
effectiveness. Also, from equation (2.12), if C,,;,, 1S equa to C;, then 6,,, is equa to the

ineffectiveness.

2.3.2 Individual Heat Transfer Coefficients
Heat passing from the hot stream to the cold stream must travel through several layers of
resistance — the two films and fouling layers on each side, and thewall itself, as displayed

in figure 2.6.
T I Ty Tow I; T
O —— - A N NN e NN e e ———
- - af - -
I I m(f) I I
(l?'_“i);l (D’f"‘i)ﬁ _‘r (I?If:i)c (I?’_“i)c
2rliqw

Figure 2.6 — Passage of heat between streams, displaying the layers of resistance.

For any point along the heat exchanger, the governing equation for heat transfer through

these layersis as follows:-

Q = UA(T, — T.) = (al)n(Tp — Typ) = (afA)h(Tfh — Thw)

2nLA
= %W (Thw — Tcw) = (afA)C(TCW — ch) (213)

ln(di)

= (ad)(Tyc — T.)

For aclean surface and negligiblewall resistance, a, and 4,, tend to infinity, and Ty,, and

T,,, areconsidered equal asT,,. The equation for T,, isthen asfollows:-
Ty = [Th(ad)p + Tc(ad) ]/ [(ad)y + (ad)] (2.14)

Since U isbased on the outside surface, itisaso referred to as U,,. The areas of theinside

and outside of thewall are 4, and A; where, assuming a cylinder:-

AO = 27TTOL, Ai = 27TTL'L (215)
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and:-
1 A, A, A, (do) A, A,

2.3.3 Non-Isothermal Cooling Medium in the Jacket

Therelevant calculations use aterm called the proportionality constant, y, to describe the
heat transfer in different heat exchangers (including jackets) by relating the heat transfer
to the temperature difference between the inlets of the hot and cold streams. This is
described in Heggs and Hills (1994). Considering a cooling operation in ajacketed stirred
tank, the whole “hot stream” is the constant temperature T, of the process fluid. Thisis

represented in equation (2.17).

Th1 =The =Ty (2.17)

The process temperature i s constant when a phase change istaking place, with no pressure
drop, no sub-cooling and no superheating. The process temperature can aso be
considered constant when using the assumption of perfect mixing and the consideration

of an instant of time. The following conditions therefore apply, reflecting the two-stream

heat transfer operation:-
Toy = Ty (2.18)
Cp = (Mcp)p =Q/(Thy —Tha) = Q/(T, —T,) > (2.19)
Cc = (Mcp) _ (2.20)

The heat transfer rate decreases exponentially as the heat is transferred aong the length
of the heat exchanger. The overall heat transfer related to the inlet temperatures of the hot
and cold streams is therefore expressed as equation (2.21):-

Q = (Thl - Tcl)Cc{l - exp[_ UA/CC]}

= (Tp - Tml)(Mcp)m {1 —exp [(UA)I'/(MCP)m]} (2.21)

where (UA) ; denotes the UA value for the jacket. The proportionality constant is defined

asthefollowing:-

X = Q/ (T = Ter) = (Mep), {1~ exp [-WA),/(Mep), |} (222)
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Using the E-Ny; methodology:-

Q = ECpin(Th1 — Ter) = E(Mcp)_(Tp — Trn1) (2.23)

It can then be seen that the expression for y is much ssimpler:-

X = ECmin = E(Mcp) (2.24)
where:-
E = {1 — exp [—(UA)]-/(Mcp)m]} (2.25)

2.3.4 Correlationsfor Individual Heat Transfer Coefficients

Figure 2.7 — Temperature profile and individual heat transfer coefficients across the
jacket walls during heating. Inthiscase T, < Ty, > Tamp -

Figure 2.7 illustrates the temperature profiles and the nomenclature for the individual heat
transfer coefficients across the jacket walls during heating (as in the main experimental
analysis, rather than cooling as described in the previous section). If the values of Q have
been found, the correlations can be used iteratively to find the film heat transfer
coefficients « and the corresponding surface temperatures. As an example, the

temperatures on either side of the inner wall can be found by equation (2.26).

dT; 2y Zy,

Q= Awhyw 3= = (Tio — Tii)m

(2.26)

Many so-called “jacket side heat transfer coefficients’ include agitator speed and the

Reynolds number of the vessel contents. These are therefore referring to the process side
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heat transfer coefficient on the inner wall while being heated by a jacket (using the
nomenclature of this thesis, this is denoted by the term «;;). The correlations require a
Nusselt number (Nu;;), which is provided by correlations in the literature (examples of
which are given below). The film heat transfer coefficient on theinner wall (process side)
and its relationship to the Nusselt number is given in equation (2.27).
Q Ap

= Nul-i e (227)

aj = A_ii(Ti' — Tp) D;;

In the experiments conducted for this thesis, the reactors were clean (that is, there were
no fouling coefficients), so therewas only oneindividua heat transfer coefficient for each
side of the glass. Hewitt et al. (1994, pp. 940) describes the jacket side heat transfer
coefficient as being “very dependent on the positions of the inlet and outlet connections’

when there is no phase change occurring in the jacket.

Asreported by Hewitt et al. (1994, pp. 940), for liquid water in acast iron jacket, avalues
of a;; from Brown et al. (1947) ranged from 631 W m? K1 to 1170 W m2 K1, In that
investigation, Brown et al. (1947) a so stated that a 50% increase in agitation speed could
cause a21% increase in heat transfer coefficient, athough at the cost of a 200% increase

in power for the agitator.

A possible correlation for heating with a jacket while using pitched blade mechanical
agitators is given by Penney (1983), as displayed in equation (2.28): This equation was
first developed by Brooks and Su (1959) for steam condensing in the jacket (isothermal
operation) and later adapted by Nagata et al. (1972).

In equation (2.28), the geometrical correction is displayed in square brackets.

014 [ /7. /d\%1® .\ 0.15
Nu;; = 0.54Re>/pr1/3 (Z—") [( ;”/5 ) (%) [sin(ﬂm)]O-Sl (2.28)
w

where the Re and Pr are the Reynolds and Prandtl numbers respectively, u;, and u,, are
the viscosities in the bulk process and at the inner wall respectively, z,; is the height of
the impeller blade parallel to the axis of rotation, d is the impeller diameter, n,,; is the
number of blades, and IJ,,; isthe angle (in radians) between a pitched blade on theimpel ler

and a plane normal to the axis of rotation.
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Under the conditions stated in equation (2.29), Nagata et al. (1971) instead suggested the
correlation in equation (2.30) for the jacket side heat transfer coefficient, for unbaffled
reactors with no cails.

Re, > 100, 2 < Fr, < 2000 (2.29)
2/3 U -0.14
Nu;; = 0.51Re>/3pr1/3 (M—W)
b

dy 025 (2.30)

) st (Z—H

1

ESDU 81045 (1981) describes a correlation for concentric flow in annuli. This would
approximate the case in the jacket, if the flow was uniformly distributed and rose equally
a al sides. The basic correlation is the Petukov (1970) equation, which additionally
accounts for friction in the pipes. Thisis described in ESDU 92003 (1992) with equation
(2.32):-

(f/2)RePr

N = 07 F127(f /D)2 (Pre/s — 1) (2:31)
where:-
f = 1/{4[1.82 log,, (Re) — 1.64]2} (2.32)

The Reynolds number range for this correlation is from 4x103 to 3x10°. Thus, it would

not be applicable in laminar flow cases such as uniform upwards flow in the jacket.

Bondy and Lippa (1983) suggested a jacket side correlation for laminar flow based on
Seider and Tate (1936). Thisis displayed in equation (2.33).

Nuj = a;D, /Ay = 1.86[Re - Pr(D,/L;)]"" (/)14 (2.33)
where the ‘equivalent diameter’ is:-
D, = (Dgi - Dizo)/Dio (2.34)

For turbulent flow, Bondy and Lippa (1983) suggest a correlation from Perry and Chilton
(1973), displayed in equation (2.35).

Nu; = a;D,/Apy = 0.027Re®8Pr®33(u/p,)01* (2.35)
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For transitional flow, Bondy and Lippa (1983) provide a graph connecting these two
equations.

Kakag et al. (1987) provided tables and graphs, with related equations, to find the Nusselt
number and pressure drop in the following conditions, for laminar convective heat

transfer in concentric annular ducts:-
For fully developed flow:-

e Constant temperatures at both walls.
e Constant heat fluxes at both walls.

e Constant temperature at one wall, constant heat flux at the other.

For thermally devel oping flow:-

e Uniform temperatures at both walls, different from entering fluid temperature
(fundamental solution of the first kind).

e Onewall insulated, one wall at uniform heat flux (fundamental solution of the
second kind).

e Onewall insulated, one wall at uniform temperature, different from entering
fluid temperature (fundamental solution of the third kind).

e Onewall at uniform heat flux, onewall at uniform temperature equal to the

entering fluid temperature.

However, no data are available for non-uniform heat transfer across any walls.

Dream (1999) listed equations for the jacket and process side heat transfer coefficients
under laminar and turbulent flow in the jacket, with different agitator types, and with
different jacket types. The preferred equation for laminar flow inside the jacket here is
that of Chen et al. (1946). This includes the Grashof number (Gr), which is used in
calculations of free convection. The equation for turbulent flow is also that from Perry
and Chilton (1973). However, while Bondy (1983) suggests for unbaffled jackets to
neglect the multiplier (1 + 3.5 D, /Dgny), Which, in the literature, is called the “turbulent
flow cail correction factor”. The equation in Dream (1999) suggests that this term should
be included for unbaffled jackets. The correlation for turbulent flow in Dream (1999) is
as displayed in equation (2.36). However, this can produce values of heat transfer

coefficient significantly higher than experimental values due to the inclusion of the term.

NUj = a;Dg/Am = 0.027Re®8Pr033 (u/p1,,)°1*(1 + 3.5 D, / D) (2.36)
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where:-
Dann = (Dio + Do) /2 (2.37)

Garvin (1999) provided equations to calculate the corrected Reynolds number and
Nusselt numbersin concentric annular ducts. Thiswas adapted from ESDU 78031 (1978).
First, instead of the ‘equivalent diameter’ D, , the hydraulic diameter Dy is used:-

Dy = Do; — Dy (2.38)

The curvature diameter formulais:-

Deyr = Do/ cos(a) (2.39)
where:-
a=tan"*(2L;/m D;,) (2.40)

For laminar flow, a curvature formulais first worked out:-
X = Re®5(Dy;Pr/D,y, )08 (2.41)
Then the Nusselt numbers are worked out. For X > 4.9:-

Nu]- = a]DH/Am
= 0.0984X[1 — (1.48/X) + (23.2/X?) — (120/X3) (2.42)
+ (212/X)] (/)

and for X < 4.9:-

N = Dy /A = | (hygeDia /)’ + (hyncDu k)’ (243
where the forced convection component is:-

@ rcDy/Ay = 4.86 + Ge (2.44)
and the natural convection component is:-

@D /A = £0.7287¢333[Gr - Pr(Dy/L)]" (2.45)

Where the entrance correction factor Ge is:-
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Ge = 0.09525[Gz/(1 + 0.0525Gz%7) ] (u/u,, )% 1* (2.46)

For aiding flow (T, > T,,,), the symbol + ispositiveand m = 0.28.
For opposing flow (T,, < T,,), the symbol + is negative and m = 0.25.
For turbulent flow, equation (2.47) is used:-

Nu; = 0.0192Re®79>Pr?4%5 exp{—0.0225[In(Pr)]*} Ge(u/pt,, )™

(2.47)
x {1 + 0.059[Re(Dy; /Dy )?1%3%)
where for Re(Dy /Dy )? > 4.72:-
Ge=1 (2.48)
In this case, for aiding flow (T,, > T;;,), m = 0.30.
For opposing flow (T,, < T,,), m = 0.18.
For Re(Dy /Deyr)? < 4.72:-
Ge = 1+ 5.71(Dy/L;)[1 — exp(—0.07L; /Dy )| (2.49)

andm = 0.18.

For transitional flow, there is no well-defined method. Garvin (1999) suggests to
interpolate between the upper laminar limit and the lower turbulent limit against the

logarithm of Re.

Free convection isusually considered negligiblein turbulent forced convection flows, but
is included in laminar forced convection flows. In the equation in Garvin (1999),
described above, for the jacket side heat transfer coefficients («;, and «,;), the laminar
flow equation uses Gr as a parameter also. Thus, the coefficient of thermal expansion (f)
of the jacket oil is needed. This can be approximately derived from the data of density vs.

temperature, as follows:-

1 1
_1dv  p(Tp)  p(Th) (2.50)
var P T, -1,

The effects of free convection in the jacket can be to either aid or oppose the forced

convective flow. Figures 2.8 and 2.9 illustrate some cases.
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T Tm.f
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Figure 2.8 — Free convection opposing and aiding flow, during heating of the reactor
contents, when T, < Ty, < Ty (I€ft) and when T, < Ty, > Ty (right).

T,

mf

Figure 2.9 — Free convection opposing and aiding flow, during cooling of the reactor
contents, when T, > T,;, < Ty (I€ft) and when T, > Ty, > Ty (right).
In figure 2.8, during heating, the flow is opposed by free convection because the inner
wall is colder than the heat transfer medium. The medium (flowing upwards) is
subsequently denser at thewall, and natural convection produces aforce slowing the flow
and reducing the heat transfer coefficient («;,).

Infigure 2.9, during cooling, the flow is aided on the inside by heat from the process side,
increasing a;,. Usually the case will be as in the right hand image, but when cooling
below the ambient temperature, T is the lowest and the flow is aided on both sidesasin
the left hand image.

As in the left hand images of figures 2.8 and 2.9, the flow on the outside wall may be
aided if the outside temperature T,,,,;, IS higher than the jacket medium temperature, but
in most cases the right hand image will be the case, and the colder surroundingswill cause

opposition to the flow, thus reducing the heat loss coefficient (a,,).
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Gnielinski (2009) provided a correlation for turbulent flow in concentric annular ducts:-

8)Re - Pr AN

N = ky + 12(./;% (Pr2/3 — 1) [1 * (L_7> a8 (250
where:-

k, =1.07 + 9135 -1 fliipr (2.52)
and:-

fu = [1.8log;o(Re") — 1.5]72 (2.53)
where:-

Re* =Re x [(1+ r*z) In(r*) + (1 - r*z)]/[(l —1r9)2In(r")] (2.54)
and:-

rt=1i/1 (2.55)

For heat transfer at inner wall, and outer wall insul ated:-
Fypn = 0.757* %17 (2.56)
For heat transfer at outer wall, and inner wall insul ated:-

Fyun = 0.9 — 0.15r+7%° (2.57)

and for aliquid heat transfer medium:-

0.11
K = (E> (2.58)
Pr,,

Gnielinski (2009) stated that equation (2.56) represented experimental data of concentric
annular ducts to 5% within the specified conditions. However, no data are available in
Gnielinski (2009) for heat transfer at both sides.

Gaddis (2010) describes alternate methods for calculating the jacket side heat transfer
coefficient by Lehrer (1970) and Stein and Schmidt (1993). These methods were not
mentioned in the papers by Bondy and Lippa (1983), Dream (1999) or Garvin (1999).
They are more complex; however, they are still reported to have large errors — up to 50%

deviation from experimental values. According to Gaddis (2010), the mean relative error



26
for thejacket side heat transfer coefficient in jackets with tangential inlet tubeswas 26.4%
for Stein and Schmidt (1993) and 44.0% for Lehrer (1970).

Although the range of scales and geometries for the investigated reactors is severely
limited, Gaddis (2010) provides essential dimensions for the reactors in which these
experiments were performed, giving examples of the solution by both Lehrer (1970) and
Stein and Schmidt (1993). As a suggestion to mitigate overestimation of the heat transfer
coefficient, Gaddis suggests that both methods should be used and that the lower
coefficient should be considered.

In afurther paper, Lehrer (1971) suggested that plain concentric cylindrical jackets, with
a height-to-diameter ratio of approximately unity, could be “ equated to anumber of equal
time-constant backmix vesselsin series’. A comparison of tangential inlet and radial inlet
was made. It was found that in jackets with a radial inlet pipe, there were virtualy no
“dead zones” (of low flow) in the jacket, but that the heat transfer was nevertheless more
effective with atangential inlet. According to the Scopus database as of September 2015,
this paper has not been cited in any subsequent journals or books, at least since 1996. This
can be taken asan indicator that the relationship between flow and heat transfer in jackets
of reactors has still not been thoroughly investigated in the literature, as of the time of
publication of thisthesis.

2.3.5 BoilingHeat Transfer

Boiling heat transfer is discussed in general by Hewitt et al. (1994). Alane (2007)
discussed a calculation for the inside heat transfer coefficient («;;) during boiling, but
used correlations for tubes. As stated by Alane (2007), this method was recommended by
Worley et al. (1985) and finalised by Gungor and Winterton (1986). Alane's work was on
a thermosyphon reboiler and used the Dittus-Boelter correlation for tubes (Dittus and
Boelter, 1930). In this case, however, a correlation for an agitated vessel is to be used,
such as equation (2.28) or (2.30). Pool boiling with a dtirrer, as in the experiments
conducted for thisthesis, is calculated from two parts — the part due to convection by the
agitator (which will be denoted a, here) and the part due to nucleate boiling (which will
be denoted «a;,,,;;).

The overall expression is given by equation (2.59), where ¢ is the enhancement
coefficient due to boiling, S is the suppression factor and x, is the vapour mass quality.

a, isequivalent to a; without boiling, as previously described in section 2.3.4.
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a; =¢€(1- xg)o'gaa + Satpoir (2.59)
The enhancement factor € was described in equation (2.60):-

€ =1+ 1.37X;°86 + 24000Bo* 1 (2.60)

where X;; isthe Martinelli parameter:-

0.9 0.5 0.1
xtt=<1"‘9> (P_g> (&> (2.60)
Xg Py Hg

and Bo is the boiling number:-

Bo = §/mhs, (2.62)

and where p,; and p; are the vapour and liquid densities respectively, and u, and iy are
the corresponding viscosities, ¢ isthe heat flux from the jacket, m isthe mass flux of the
agitated liquid (in the direction of flow) and Ay, isthe latent heat of vaporisation.

Asin Alane (2007), the pool boiling coefficient «;,,,;; is calculated using the correlation
by Cooper (1984), displayed by equation (2.63) where p,. is the reduced pressure and My

IS the molecular weight.

55p19.12q0.67
aboil = [_ log(pr)]O'SSMg'S (263)
Finally, the suppression factor S is calculated using equation (2.64).
-1
S ={1+115x107%¢?[Req(1 - x,)] "'} (2.64)

Note that results of al these heat transfer correlations are compared in later chapters once
valid results have been obtained to compare them. It turns out in chapter 4, for example,
that the description of boiling heat transfer from Alane (2007) here is difficult to assess
due to difficulty in identifying the values of vapour mass quality and boiling number,

because the cross section of flow in the vessdl is difficult to define.

24  Moddling Flow in STRs
The flow of fluids in the vessel occurs primarily due to forced convection by the stirrer

and partially due to free convection on the outer surface in contact with the wall with the
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jacket fluid behind. The vessel used in the experiments conducted for this thesis is
unbaffled and thus have afree surface vortex aswell asan internal flow pattern that would
require CFD modelling to thoroughly investigate.

24.1 Vortex Formation
The vessel used in the studies of this thesis was unbaffled, that is, there was nothing
intruding into the vessel contents intended to suppress the formation of a vortex. In the

experiments, therefore, a significant vortex was present in the reactor.

Free
vortex

Forced

Vortex

IR}

b

Figure 2.10 — Free and forced vortices, view from above. The arrows denote the
relative tangential velocities. The greatest velocity is at the critical radius, 7.
Brennan (1976) studied vortex models by Nagata et al. (1955), Braginskii (1967), and
Zlokarnik (1971). These were modelsin which the flow was separated into an inner forced
vortex, which islike arotating cylinder of liquid, and an outer free vortex. These parts of
the vortex are displayed, as seen from above, in figure 2.10. The tangentia velocity of a
forced vortex increases linearly with increasing radius, and that of afree vortex increases
proportionally to theinverse of theradius (slowing down with increasing radius). Brennan
found that Nagata's model and Zlokarnik's correlations did not take account of the factors

of blade width, liquid depth or impeller diameter satisfactorily, and required further
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modification before it could be reliably used. In addition, some parameters had to be
empirically found for the geometries initially, such as the critical radius r., which is the
radius where the transition occurs between the forced vortex and the free vortex. Also,

Braginskii's approach required more data on the power output of the impeller.

Brennan (1976) aso made further empirical correlations to account for blade width and
liquid depth, as well as a means to estimate the critical radius r,, which was found to be
“independent of impeller diameter and blade width”. Also, probes and immersed coils
had an effect similar to baffles — they “were observed to suppress the vortex”. Brennan
also found that theimpeller depth “had negligible effect” on the vortex geometry, aslong
as the impeller was fully submerged below the liquid surface. However, thisis likely to
only be true in cases where the maximum impeller depth islimited by the practical shape
of thereactor (that is, if the reactor body was shaped like along tubewith asingleimpeller

at the very bottom, the vortex it creates may not significantly affect the surface).

Vortex depth (hy) is defined as the distance between theinitial liquid height (h,) and the
minimum liquid height (h,,;,) Which is at the bottom of the free vortex (at the centre of

the vortex, ignoring the impeller shaft), as displayed in figure 2.11.
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Figure2.11 — A diagram to illustrate vortex depth, h,.

Correlationsfor predicting the vortex depth for various impeller types have been reported

by Rieger et al. (1979), but the vortex profile asit varies with radius was not described in

this paper. Equation (2.65), from Rieger et al. (1979), is the most relevant correlation to

the work carried out in this thesis, derived from an experimental investigation to provide

the vortex depth for a pitched three-blade turbine, for a Galileo number (Ga) between 10°

and 10'°, using an empirically derived constant (Bs) of 0.71 + 0.03 under these conditions.
—-0.38

% = B,Ga06° <§> Frl-14Ga~00%8(p/a)~0-008 (2.65)
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where D and d are the tank and impeller diameter, respectively, and Fr is the Froude

number.

Rieger et al. (1979) a so produced aformulafor the critical vortex depth (hy.), displayed
in equation (2.66), where h;,,,,, is the height of the base of the impeller from the bottom
of the tank and b is the blade width.

e D Mimp D (2.66)

Markopoulos and Kontogeorgaki (1995) discussed the earlier literature, noting that the
vortex depth “mainly depends on the impeller type and impeller speed”. Some
correlations for “vortex depth”, from other literature sources (such as Rieger et al., 1979)
were presented in a table for different agitator types. Several turbines were included
(pitched turbines, disc turbines, a propeller, an anchor and a grid agitator) for different
ranges of conditions. According to their study, the “vortex factor” (the ratio of the vortex
depth to the impeller diameter) became independent of the Reynolds number, when the
Reynol ds number was morethan 10%. The*“vortex depth” parameter isused for the bottom
of the forced vortex, neglecting the shaft (that is, it istreated asif the shaft was infinitely
thin). Additionally, the formulae for forced and free vortices were separate.

Ciofao et al. (1996) presented a vortex geometry correlation that connects the free and
forced vortices (at the critical radius) that was presented in a book by Nagata (1975) and
corrected by Smit and Diring (1991). In this correlation, some dimensionless numbers
arefirst defined:-

§=r/(d/2) (267)
h = h/d (2.68)
H; = H;/d (2.69)

where r istheradia distance from the central axisof thetank, h; istheliquid height from
the base of the reactor and H; is the initia liquid height from the base. This assumes a
flat-bottomed vessel, which is not the case in this thesis (the reactor investigated in this

thesis uses atorispherical base).

Thedimensionlessliquid height isthen defined for bel ow the critical dimensionlessradial

distance ¢, (forced vortex) and above it (free vortex), as follows, where:-
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2

when £<&, hl=(H —R)+ (%) Frg? (2.70)
2

when &>¢&, hl=(H +k)+ (”—) Fr&s [lz - iz (2.71)
2 & ¢

where &, isthe dimensionless radia distance at the tank wall and:-

*x (431- 3 fC

B = nZFrl 2 _ _%(Z - 1na)l 2.72)
. §EL. &

hz = TI.'ZFI‘g[Z In g] (273)

The formula for the dimensionless critical radius ., reported in Nagata (1975) and
experimentally investigated by Yamamoto (referred to in Nagata, 1975) is based on
paddle impellers rather than pitched blade impellers and is as follows:-

0.036
Re

d
= 1. . 35— (= x NO:116 2.74
§c =123 <0 7 +0.35 D) (D) Nbi 1000 + 1.43Re (2.74)

where N,,; is the number of blades and b is the blade width.

24.2 CFD Moddling of Flow

Zwart et al. (2003) presented a method for resolving interface volume fractions in CFD
models of free-surface flows, “based on a compressive advection scheme for the fluid
volume fractions’. This paper analysed 2D flow of water over a bump, with air above.
Thisisalso astandard tutorial that can set upin ANSY S CEX. The*interface compression
level” in ANSYS CFX is based on this scheme, with maximum interface compression
being the default value in the models used. In this scheme, conservation of mass and
momentum for both phasesin each computational cell inthe grid are related by avolume
fraction term and the average values are used in the cell. In Zwart et al.'s (2003) paper,
discrete conservation equations for phasic continuity and velocity are presented as
evolutionary equations. Mass flows are discretized in such a way “to avoid pressure-
velocity decoupling”, based on the interpolation scheme by Rhie and Chow (1983).
“Finite element shape functions are used to eval uate the gradientsfor pressure and viscous
forces’ (Zwart et al., 2003). A discrete equation for pressure is also derived. However, in
the steady state CFD simulation of the process side of the vessel, conducted in thisthesis,

the surface geometry was till difficult to define.
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Li et al., (2004) conducted an investigation of CFD in avessel stirred with aretreat curve
impeller. They found that the results are similar to the use of a Rushton turbine. Also, the
Shear Stress Transport (SST) model worked very well to produce results similar to
experimental observations using Laser Doppler Anemometry (LDA). The SST model is
a mixture of the best qualities of the k-w and k-¢ models, where the k-¢ model is used
away from the wall and the k-«» model is used near the wall. These models are described

in detail in chapter 5.

In the paper by Li et al. (2004), it was found that the random component of turbulent
kinetic energy in the region between the impeller and the vessel wall could not be
experimentally resolved sufficiently, because of high velocities in that region driving the
tracer particles out, so that a comparison with the CFD results was not possible in this
region. In any case, as the paper explains, the SST model severely underestimates the
magnitude of the turbulent kinetic energy, because it incorrectly assumes “locally
isotropic turbulence’. In this case, the use of a six-equation Reynolds Stress model may

be more useful.

Javed et al. (2006) carried out CFD simulations using the standard k— turbulence model
to predict the flow patterns in the baffled reactor of Distelhoff et al. (1997). This gave
“reasonably good predictions of the mean axial and radial velocitiesin the tank, including
in the impeller stream” (Javed et al., 2006). Predicted mixing times for a tracer were
similar in the simulation and the experiment. However, Javed et al. concluded that the k
values measured in Distelhoff's experiments were significantly higher than in the CFD
prediction. Also, dueto alack of experimental data, the accuracy of the ssmulation above

the impeller was limited.

Hague et al. (2006) numerically simulated flow and vortex shape in unbaffled vessels
with a paddle impeller and Rushton turbine and compared the results to previously
published experimental data. They used a volume of fluid (VOF) method and a
homogeneous multi-phase flow model to work out the geometry of the gas-liquid
interface and compute turbulent flow fields. A Reynolds stress turbulence (RST) model
was used, as well as an SST model. While the RST model displayed more prominent
eddies caused by the jet-like radial flow from the paddie impeller, it was not clear which
wasthe better predictor overall. The paper discussed the comparison of free-vortex shape,
stating that the SST model was closer to the experimental datain the inner region of the

vortex and the RST model was closer in the outer region.
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Smirnov and Menter (2008) later introduced a curvature correction term for the SST
model, based on Spalart and Shaw (1997). Compared to the norma SST model, this
provided results much closer to experiments, comparable to the RST model (Smirnov and
Menter, 2009).

Mahmud et al. (2009) carried out their own experiments to determine the flow and vortex
characteristics in an unbaffled vessel with a magnetic stirrer. They used laser Doppler
velocimetry to measure the flow field at varying stirrer speeds. They then modelled their
experiment with SST and RST models. Again, they found that the SST and RST models
were similar, and also that there was reasonably good quantitative agreement between the

models and the experimental results.

All the investigations so far described were conducted to compare the vortex geometry
using Rushton turbines or paddle impellers and flat-bottomed reactors, so more
experimental work is required to investigate more detailed profiles using different
impeller types and differently shaped vessels (for example torispherical base and
hemispherical base).

Chandra and Singh (2015) investigated Newtonian fluid flow and heat transfer in aflat-
bottomed unbaffled vessel equipped with a pitched blade turbine with 6-blades at 45
degrees. The results were compared to an experimenta study of this setup in Armenante
et al. (1997). Chandra and Singh used a tetrahedral mesh and the chosen model was the
standard k-¢ model with standard wall functions, with a second-order upwind
discretisation scheme and semi-implicit method for pressure linked equations (SIMPLE).
Good agreement was found with the experimental results. A suggestion for morethorough
investigation would be to use other models such as SST and Reynolds Stress models to

compare with the k-¢ model.

25 Moddling Heat Transfer in STRs

25.1 Experimental Investigationsand Analysis

Heat transfer in dtirred tank reactors has been investigated empiricaly and by
mathematical modelling. Calorimetry has been used to obtain experimental data in
investigations of heat production with exothermic reactions. Landau (1996) describesthis
process in detail. Reactors used for calorimetry typically range from 0.1 L to 10 L in
capacity, and many have sophisticated temperature control, for example a design

consisting of two reservoirs — one hot and one cold — to allow the jacket temperature to
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change rapidly in response to a sudden change in process temperature. In an exothermic
reaction, the onset of heat production causes the jacket to respond by rapid cooling to
attempt to keep the process at the same temperature. The heat balance of the jacket can
then be used to assess the heat produced by the reaction. Reaction kinetics can

subsequently be derived once the behaviour of the vessel contentsis studied in detail.

Snee et al. (1993) conducted a study of the reaction between secondary butyl alcohol and
propionic anhydride, and the effects of using sulphuric acid (H2SO4) as a catalyst to
increase the rate of heat production. Over a range of compositions and temperatures, the
generation of heat was measured using differential scanning calorimetry (DSC) and
adiabatic calorimetry. Also, the reaction's isothermal kinetics were investigated. These
were measured using spectrophotometry and compared to similar data which used
isothermal reaction calorimetry. Key assumptions used for the kinetics were that the
dependences of heat production on temperature and concentration are separable, and that
the temperature dependence follows the Arrhenius equation. The separability of
temperature and concentration dependence was supported by the experiments at different
temperatures resulting in the same observed mechanism. The results agreed that addition
of HoSO4 as a catalyst caused larger exotherms overall. Without the catalyst, the initial
rate of conversion only decreased with time. In the presence of H2SOa, the conversion
rate started off lower, but increased with time, until the conversion approached unity and
thus forced the rate to decrease. The DSC data were much less reliable than the adiabatic
calorimetry, despite corrections made for the thermal lag and heating of the equipment.
Also, some corrections to the kinetics were able to be made by Saw (2003).

Investigating a last-resort safety measure, Gustin et al. (1993) reported on vent sizing for
the runaway reaction between phenol and formaldehyde. This reaction has been used in
the chemical industry to produce formo-phenolic resins used in building wooden houses,
and there have been a number of occasions in which the reaction has gone out of control
and destroyed the entire plant. The reaction was investigated using differential thermal
analysis (DTA) and isothermal calorimetry. When a catal yst was introduced, the heat rate
suddenly rose “to a value determined by an Arrhenius relationship” (Gustin et al., 1993)
and then increased with temperature. It was suggested that the sudden increase in heat
production may be surprising to operators of plants in which this situation occurs. The
results of this paper found a discrepancy between the experimentsin the Dewar flask and
in the vent-sizing package (VSP) experiments, explained in the discussion as “a wrong
value of the adiabaticity coefficient” in the Dewar flask experiments.
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A method of monitoring chemical reaction exotherms in pilot-scale batch reactors was
described by Steele et al. (1993). The methodology used a bench scale experiment with a
reaction involving dimsyl sodium production and ester coupling. The concept of overall
heat transfer coefficient was used, but it was partially variable on the inside film of the
reactor, depending on agitation speed, the geometry of the agitator and vessel, and the
reaction fluid's density, thermal conductivity, specific heat capacity and viscosity. The
calorimetry for both bench scale and pilot-scale experiment found a high degree of

correlation.

Grau et al. (2000) modelled the thermal response to an exothermic reaction between
thiosulphate and hydrogen peroxide in a batch and a semibatch reactor. Separate
experiments were conducted in which the operating conditions of thiosulphate addition
rate, initial temperature and initial concentration of reactants were varied. When atime
delay was introduced into the model, the experimental results were closely matched by
the model of the concentration profile. No cooling was present, as the results for
temperature against time display atypical uncontrolled responsein which the temperature
increases to a maximum level and remains there (with a slight decrease due to natura
heat |0ss).

Saw (2003) obtained data on an exothermic esterification reaction using calorimetric
methods. The experimental results presented in Saw's thesis revealed the importance of
correct sensor positioning and efficient mixing, in order to obtain accurate temperature
measurements and therefore accurate calorimetry. The “limitations of the peripheral
instruments have to be fully understood” (Saw, 2003). The control system and algorithms
used must also be fully understood, as well as the uncertainties in measurements and
control. Failure to take all these factors into account could lead to the possibility of an

unexpected runaway reaction occurring.

Westerterp and Molga (2006) describe the systemsin place to prevent runaway reactions
in STRs. Correctly choosing the conditions of operation is the first priority. The
equipment's cooling capacity, the temperature of the heat transfer medium, the rates and
times of addition of the reactants, and the rates of agitation are all important factors. The
second priority is to guard against improper operation, for example by selecting strict
operating procedures and by using alarms and/or warning lights to indicate when the
conditions are escaping the required safe limits. There are many possible causes of

improper operation that can cause temperature to increase beyond the critical point where
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runaway begins (Nolan and Barton, 1987). The cooling system can be hindered by power
cuts or fouling, for example. Human error in operation or incorrect charging can
contribute to accidents. Compared to laboratory scales, unexpected reaction mechanisms,
for example autocatalysis, can be much more significant on an industrial scale. Finally, if
al ese fails, pressure relief and/or chemica containment systems can be installed to
mitigate the damage that would otherwise happen if a runaway reaction proves to be
inevitable. According to Nolan (1993), the incidence of runaway reactions occurring in
industry increased towards the end of the 20" century, which prompted research on

monitoring runaway reactions and attempts to model their behaviour.

25.2 CFD Modé€ling of Heat Transfer

Milewska and Molga (2007) used CFD to simulate the consequences of stirrer failuresin
abatch STR, “in which a strongly exothermic homogeneous reaction takes place in the
liquid phase”. At conditions usually considered safe when mixing, it was found that a

serious runaway reaction could occur following failure of agitation.

Further to this work, Milewska and Molga (2010) formed models using both a perfectly
mixed assumption and a CFD approach. The simulations used a simple second order
reaction between two reactants with realistic kinetic parameters, where the rate of
consumption of each reactant isdirectly proportional to the concentration (first order with
respect to each reactant). The heat balance included effects due to reaction, jacket,
accumulation in the vessel, loss through the head (ullage) region, as well as heat effects
due to dilution and dosing. The models were all solved numerically. It was found that the
perfectly mixed models could be very useful and pragmatic in situationswhere the mixing
time is significantly greater than the reaction time, but the more time-consuming CFD
models would have to be used if the reaction was fast enough that the agitator could not

spread out the heat before it could cause significant temperature fluctuations.

Also in Milewska and Molga (2010), a model based safety analysis was aso conducted
for the second order reaction. Interestingly, damage to the cooling system causing a
disturbance as little as a 2°C temperature rise was enough to cause a much more
significant spike in the process temperature. For a reaction starting at room temperature
and with a set jacket temperature of 28°C, the peak temperature in the reactor was about
45°C, but if the jacket temperature was set to 30°C at an early stage, the peak temperature
in the reactor was 80°C. In another simulation, in which the coolant pump was stopped,
the temperature increased exponentially from about 30°C to 60°C in about 10 minutes,
and then suddenly jumped to a peak temperature of 140°C within seconds, before slowly
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cooling naturaly. In this case, the jacket temperature was controlled by the process
temperature, which, in turn, was uncontrolled (except by the amount of reactant present
at the start of the simulation). When damage to the stirring system was simulated, for
examplethe stirrer slowing or stopping, perfect mixing could not be assumed, so the CFD
models had to be used.

Rudniak et al. (2011) investigated further into CFD simulations of runaway reactions,
finding that CFD could be avery robust and efficient method to provide an early warning.
The spatia and tempora distributions of velocity, temperature and concentration were
found, which were crucial for finding the important areas for temperature sensors to be
located.

2.5.3 Condensation on the Outside Surfaces

During a cooling operation, a condensation film may form on the outside surface of
reactors when the outside wall temperature of the jacket is low enough and the humidity
of the surroundings is sufficiently high. This results in heat gains by the jacket, which

reduces its cooling capacity.
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Figure 2.12— Sections of atorispherical reactor, divided into el ements.

Perry and Geddes (2011) developed a localised condensation model to simulate heat

transfer in a condensate film in kettle evaporators. Their model considered the side and
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bottom surfaces of a torispherical vessel. This is a standard shape of many reactors of
various sizes, including the ones used in the experimental investigation in this PhD thesis.
The model notably accounted for the increase in average thickness of the condensate film

towards the bottom of the reactor.

The model by Perry and Geddes (2011) provided equations for heat transfer coefficients
on the 3 surface geometries — the spherical base, the toroid knuckle, and the cylindrical
side. These surfaces were divided into elements along the length of the reactor, as
displayed in figure 2.12. Rather than using mean heat transfer coefficients, separate
coefficients are found for the different elements. This model did not take into account

heat exchange with the surroundings or conduction between surface elements.

254 Lumped parameter and distributed parameter models

There aretwo types of lumped parameter (“simple”) numerical models. Thefirst take into
account the thermal inertia of only the process contents, and the second aso include the
thermal inertia of the vessdl itself, producing more realistic results. Lumped parameter
models have been developed on MATLAB by Ali (2009) and Bentham (2011). Transient
conduction in the walls of the vessel is aso included in distributed parameter models. A
distributed parameter model was developed to aso include the effect of the glass lining
of the vessel wall. Numerical solutions of the distributed parameter model yielded results
that initially had a slower response, then rose to values between the results of the two
types of lumped parameter models. Thisdistributed parameter model used the assumption
of isothermal operation (in this case, meaning a constant jacket temperature or infinite
flow of the heat transfer medium). The experimental results in this case (example
displayed in figure 2.13) had a delay in process temperature of a few hundred seconds
before the temperature profile started to rise significantly. The isothermal distributed
parameter model here had a much less significant delay, presumably because the
temperature is assumed not to change across the jacket height. If this height profile was
taken into account, the vessel wall would need to be heated transiently, and this might
cause alonger delay, similar to the experimental (“observed”) result depicted in figure
2.13. The “analytical” results simply used the UA values and simulated an exponential

temperature curve with time (without thermal inertia).

Further testing has been done on the lumped parameter and distributed parameter models
on MATLAB (Kairzhanova, 2010). When the thermal inertia of the vessel was taken into
account, the results more closely matched the experimental data, which in this case were

obtained by Saw (2003). Some inaccuracies were introduced when the assumption was
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used that heat transfer only occurred in the cylindrical part of the vessel, and not the base.
Kairzhanova (2010) aso described some methods to determine the overall heat transfer
coefficient when the jacket mass rate is unknown. A further assumption made in this
literature was that the jacket inlet temperature was constant — however, the most likely
case in industry is for this temperature to be regulated by another heat exchanger, with
the jacket medium playing the role of a run-around coil. As run-around coils often have
extensive pipework, the thermal response to control in the jacket would therefore be quite

slow and the inlet temperature would also be a dependent variable.
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Figure 2.13 — Isothermal distributed ;a:aﬂeta model (“calculated 1”) results for
heating methanol using water in a glass-lined jacketed vessdl.
Bentham (2011) produced a numerical solution of the lumped parameter model under
isothermal conditions, aso including a ssimple first order exothermic reaction, and
changed factors such as the pre-exponential factor, activation energy, heat of reaction and
overal heat transfer coefficient. It was found that the cases with a higher heat of reaction
in this case were also directly more likely to cause runaway situations, although this was
easily anticipated from knowledge of simple reaction kinetics. The lumped parameter

model in this case used constant jacket inlet temperatures.

In work by Bentham (2011) it was found that increasing the heat capacity rate of the heat
transfer medium (M cp)m, by increasing either M,,, or (cp),,, Cannot increase the cooling
rate indefinitely. The controlling resistance, especially at larger industrial scales, is the
resistance of the wall, and the only way for more heat to be exchanged across the solid

wall (since convection is ruled out) is by increasing the temperature difference. In the
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case of cooling the contents to prevent a runaway reaction, the only way to increase the

cooling duty in the jacket is therefore to reduce the jacket inlet temperature.

Bentham (2011) previously developed the distributed parameter model to be non-
isothermal by including changesin the jacket heat transfer medium temperature along the
jacket height, and to include an independent algorithm to simulate changes in the jacket
inlet temperature. In this model, the apparent heat capacity (and resultant time taken to
produce a change in temperature) was approximately twice as large as in the lumped
parameter model. However, this is because the reactor ssimulated in the distributed
parameter model was based on arbitrarily selected values and not on realistic dimensions
—in fact, the simulation used the inner wall diameter as 0.72 metres, and the pure metal
wall (iron) thickness was set to 4 centimetres. This is why the heat capacity of the wall
was about the same as the process contents themselves. In practical situations, most
vesselsthis size would have amuch thinner wall —not just to conserve material while still
providing sufficient strength, but also because heat transfer is much more efficient with a
thinner wall. In the reactor studied in thisthesis, the glass wall is 6 millimetres thick, for

example.

26  Summary of theLiterature Review

Accurate modelling of the operating conditions is important. Mathematical models to
simulate the conditions within stirred tank reactors have been developed and are
becoming more sophisticated as research progresses. These models range from relatively
simple analytica models, lumped parameter and distributed parameter models, to high
level CFD models.

CFD modelling inside the vessal is much more prominent than modelling inside the
jacket. Some specific models have been developed for isolated sections of the process,

such as condensation on the outside surface of the jacket.

However, fully conjugate models incorporating both the distribution of temperature and
flow in the jacket and simultaneous modelling of a free surface have not yet been
thoroughly investigated and this thesis aims to work towards this goal.
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3 EXPERIMENTAL WORK

3.1
This chapter addresses the experimental data obtained, and details the equipment and its

Introduction to the Experimental Work

operation. Experimental data are presented.

The original purpose of the experiments was to investigate both heat transfer and batch
distillation. The author supervised the experiments, assisted by two MENg project
students (N. Fitch and S. Shaw). Fortuitously, much useful data were obtained from al
the experiments. All the datataken during these experiments were anal ysed independently

by the author.
Table 3.1 lists the experiments done in this context.

Table 3.1 — Genera list of experiments done.

Experiment Substances T, range/ Impeller
T,range/°C
name used p 1aN9 °C speed / rpm
Temperalure |\ ater 201) | 200-450 | 20.0-500 366
Ramping 1
Temperalure |\ ter 20L) | 175-315 | 17.5-325 366
Ramping 2
Water Batch
Disillation Water (20 L) 20.8—100 |20.0-150.0 366
Methanol Batch
Disillation Methanol (20L) | 21.0-64.7 | 25.0-100.0 264
3.2  Equipment Used

3.21 Agitated Vessel

The experimental data were obtained from experiments conducted in an unbaffled, pilot-
scale, 25 litre agitated vessel. This reactor has at times been requested for use by the
pharmaceuticals industry. The vessel is displayed in figure 3.1. It was situated in the
Institute of Process Research and Development (iPRD) in the School of Chemistry,
University of Leeds. It had a torispherical base. It was heated and cooled using only a
plain jacket — single-chambered and with no vanes to guide the flow. The nomina
capacity of this vessel was 20 litres (80% full). The main body and ullage region of the
vessel were both constructed by QVF, entirely from borosilicate glass with a wall
thickness of 6 mm on either side of the jacket. Details of the physical properties of this

type of glass are displayed in the appendix, section 10.2.



Figure 3.1 — 25 litre jacketed stirred tank reactor, in iPRD, University of Leeds.

3.2.2 Heating and Cooling System

The controller for the vessel was a heating and cooling device (Huber Unistat 510). This
uses a heating and cooling medium called DW-Therm (physical property data of DW-
Therm are present in the Appendix, section 10.1). This substance remains in the liquid

state under atmospheric pressure at temperatures as high as 200°C and as low as -90°C.

TheHuber Unistat 510 had a maximum heating capacity of 6 kW and amaximum cooling
capacity of 5.3 kW above 0°C. A table of further data on the unit, such as power
requirements, is accessible by the Huber website (Huber, 2014). As it is a commercia
product, information such as the control algorithms and heating and cooling mechanisms
aredifficult to obtain. It islikely that short “ on-off” bursts of electrical current are applied
through a resistant element every few seconds, producing heat (power supplied is equal
to resistance multiplied by the square of the current, or equivaently, the square of the
voltage divided by the resistance). When cooling, temperature profiles obtained every
12.5 seconds had fluctuations in the DW-Therm internal temperature.
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The cooling system within the Huber unit predominantly used chilled water from the
School of Chemistry's chilled water tank. This contained 1% glycol to help reduce its
freezing point in rare cases when it is exposed to temperatures near 0°C. The temperature
of this chilled water was kept somewhat around 10°C but varied periodically over an
approximately 10 minute cycle. Heat from the surroundings would cause the temperature
toincrease to 12°C then an external cooling system would chill the water to 8°C to restart
the cycle. To cool the vessel contents to temperatures near or below 12°C, the Huber

would switch to the use of refrigerant. Thisisto avoid freezing the water.

The Huber can be programmed to ramp temperature or to produce exponential
approaching functions. Once programmed, the set point will change gradually as desired.
To set a ramping function, one inputs the starting set point, ending set point and time
between set points. To set an exponential approaching function, one inputs the starting
set point, ending set point and a “time constant”. Describing this “time constant”, the
Huber operating manual (Huber, 2010) states: “when selecting an exponential ramp
function (E-grade Professional) the end value (more precisely 99% of the end value) will
be reached after 5 times the time constant has elapsed”.

The Huber operates in two main modes, named “process mode” and “internal mode”,
depending on whether the controlled variable is the process temperature or the Huber
internal temperature respectively. These modes are described in more detail in the

following paragraphs.

When set to “process mode”, the Huber unit uses a cascade PID control system to attempt
to directly control the process temperature to match the current set point temperature. In
this mode, there is a set maximum temperature difference setting between the jacket and
the process of 50°C. Thisis to prevent thermal shock. Incidentally, this means that if a
runaway reaction occurred in this mode and the temperature difference |Tp — Tm1|
exceeded 50°C, the controller would attempt to heat up the jacket, furthering
complications.

When set to “internal mode”, the Huber unit uses the same cascade PID control system,
but instead attempts to control only the temperature of the oil inside the Huber. In this
mode, the jacket temperature is able to be manually controlled. In this case, the user is
responsible for watching the temperature difference |Tp — Tm1| and keeping it below
50°C.



3.2.3 Process Flow Diagrams
Figure 3.2 displays a process flow diagram for the reactor and Huber system. Figure 3.3
displays a process flow diagram for the adjacent condenser and receiver.

The process liquid (water or methanol, depending on experiment) was charged into the
fivelitre charge vessel. Four batches of fivelitresweretransferred into the 25 litre reactor,
filling it to the recommended 20 litre capacity. The impeller was pitched-blade type with
three blades, each at a blade angle of 45° and a blade length of 72.5 mm.

Any vapour from the process side passed through areflux condenser cooled with chilled
water from the department's chilled water tank (the same supply asfor the Huber coolant).
An 80mm-diameter graphite “bursting disc” was installed in the vapour uplift stream.
Thiswould burst if the gauge pressure in the system rose above 0.4 bars. Any vapour that
escaped the top of the condenser passed through ascrubber. The scrubber had clear plastic
Raschig rings and a downflow of water.

In figure 3.3, the valve at the bottom of the receiver is open. During the distillation
experiments, the condensed liquid was collected from the receiver and into a bottle with
aweighing machine below it, from which it was pumped back into the charge hole of the
25 litre reactor, using a peristaltic pump. During boiling at a constant Huber set point
temperature, the peristaltic pump was switched off, so that the rate of collection of vapour
could be evaluated using the weighed bottle. This part of the processis described in more
detail in section 3.3.3.

3.24 Datalogging

Most data from the instrumentation were sent to LabView, which automatically recorded
the data on a Microsoft Excel spreadsheet. The parameters recorded with LabView are
tabulated in table 3.2. These were later converted to Sl units for analysis.

Additional variables were recorded manually. These were delayed by the time it took to
plug the thermocouple lead into the reader. These are tabulated in table 3.3.

The type of thermocouples used was the “type ‘K’ genera purpose probe’ (T.M.
Electronics, 2004).
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Figure 3.2 — Process flow diagram of the reactor and Huber (adapted from Fenney et

al., 2011).
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Figure 3.3 — Process flow diagram of the condenser and receiver (adapted from Fenney

Table 3.2 — Variables recorded with LabView.

Variablerecorded with LabView

Unitsrecorded

Time Minutes
Huber Set Point Temperature (Ts,;) °C
Huber Oil Temperature (Tj,,per) °C
Process Temperature (T,) °C
Jacket Inlet Temperature (T;y,1) °C
Jacket Outlet Temperature (T,,,2) °C
Condenser Inlet Temperature (T;pnq1) °C
Condenser Outlet Temperature (T;pnq2) °C

Vessel Pressure

mbar absolute

Huber Oil Flow Rate

Litres per hour

Condenser Flow Rate m? per hour
Impeller Speed rpm
Impeller Motor Temperature °C
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Table 3.3 — Variables recorded manually.

Variablerecorded manually Unitsrecorded
Ullage wall temperature (outer side) (T,,) °C
Outer Wall Temperature (outer side) (T,,) °C
Vapour Stream Temperature (T,,) °C
Mass of substance in weighed bottle kg

3.3 Experimental Investigations

3.3.1 Operation of the Equipment

The experiments were all conducted according to the University's regulations and the
regulations of the School of Chemistry. For details on these standard operating
procedures, safety precautions and risk assessment, see the Appendix, section 10.7.

Figure 3.4 displays the levels of water in the reactor when the agitator is set to “25 HZ".
The measured rotation frequency in these cases was 366 revolutions per minute, that is,
6.1 revolutions per second. When methanol was used (in the methanol batch distillation
experiment), the agitator was instead set to “18 Hz”, which is 264 revol utions per minute
(4.4 revolutions per second). Note that the Reynol ds numbers are not quoted here because

they change significantly with the viscosity and hence with the temperature of the vessel

content.

Figure 3.4 — Photographs of the vessel under agitation, with 20 litres (Ieft) and 10 litres
(right) of water inside. The vortex can be observed.

In figure 3.4, the image on the left displays the reactor filled with 20 litres of water, and
theimage on theright displaysthe reactor filled with 10 litres of water. In thelatter image,
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significant air entrainment can be observed at this agitation speed (366 rpm). At higher
temperatures, particularly in the distillation experiments, the decreased viscosity of the
water and methanol also alowed for some air entrainment when 20 litres of liquid were
in the vessel.

Figure 3.5 — Photograph of the internal content of the vessel when empty.

Figure 3.5 displays a view of the internal content of the vessel, including the
thermocouple and the impeller. The thermocouple did not act as a baffle, because alarge
vortex can be observed during operation in figure 3.4. Some fouling can aso be observed
inside the vessel. Both the thermocouple and the fouling were ignored in al models in
thisthesis.

3.3.2 Temperature Ramping Experiments
In both temperature ramping experiments, “internal mode” was used.

The first temperature ramping experiment used 20 litres of water in the 25 litre reactor,
and the agitation speed was 6.1 revol utions per second on average (366 rpm). The starting
time in the results is a a point where both the process and jacket temperatures were at
20.0°C, and then the Huber was set to a temperature to 50.0°C on “internal mode”, as a
square step. Under maximum heating rate, the oil temperature increased sharply,
providing a ramped profile. Asthis il is then pumped into the jacket, through insul ated
pipes, this deviates very little from the jacket inlet temperature. After approximately 2.5
hours, when the process temperature had almost become constant, a set point of 20.0°C
was re-entered into the Huber, again a square step in which the oil cooled approximating
aramp (although the gradient of this ramp decreases with time until it overshoots the set
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point). The contents were alowed to cool for approximately another 2 hours — until the
allowed time was over. The results are displayed in figure 3.6. Here, T, isthe set point,
Thuper 1S the Huber internal temperature, T, is the process temperature, Ty, is the jacket

inlet temperature and T,,,, is the jacket outlet temperature.

Temperature profiles - Experimental results
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Figure 3.6 — Experimental results of the first temperature ramping experiment.

The second temperature ramping experiment also used 20 litres of water and an average
agitation speed of 6.1 revolutions per second (366 rpm). The temperature control, again
on “internal mode”, was set at the ambient temperature of 17.5°C and then the set point
wasincreased by 0.5°C every 30 seconds until thefina set point of 32.5°C. Thisrelatively
low temperature was chosen to attempt to all ow the process temperature to become almost
constant. After approximately 3 hours, the allowed time was nearly over so the set point
was reduced by 0.5°C every 30 seconds until it reached 17.5°C. After about 15 minutes,
the controller was turned off and the monitoring software was deactivated shortly after.

Theresults are displayed in figure 3.7.

In both the square step (figure 3.6) and programmed ramp (figure 3.7) profiles, the set
points were overshot slightly before being corrected by the control system. Thisis dueto

the nature of the PID controller.

During the ramping, at the start of each experiment, the gradient of the process

temperature only increases slowly, partly due to thermal inertia of the vessel and partly
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due to the fact that a temperature ramp is a gradual increase in driving force for heating

and cooling.
2 Temperature profiles - Experimental results
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Figure 3.7 — Experimental results of the second temperature ramping experiment.

The process temperature tails off towards a value that does not quite reach the jacket
temperature primarily because increased evaporation in the process sideistaking heat off,
providing a minimum temperature gradient across the internal walls which would persist
even after an infinite amount of time. This is proportional to a function of the process
temperature, and thus can be observed more readily in the first ramping experiment
(where the Huber internal set point was 50°C and the process temperature tailed off at
47.5°C) compared to the second ramping experiment (where the Huber internal set point
was 32°C and the process temperature tailed off at 31.7°C).

3.3.3 Batch Digtillation Experiments

The distillation experiments used 20 litres of substance in the process side. The water
distillation experiment distillation experiments had additional thermocouples (figure 3.8)
compared to the ramping experiments — one taped to the outer glass surface, to measure
the outer glass temperature, one taped to the top of the reactor, measuring the ullage outer
temperature, and one inserted into the vapour stream to measure the vapour temperature
before entering the condenser.
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The collecting tank for the condensate had its valve opened during the times when the
process was boiling, and the distillate was collected in a weighed bottle. A Watson
Marlow 323E/D peristaltic pump was used to pump the distillate back into the reactor
through a Marprene tube with 0.6 mm diameter. The pump was set to the maximum speed
of 400 rpm.

After a set point had been entered, and once the desired jacket temperature had also been
reached, the pump was switched off and the amount of distillate collected every two
minutes over a ten minute period was recorded with the weighed bottle. The average of
these amounts was taken as the rate of condensation of the distillate in the condenser.
Separately, readings of condenser inlet and outlet temperature from the condenser were
obtained. However, the variations over time in the condenser inlet temperature (coming
from the chilled water tank) were about three times higher than the temperature difference
between condenser inlet and outlet temperatures, so calculations of heat transfer using
these was much more unreliable. A more detailed description of thisisin section 3.3.4.

Oncethedistillate had been put back into the reactor, the jacket temperature wasincreased
to the next step and the distillate was collected again. After the highest jacket temperature
step, the jacket temperature was set to process mode and cooled down to 25°C before
being turned off.

Figure 3.8 — Additional thermocouple positions for the 25 litre vessel during distillation
experiments.

Thewater distillation experiment used an agitation speed set to “ 25 Hz”, and the measured
impeller rotational speed was 6.1 revolutions per second (366 rpm). The methanol
distillation experiment used an agitation speed set to “18 Hz”, and the measured impeller
rotational speed was 4.4 revolutions per second (264 rpm).
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Figure 3.8 displays additional thermocouples used to attempt to retrieve extra data from
the ullage and outer walls respectively.

For these experiments, the set points of interest were for when the contents are boiling.
The water distillation experiment used set points for the Huber internal temperature as
130°C, 135°C, 140°C, 145°C and 150°C. The methanol distillation experiment used set
points for the Huber internal temperature of 80°C, 85°C, 90°C, 95°C and 100°C. In all
cases, the jacket inlet temperature was dlightly lower than than the Huber internal set
temperature due to heat loss in the insulated pipes. This difference did not exceed 0.5°C.
For example, at the highest set point of 140°C, with the strongest driving force for heat
loss in the pipes, the jacket inlet temperature was 139.5°C. In any simulations,
nevertheless, the measured value of jacket inlet temperature was used, rather than the
Huber set point.

Temperature profiles for the water distillation experiment
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Figure 3.9 — Experimenta results for the water distillation experiment. See
nomenclature or description in text for the meaning of the symbols.

During heating and cooling, in the water distillation experiment, the system was set to
“process mode”. During boiling, the system was set to “internal mode” to control the
jacket inlet temperature to desired set points. In the methanol distillation experiment,

“internal mode” was used throughout the whole experiment.
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Figures 3.9 and 3.10 display data plots from the thermocouples attached to the various
points inside and outside of the 25 litre reactor during the water distillation experiment
(figure 3.9) and the methanol distillation experiment (figure 3.10). Here, T,, is the
temperature of the thermocouple taped on the outer vertical side of the vessel (figure 3.8,
right image), T,,, isthetemperature of the thermocoupl e taped on the outside of the ullage
region (figure 3.8, left image), and T, isthe temperature of the vapour stream going to the

condenser and collection vessal.

It would be expected that the temperatures of the vapour stream T,, and the ullage region
T,., would remain at approximately the same value throughout all the boiling stages
despite the increases in jacket temperature, as these are based on the saturation
temperature of the process, but the outer wall temperature would increase with each stage
asthisis based on the jacket fluid temperature. This trend can be seen in figures 3.9 and
3.10, athough there are notable deviations as discussed below.

Temperature profiles for the methanol distillation experiment
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Figure 3.10 — Experimental results for the methanol distillation experiment. See
nomenclature or description in text for the meaning of the symbols.
Firstly, the outer ullage temperature Tyo appears to decrease during the water boiling
stages. Measurement was unreliable as the thermocouple was crudely taped onto the
surface, and some variations of up to £5°C were observed for this measurement. Plus the
highest temperature boiling stage has dightly higher measured temperatures. The
methanol boiling data give only a slow increase in outer ullage temperature and then a
transient increase during the highest temperature setting. There could be several factors
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a play here such as ambient temperature variations, and the fact that more vapour is
driven off at the higher jacket temperature settings. In the water distillation case, the
decrease could be caused by an increased amount of vapour on the internal walls of the
ullage region evaporating, combined with the high latent heat of evaporation, thus

resulting in an apparent decrease in outer ullage temperature on higher settings.

Secondly, the temperature of the vapour stream Ty in the methanol boiling casetransiently
increases during all the different boiling stages. Methanol is more volatile than water and
has a lower heat capacity, so the vapour stream in the methanol distillation experiment
turned out to be between 10°C and 20°C cooler than the boiling point of 64.7°C, whereas
in the water case it was only 2°C cooler than the boiling point of 100°C and remained

constant.

In figure 3.9, the Huber internal and jacket inlet and outlet temperatures briefly decreased
below 0°C, even reaching -10°C, during the cooling cycle. This is because the system
was in “process mode” during this time, providing the maximum cooling allowed (that
is, a temperature difference of 50°C between process and Huber internal temperature).
Deposited water (ice) could be seen on the outer surface of the Huber and the vessel
during this time, although none was in the process side (and by the time the DW-Therm
temperature had again risen above 0°C, the process temperature was still measured as at
least 35°C and under an agitation rate of 366 revolutions per minute, so ice would have

been unlikely to form in the process side).

3.3.4 ProcessHeat Rates

The amount of heat transferred to the process during boiling (in the distillation
experiments) is the amount of heat to generate the vapour. Some of the vapour will be
condensed in the ullage region and pipes before it reaches the condenser and a small
amount will continue past the condenser (to the scrubbing system). The majority of the
vapour is assumed to be condensed by the condenser and collected in the weighed bottle
at the samerate asit is generated.

In the ramping experiments and during heating and cooling, the amount of heat is mostly
sensible heat, but some heat loss due to evaporation will also occur. In any case, the

condenser inlet and outlet temperatures were measured to see if they could be used.

The condenser consists of a glass shell with a glass coiled tube inside. The condensate
condenses on the shell side of the condenser. In the tube side is chilled water, with 1%

glycol. Note that at the lowest jacket temperatures (below 0°C), there was no danger of
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freezing in the condenser, since the water vapour stream temperature had only dropped
to 35°C before the experiment had ended).

The controller for the chilled water temperature only responds when the temperature
deviates about 1.5°C away from its set point of 10°C, resulting in strong variations. The
ambient temperature heats the chilled water tank to approximately 11.5°C and the
controller coolsit to 8.5°C then heatsit to 10°C, then the processis repeated. Thisresults
in a saw-tooth-like profile. However, the difference in temperature across the condenser
itself, from inlet to outlet, only goes up to about 0.5°C. Hence, the controller periodically
forces the condenser inlet temperature below the outlet temperature, resulting in large

variations in the apparent heat of the condenser (as displayed in figure 3.11).

Condenser heat rate vs. time (temperature ramping experiment 1)
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Figure 3.11 — Temperature ramping experiment 1 condenser heat rate based on the
mass flow rate and heat capacity of the chilled water and the temperature difference
between the inlet and outlet of the tube side of the condenser.

Figure 3.11 displays widely scattered points, but a heating curve can be seen where most
of the points cluster. After amost 10 000 seconds, the first temperature ramping
experiment switched from heating to cooling. This produces agap in the curve where the
clustered points lie. However, the condenser heat rate appears to stay high (and evenrise
slightly) during the cooling cycle, rather than returning to the original starting point. There
are severa factors that could cause this. Firstly, upon cooling, less vapour is produced

and the vapour at a higher temperature condenses. Although it is only a small amount of
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vapour (because it was not boiling; only heating to 50°C and cooling back to 22.5°C),
this would still have produced a contraction, since every 1500 unit volumes of water
vapour condense to a single unit volume of liquid water. Hence, the outside air would
flow back into the system and the temperature in the condenser would not be influenced
by the reactor. Secondly, the end of the experiment was later in the day, when the ambient
temperaturewould haverisen. Overall, the heat rateinto the chilled water in the condenser
tube side does not decrease during the process cooling cycle, and remains at around 600
W.

34  ErrorsConsidered
The type ‘K’ general probe thermocouples were specified to have a calibration error of
+1.5°C and ameasurement error of +0.25°C (T.M. Electronics, 2004).

Measurement of Tamp Was not recorded consistently. However, athermocouple placed on
the floor near the reactor read atemperature of 19.4°C during the experiment and this has
been used in the diabatic simulations. The variation of Tamp from thisvalue was not likely
to have exceeded £2°C, which is a maximum error in temperature difference of £2.3%

between Tamy and T for the chosen boiling experiments.

The thermocouples taped onto the outside of the vessel and jacket (for measuring the
outer jacket wall and outer ullage wall temperatures), as well as the thermocouple used
for measuring the vapour stream temperature, were calibrated manually by the author and
the assistants (N. Fitch and S. Shaw) according to the appropriate calibration procedure.
This involved setting the 0°C point in a beaker of water filled with melting ice and the
100°C point in a beaker of boiling water.

As previously mentioned, because two thermocouples were crudely taped onto the
surface, some variations of up to £5°C were observed for these temperature readings (at
the outer jacket wall and outer ullage wall). These temperatures were not used in the

anaysis.

The other thermocouples, for measuring the jacket inlet and outlet temperatures, the
process temperature and the condenser inlet and outlet temperatures, had been calibrated
by the School of Chemistry personnel.
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Errorsin the evaluation of condenser heat rate were introduced based on the fact that the
condenser temperature was changing according to the chilled water cycle. This has
already been described in the last part of section 3.3.4.

The measurement of the mass rate of the DW-Therm in the jacket varied by +0.026 and
kept relatively constant at about 0.269 kg s?; a variation of +9.5%. The instantaneous
measured mass flow was used in analysis and simulations, generating some variability in

the evaluation of heat ratesin the jacket.

3.5 Summary of the Experimental Work

Experimental work has been conducted for the 25 litre vessel involving heating, boiling
and cooling of methanol and water. The experimental equipment used and the operating
procedures have been described. Data on the temperature profiles and operating
conditions in the reactor, condenser and jacket, have been obtained and presented.

These data are very useful for analysis and comparison with models of heat transfer,
which is conducted in subsequent chapters. However, they do not describe the details of
the flow or the distribution of temperature or pressure. Additional data from external
thermocoupl es taped onto the reactor were obtained, but may not be reliable due to the
effect of heat loss to the surrounding resulting in underestimation of the true surface

temperatures.
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4 THEORY AND ANALYSIS

4.1  Chapter Description

This chapter describes the initial analysis of the experimenta results. The lumped
parameter heat transfer model of the response to heating and cooling is described. Thisis
developed for conditions when either a constant, linear or polynomial profileis used for

the jacket inlet temperature, providing basic assumptions are involved.

The distributed parameter model is also described. This relaxes the assumptions of no

thermal response through the wall, providing aresult closer to a conjugate simulation.

4.2  Lumped Parameter Heat Transfer Model

4.2.1 Setup and Assumptions

D

Figure 4.1 — Heat transfer in an agitated vessel.

The schematic in figure 4.1 illustrates the genera heat transfer to or from an STR. The
process content has an initial temperature of T,,; and atransient temperature of T,. It has
a heat capacity denoted by (Mcp),,. The overall conservation formulato be applied is
displayed in equation (4.1).

input — output + generation — dissipation = accumulation 4.0

The rate of heat transfer to the process at any point in time, Q, is the ratio of the
infinitessimals dQ /dt. This is also the rate of accumulation. Thus, for an arbitrary time

interval At, the accumulation term in equation (4.1) is equal to AQ.
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In this lumped parameter model, the following assumptions have been made about the
reactor (Heggs and Hills, 1994):-

e The fluid is perfectly mixed, that is, the temperature of the content of the vessel is
uniform throughout at any instant.

e The concept of an “overall heat transfer coefficient” (OHTC) applies.

e The OHTC is constant.

e Themassrate of the jacket medium does not change throughout the operation.

¢ All heat capacities remain constant throughout the operation.

e Heat losses or gains caused by anything other than the jacket cooling system are
negligible.

e The heat capacity of the vessal content is much larger than that of the vessel wall,
base, jacket and agitator.

e Thethermal response of the jacket isinstantaneous.

In al simulations, the values of the jacket medium inlet temperature (T,,;) were input

from the experimental data.

Under these assumptions, for a constant process heat capacity (M¢ép),, the change in
process temperature (T,,) with time (t) is proportional to the difference between the
temperatures T,,,; and T,,. The proportionality constant in this case is denoted by y, asin

Heggs and Hills (1994).

4.2.2 With NoHeat Lossto the Surroundings
When no reactions are occurring, the generation and dissipation terms in equation

(4.1) are both equal to zero.

For the time interval At, a change in process temperature, AT, is observed. This is

directly related to AQ, as seen in equation (4.2).
accumulation = AQ = (Mcp),AT, (4.2

Under the assumption that al heat losses or gains not caused by jacket-to-process heat
transfer are negligible, the output term is zero, and the input term becomes the

following:-

input = X(Tm1 — Tp)At 4.3
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where y isthe proportionality constant. Equation (4.1) then becomes equation (4.4).

X(Tma — Tp)At = (Mcp),AT, (4.4)

Rearranging the terms, the overall equation is:-

(Mép), % = X(Tm1 — Tp) (4.5)
where:-
X = ECpin = E(M&p) (4.6)
and:-
(U4); Q T~ Tma

E=1—-exp (4.7)

Qmax Tm1 — Tp

(M&p),,

where U isthe overal heat transfer coefficient and A isthe areafor heat transfer. Putting
eguations (4.6) and (4.7) into the overall equation gives:-

ar, . .
Mep),—L = (M&),, {1- exp|-(a);/(Mep) |} (s - T3) (4.8)

For the boundary conditions, the profile of T,,, (t) isused, aswell asthe starting process

temperature:-

Whent <0, T, = Ty, (4.9)

The jacket outlet temperature in this model is based only on how much heat was
transferred to the process, represented by equation (4.10). The jacket outlet temperature
can be calculated in this way because the effectiveness is also the ratio of temperature

differences asin equation (4.7).

Thisissolved numerically using a predictor-corrector method, the 2%-order Runge-K utta.
This involves first predicting with the forward difference and then correcting using the
modified central difference. Microsoft Excel was used to perform these calculations. As
such, 4™ order was not used because it would be more difficult to implement on Microsoft
Excel.
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Alternatively an analytical solution can be found when the jacket inlet temperature varies
with time, by solving equation (4.8). If T,,,; isapolynomial function of time, then, using
the definitions in equations (4.6) and (4.7), the equation to solve is:-

dT, X
Moo X _p
ac = Gicy, Fm =) (4.12)

For avariable inlet temperature to the jacket, the solution for the following conditionsis

required:-
whent < 0, Tp =Ty (4.12)
When t 2 O, Tml = KO + Klt + Kztz + oo + Kntn (413)

where K, K3, ..., K, are constants. Theoretically any number of terms can be used, but as
Tq iSsetin alinear manner in the experiments, only K, + K, t isessential. Higher order

terms are included herein case more complex profiles of T,,;(t) are used in future work.

X
Let ~ =K 4.14
M), (414)
Let Ky + Kit + Kyt? + -+ + K,t™ = P,(t) = B, (4.15)
This can be differentiated n times, until it becomes a constant:-
dby 2 n-1 4.16
o7 = Kt Kot + Kt? + 4 Kt (4.16)
d" 2P,
F—Zﬂ =K, ,+ K, 1t+ Kntz (4.17)
d"P,
o = Kn (4.18)
Using equations (4.13), (4.14) and (4.15), equation (4.11) becomes:-
Ldh_p 1 4.19
The polynomial term is substituted and differentiated n times:-
dy, dp, dT, dT, dp, dy;
—T. = = — = — 4.20
Leth =Ty =n dt ~— dt dt dt ~ dt dt (4-20)
1 dP 1d 1d 1 dP,
sl 2, 2D ST (4.21)

L - =
K, dt K, dt K, dt K, dt
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Let 1 dp, 3 ~dy, 1d?P, dy; dy,
CKede T2 Tar Tk, de T dr Cde
2 (4.22)
_1dn by,
K, dt?2  dt
1 d?p, 1 dy, 1dy, 1 d?p,
Pl e £ a2 __ " °n_ 4.23
K2 dt2 K, dt °2 K, dt KZdez 77 (4.23)
until:-
1 d*tp, dy,_1 1 d"P, dy,
Let ——— — = = — .
¢ K-t dent Yn-1=In dt Kp-tdem dt (4.24)
1 d"P, 1d 1d 1 d"P,
R . d s NS (4.25)
KZ dt® K, dt K, dt K2 dt"

Combining with equation (4.18), equation (4.25) can then be solved using the initia

condition from equation (4.12):-

= exp(—th)

(- &)
K 17O R K (4.26)
K, dt " K7 K, dt K}
K
f K = —qudt (4.27)
Yn(t=0) <yn - K_Zl) 0
Yo = 23
n T gn
. In "K = —K,t (4.28)
Yn(t=0) — _n
n(t=0) K(?
K
Yn =
a _
= exp(—th) (4.29)
Vn(t=0) — _n
n(t=0) K(?
1 d*tp, 1 d*?p, 1 d?P, - 1 dP, — K,
K(;l_l dtn—l - Kg[’l—z dtn—Z h i K_t% dtZ + K_q_t i Pn + Tp - K_gl'l
h Kn—l Kn—z K —Kl T Kn
—Lfn=2 4 422721 —_In (4.30)



1 d*'p, 1 d?P, _ 1 dP, K,
“Ty=1% — — et — +——1P -
Kj~ dent Kz dt* K, dt ¢
< (Kn-1 _ Kn-: K, - K -
b+ S F—+K,F Ty, (4.31)
(K; KT KK, P

In equations (4.30) and (4.31), the sign + denotes aplusif nisodd, and aminusif nis
even. Also in equations (4.30) and (4.31), the sign + denotes denotesaminusif n isodd,

and aplusif n is even. For the example of alinear profile of T,,; with time:-

1 dp, K,
n=1:T,= ararn +P | — (Ko —Tp1 — X, exp(—K,t) (4.32)
and:-
PTl = Tml = KO + Klt (433)
K, K,
2Ty =Ko+ Kyt ———| Ko — Tpy —— | exp(—Kyt) (4.34)
KCI KCI

Alternatively, equations (4.11), (4.12) and (4.13) can be solved using a complementary
function and particular integral. The solution must be in the following form:-

Tp = TCF + TPI (435)

First, the constant term in equation (4.11) is shortened using equation (4.14), so that
equation (4.11) becomes the following:-

dr,
d—;’ = Ky(Tr1 — T}) (4.36)

The complementary function is obtained from the homogeneous part of equation (4.36),

whichis:-
dT,
d_tp = —K,T, (4.37)

The complementary functionis:-

TCF = Clexp(—th) (438)
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where C; is an integration constant. Let us assume that the particular integral has the

following form:-
Tp[ = Cz + Cgt + C4_t2 + -+ Cn+2tn
Differentiation of equation (4.39) gives:-

_— = C3 + C4_t + -4 Cn_l_ztn_l
dt
Substitution of equations (4.13), (4.39), and (4.40) into equation (4.36) gives:-

Cg + C4_t + e + Cn_l_ztn_l
= Ky[Ko — C + (K — C3)t + -+ + (K — Cpy)t"]

Collecting terms for values of t:-

t% terms: C3 = Ky (Ko — C3)
t' terms: C, = K;(Ky — C3)
t""!terms: Cpyz = Kg(Knoq — Cni1)

t" terms: 0= K,;(K, — Cpy2)

From equations (4.42) to (4.45):-

Cni+z = Kn
Cn+1=Kn_1—§_Z

C3_K1—,I§—2+ ilf;j;éi ’:
C, = K, %Jr..i%:llig_}

From equations (4.35), (4.38), (4.39), the general solutionis:-

T, = Crexp(—Kyt) + Cy + Cat + -+ + Cpypt™

(4.39)

(4.40)

(4.41)

(4.42)
(4.43)
(4.44)
(4.45)

(4.46)

(4.47)

(4.48)

(4.49)

(4.50)

The integration constant C, is now obtained from the initial condition in equation (4.12),

by substitution of the constants from equations (4.46) to (4.49) into equation (4.50):-

Kl —Kn—l Kn
C1=T1_K0+__"'+ — i_
A A

(4.51)
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Hence the solution is as follows:-

K; —Knq | Ky
T,=|Ty —Ky+——F +— —K,t
p ( p1l 0 Kq K‘;l—l _Kc? exp( q )
Kl Kn—l - Kn
+(Ko——+ % = 4,52
( kTR (2
K, —Kn1 | Ky
+K ——=—=+F + t+ -+ Kyth
(- KK g

In equation (4.52), asin equation (4.31), thesign + denotesaplusif n isodd, and aminus
if n iseven, and the sign + denotesaminus if n isodd, and aplusif n iseven. Equation
(4.52) agrees with equation (4.31), which can be found by first rearranging the plus and

minus terms:-
(= _K Kno1 Ky
T, =% (+Tpl + K, F K, o+ KT KD exp(—K,t)
+ [+ <K S ") (4.53)
T 0o 7, — > .
q K™t Kg

Collecting al the individual terms, and considering equation (4.15), equation (4.53) can
be rearranged into equation (4.31):-

( 1 dvip, 1 d?p,
p —_—

Kg~t dent T KZ dt? K, dt Kj

ot 2T 14Ky F Ty (4.31)

F <Kn—1 Kn—z . KZ — Kl
K¥ ' Kj* ' T KZ K,

K
— K_21> exp(—Kq t)

For the example of alinear profile of T,,; with time, equation (4.52) becomes:.-

Ky Ky
n=1:T,=(Tp — Ko+~ exp(—K,t) + ( Ko — =t (Kt (4.54)
q q

which agrees with equation (4.34):-

Ky Ky
2Ty =Ko+ Kyt ———| Ko — Tpy —— | exp(—K,t) (4.34)
KCI KCI
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To illustrate that equation (4.52) and (4.31) are equivaent; consider an example of a

quartic profile of T,,; with time. Equation (4.52)'s solution is:-

Ki K, K3 K,

n=4. Tp=<Tp1—KO+K——K—‘%+K—q3 K4>exp( K,t)

q

K K K K
K, — —
( " Tk, Kz K2 W

(4.55)
Ky K3 Ky K; Ky
K — - — K. t?
(1 K+K2 K3> <2 K+K2
K,
+ <K3 - K_q> t3 + K4t4
Equation (4.31)'s solution is:-
1 d3P 1 d?P. 1 dP. K
n=4:T,=—|+3 34__2 24+__4_ 4__1
K2 dt3 K2 de? K, dt K¢
(4.32)
K3 K Ky Ky
K 1 d3P 1 d?P 1 dP.
=g CACERLLL )
K¢ K; dt KZ dt K de
(4.56)
K, Ky K3 K,
+<T — Ko + X, K2+K—g K2 exp(—Kqt)
P4_ = Tml = KO + Klt + Kztz + K3t3 + K4t4 (4.57)
T K, K;+K,t N K, + K5t + K,t? Ky + Kot + K5t?+K,t3
POk} KS K2 K,
+ Ky + Kit + Kpt? + K3t3 + K, t* (4.58)

K1 K, K; K,
+<T - Ky + K K2+K_g K4>exp( Kt)

which agrees with equation (4.55).

In most cases, the Runge-Kutta (lumped parameter) model is more recommended than
this analytical model because of the sensitivity of the coefficients in the polynomial. An
attempt at the analytical model in Microsoft Excel, for example, was not accurate because
of the high precision required. However, the analytical model could be easier for use in
programming a controller if the coefficients are stored with sufficient precision.
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4.2.3 With Heat Lossto the Surroundings
If heat loss to the surroundings is significant, the assumption that it is negligible must be
relaxed. In this case the input term is based on the jacket temperature change and the

output term is the heat loss to the surroundings, as seen in equations (4.56) and (4.57).

input = (M&P)m(Tml — T,y )AL (4.56)
output = Qp5s = (UA)loss(Tamb - Tm)At (4-57)

Asthe values of T, in equation (4.56 and (4.57) are required along the jacket height Az,
the input and output terms must be based on the rates of transfer. These are represented
in equations (4.58) and (4.59).

input rate = (M 6p)m(Tm1 —Tp2) (4.58)
output rate = (UA)loss(Tamb - Tm) = (UA’)loss(Tamb - Tm)dZ (4-59)

where A’ is the area per unit height along the jacket. The accumulation rate can also be

described by the following:-
accumulation rate = (UA)j(Tp — Tm) = (UA’)j(Tp — Tm)dz (4.60)
Rearranging the rate terms above based on equation (4.1) gives the following equation:-

.. dT,
(MEP)mE = (UA’)j(Tp - Tm) + (UA) 10ss(Tamp — Trn) (4.61)

Further rearrangement gives:-

dTm — _[(UA’)J' + (UA,)lOSS]Tm + (UA,)]'TP (UA’)lossTamb
dz (Méep) (Méep) (Mép)

(4.62)

As only T, is assumed to change with z, equation (4.62) can be put in the following

form:-

dT,,
— == 4.63
P AT, +B (4.63)
where: -

_ (UA’)j + (UA’)loss
(M&p),,

(4.64)
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_ (UA’)ij + (UA’)lossTamb

— 4.65
CON (4.65)
Equation (4.63) is rearranged and solved as follows:-
dT,, B
_m_T7r __ 4.66
Adz T A (4.66)
T B
d(fn-7) _ |
. f LA Vi f _Adz (4.67)
T [ A 0
r, B
. In B|= —Az (4.68)
Tml A
B
T — %
B = exp(—Az) (4.69)
Tml A
B B
Thetotal heat transferred from the jacket is:-
Qr = (M&p) (Tin1 — Tin2) (4.71)

The jacket outlet temperature T,,,, is equal to T, at the maximum height Z, which is
defined using equation (4.70), therefore:-

Tz = E — (% — ml) exp(—AZ) (4.72)
# 0r = (0160), (Tos — 3+ (3~ T ) exp(~2)) (473)
#Qr = (Mép) (Tm1 — g) [1— exp(—AZ)] (4.74)

The total heat transfer comprises the heat transferred to the process (Qp) and the heat lost

to the surroundings (Q;oss):-
QT = Qp + Qloss (4-75)

where:-
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Z
Qy = f WA (T — Tp)dz (4.76)

Z
Qloss = j(UA,)loss(Tm - Tamb)dz (4-77)
0

Equation (4.76) is combined with equation (4.70) and solved:-

0, = f A, ; -, - (; = T ) exp(~A2) | dz (4.78)
0, = (UA), (g - Tp) 2+ % (g - Tm) exp(—Az)]j (4.79)
= Qp = (UAY; :(g — Tp) 7+ % (g — Tml) exp(—AZ) — % (g — Tml)] (4.80)

Re-arrangement gives.-

0= () 2 - 2 B - it - expl-a2) (@81

Combining equation (4.81) with the definitions of the constants from equations (4.64)
and (4.65):-

y (UA,)j(UA’)loss(Tamb - Tp)Z
P (UA’)j + (UA’)loss

_ (UA’)]'(MEP),Zn ((UA’)j(Tp - Tml) + (UA’)loss(Tamb - Tml)
[(UA’)j + (UA’)loss]z (pr)m
(UA,)j + (UA’)loss
X [1 — exp (— (pr)m Z)]
. (Tomp —Tp)Z
S W T
(UA’)j (UA’)loss
(MEP)m (UA’)loss

(UA");
(UA,)j + (UA’)loss
X [1 — exp (— (pr)m Z)]

) (4.82)




70

Now, based on equation (4.5), the process temperature equation can be written as:-

T, .
(Mép), d—: = Q,(T,) (4.84)
« (Mé&p),dT, = Q,(T,)dt (4.85)

The experimental values of T,,,, can be used to find avaue of (UA");,ss Which can then
be used in the overall model in equation (4.83). Based on equations (4.75) and (4.84):-

: ar, .
Qr(t) = (MEp)y—= + Quoss(t) (4.86)
Combining the termsin equation (4.86) with those in equations (4.71) and (4.77) gives:-

V4
. dT, -
(MéP)m[Tml (t) - TmZ (t)] = (MEP)p d_: + f(UA’)loss(Tm - Tamb)dz (487)

where, using the mean of the jacket inlet and outlet temperatures:-

Tm = [Ty (£) + T2 ()1/2 (4.88)
(pr)m[Tml () = T2 (1]

[T, (6) + Top (6] (4.89)
2 - amb} Z

.. dT, ,
= (MCP)p E + (UA )loss
The time derivative of T,, can be inferred from an analytical solution designed to fit the

curve (asin equation (4.31) or (4.52)) or from the experimental T,, values and previously

guessed (UA); values (from equation (4.11)).
. . dT, s
Qp = (MCP)pE = (UA) (T —Tp) (4.90)

Equation (4.90) is used to find Qp directly from the experimental datain order to find an

approximate value for Qs using equation (4.86), and therefore (UA');pss USING
equation (4.89). This is then used in equation (4.83) for the analytical model. A more
accurate approach is to use the log mean temperature difference instead of the average
temperature difference, so, in equation (4.87), equation (4.91) would be used instead of
eguation (4.88).
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[Tml (t) - Tamb] - [Tmz (t) - Tamb]
[Tm (t) — Tam ] (491)
{7

T — Tymp = LMTD, =

Theanalytical solution of equation (4.83) can be found by combining with equation (4.84)
and re-arranging:-

W _at ByTyny — D, T,
E_ 2lamp + Balimg — 24p (4'92)
where:-
A;
Z/(MfP)p
1 n 1
(UA,)]' (UA’)loss (4.93
(Mep)m (UA)10ss _ _ (UA,)]' + (UA ) 1055 )
[1 + _(U‘Z’)IO_SS]Z wa); ] [1 Xp( (MCp)m Z)]
),

(MEP)p

[1 ;&]z [1 — exp (_ (UA’)grij&g: e Z)] [1 * %?'l)ojs] (4.94

" Ua); )
’ (Mcp),
D,
VA (‘I’flCN )m . _ (UA,)j + (UA’)loss )
L + 1 ’ (U‘:’)loss g [1 eXp( (mEP)m Z) (495
WAY); " WA 105 [ +(UT’)]-] )
- (M&p),

For a ramped jacket temperature profile and constant ambient temperature, the same
initial conditions as equations (4.12) and (4.13) can be used, in linear form:-

whent <0, Tp =Ty (4.12)
When t 2 O, Tml - KO + Klt (4.13)
dTp1
= 4,96
il (4.96)

Let y = AzTamb + Bszl - Dsz S AzTamb + BZKO + BZKlt - Dsz (497)
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dy dT, dT, B, 1 dy
. = -p, -2 . P2__<g 2 4.98
ar ~ B~ Doy dt ~ D, ' D,dt (4.98)
From theinitial conditions:-
Yo = ATamp + B2Ko — DTy (4.99)

Combining equations (4.92), (4.97) and (4.98), and considering the constant terms:-

B,
B, 1 dy —1d(Y‘D_K1) B
Bap, -1 _, .-._—Zz(y_—x) (4.100)
D, ' D,dt D, dt D, ! '
B
i)
f - Da j D, dt (4.101)
2
Yo (y N D_ZKl) 0
B
B, y y = D_zKl
[ln <y - —Kl>] | —2— | = —p,t (4.102)
D, Yo y —ﬁK
0 DZ 1
B,
y— D_2K1
B, exp(—D,t) (4.103)
Yo D_ZKl
. B2
.o AzTamb + BZKO + BzKlt - Dsz - D_Kl
2
(4.104)
B,
= (AZTamb + ByKog — DpTp1 — D_2K1> exp(—Dyt)
A, B, B, B,
~ Ty = D_Tamb +D—K0 +D—K1t -=K
2 N 2 2 bz 5 (4.105)
~ 5z (AaTams + Boko = DaTys = 52K exp(—Dzt)

For aconstant T,,;, K; is set to zero.

4.3 Boiling Heat Transfer

Although the analytical model generally uses U for the overall heat transfer coefficient,
the individual resistances between the jacket and the vessel can be separated. Presuming
thereis no fouling on either surface:-
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d

1 ~0
1 __1 +n(di)+ 1 (4.106)
UA (ad), 2mA,L (ad);

Thewall resistance equation isthe middle term on the right hand side of equation (4.106).
This wall resistance and the heat capacity rate of the jacket (1ép),, are assumed to

remain constant during boiling.

4.3.1 Adiabatic Operation
If there is no heat loss to the surroundings, the heat transferred by the jacket is put into
the process and the following equations apply:-

Q = (MfP)m(Tml — Tmz) = (UA) pou LMTD; (4.107)
where:-
LMTD; = [(Ts = Tp) = (Tmz = Tp)]/In (—j”)
fmz =1 (4.108)

Tml - Tp
= (Typ1 — Tin2)/ In (m)

To find the inside coefficient ;;, a correlation is needed for pool boiling combined with

aconstant stirring rate. This method is described in the literature review, section 2.3.5.

4.3.2 Diabatic Operation
Vapour to

C D CGﬂdEﬂSEI’
Qu o 7] ~¢amf

T.F" 5 Tbm?

ey | laeg

Figure 4.2 — Paths of heat in the reactor during boiling.

Thetotal heat transferred by the jacket has three main pathways, illustrated in figure 4.2.
Firstly, heat loss from the jacket (Q,,ss), Which has been covered in section 4.2.3.
Secondly, heat loss from the ullage region (Q,,). This is assumed to be constant during

boiling even at different values of T,,;, because it is assumed that the temperature on the
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inside surface of the ullage region is the same as the boiling point of the vessel contents.

Thirdly, heat carried by the vapour to the condenser.

The vapour taken to the condenser is condensed and cools down as it is collected. The
main path of the heat in this process is the condensation itself, which is represented in
equation (4.109).

Qcond = Mevap hfg (4.109)

A correlation for a film heat transfer coefficient can be found for the outer wall. Thisis a
combination of convection and radiation coefficients. The convection coefficient for the

outer surface of the outer wall is:-

Aeony = Nuair/lair/zj (4110)
where:-

Nug; = 0-59(GrairPrair)0'25 (4.111)

Gror = L3p¢21irg'8airAT/'uair (4112)

Prair =Cp .uair/lair (4113)

and the radiation coefficient (where the temperaturesin the radiation equation arein Kelvins

and ¢ isthe Stefan-Boltzmann congtant) is:-

e,0(Ts — Tomp)

= 4.114

Arad Tg — Tamb ( )
The combined coefficient for the outer wall is:-

Qoo = Acony T Arad (4115)

44  Analysisof the Experiments
The analysis of the results used the experimental profile of the jacket inlet temperature

Tn1 astheinput. Detail about the experimental data has been covered in chapter 3.

4.4.1 Temperature Ramping Experiments (Internal Mode)
Thelumped parameter model simulation of thefirst temperature ramping experiment was
run in Microsoft Excel. A value of UA was searched for, using the maximum process

temperature. This was atemperature of 47.4°C at 9540 seconds, which was also the first
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measured value after the set point of the Huber temperature was changed from 50°C to
20°C. The UA value wasiinitially guessed to be 29.0 W K. “Goal seek” was used on the
datato adjust the UA value so that the same peak temperature occurred at the same time.
The UA value here was 23.1 W K (U = 50.7 W m? KY). The solution is displayed in
figure 4.3. The disagreement with experimental valuesislikely because external heat loss
Is not accounted for. Thisis particularly visible as the experimental results have alower

peak temperature and lower temperatures during cooling.

Temperature profiles - 2nd Order Runge-Kutta, UA = 23.1 W K!

55

......... Exp
e esees| S prerreres Tmil
45 skl "“4.4 ........ n%

I~ A Num.
40 / Tm2

.7/ x ....... Exp
35 ./ '.\ Tm2
30 ﬁ N

T/°C

/ \ Num
25 . Tp
20 E"“‘*—-—=¥ u ne— S A Exp.
Tp
15
0 2500 5000  7500t/s10000 12500 15000 17500

Figure 4.3 — Lumped parameter simulation of the first temperature ramping experiment
for the 25 litre vessal. Using UA = 23.1 W K1,

An overshoot occurs in the experimental data, once heating and cooling are compl eted,

which isreflected in the Runge-Kuttasimulations of T,,,, but not in the experimental data.

Thisis because the response of T,,,, isassumed to be instant in the numerical solution but

inreality the DW-Therm takes sometimeto go round the jacket and the outlet temperature

is not instantly responsive to sudden changesin T, ;.

In the second temperature ramping experiment, the values of Ty, Ty, and T, were

approximated using the following conditions (temperatures in these equations are
represented in Kelvins and without displayed units, for mathematical purposes):-

when0 <t <870.18, K, =290.5 K, =0.016815, (4.116)
and T, = Ky + Kyt — = (K, =7y — K1) exp (= 94, (4.118)
p = Ro 1 K, 0 pl K, p (pr)p .

when0 <t <900.18, Ty, = 289.6 + 0.015844 X ¢ (4.119)
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when 900.18 <t < 10501.26, T = 305.4 (4.120)
(UA); )
and T, =T,,; + (T, — T exp| — —t 4121
p mi ( pl m1) p( (Mcp)p ( )
when 900.18 <t < 10561.26,
(4.122)
Tz = 305.3 — 1.00 X exp(—0.0004 X t)
when 10531.26 <t < 11401.56, Ky, = 403.45,
(4.123)
K; = —0.016906,
Tml - KO + Klt (4.117)
andT, = K +Kt—ﬁ—<1( —T —ﬁ>exp<— wa), t) (4.118)
when 10591.26 <t < 11431.56, Ty = 470.6 —0.015646 X t (4.124)
when 11431.56 <t < 12061.56, T = 290.4 (4.125)
(UA)]- )
and T, =T, + (T, — T, exp| — — t 4,121
p mil ( pl ml) p( (MCp)p ( )
when 11461.56 <t < 12061.56, Ty = 2911 (4.126)

The numerical values of K, and K;, displayed in equations (4.116), (4.119), (4.120),
(4.123), (4.124), (4.125) and (4.126), were obtained from the data using specific data
points from the experimental results, with the gradients obtained using equation (4.127)
which is based on a well-known technique for finding the gradient of a straight line.
Where data point 1 on the temperature-time graph has coordinates (T;, t;) and data point
2 has coordinates (T,, t,):-

L,-T

K, =
! r—t

(4.127)

The K, values were obtained using the same formula but with T; as the intercept,

becoming:-
KO = TZ - Kltz (4.128)

The constants in the exponentia function of T,,, in equation (4.122) were chosen
arbitrarily to closely match the data. Equation (4.117) is the form of the linear function
for T,,1 during ramping, and equations (4.121) and (4.123) are the analytical solutions of
T,, using the general polynomial function, in equation (4.52), for n values of 0 and 1
respectively.
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For the conditions in equations (4.116) and (4.123), which describe the ramping up and
down respectively, the (UA); value from equation (4.118) was initially selected as
26.0 W K. For the conditions in equation (4.120), which describes the constant jacket
inlet temperature at the higher temperatures, the (UA) ; vaue from equation (4.121) was
initially selected as 29.0 W KL, For the conditions in equation (4.125), the (UA) j value
from equation (4.121), which describes the constant jacket inlet temperature at the lower
temperatures, was initially selected as 28.0 W K. These (UA) j values were arbitrarily
selected so that the results could be seen visualy to closely match the experimental data.
When the curves are fitted using these (UA) ; values with equations (4.116) to (4.126),

they match the experimental results very closely, as can be seen in figure 4.4.

33 Model used to predict heat loss for 25 litre vessel ramping experiment 2
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Figure 4.4 — Experimenta datafor jacket inlet and outlet temperatures and process
temperature, compared to the functional values for jacket inlet and outlet temperatures
and analytical values for process temperature.
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Figure 4.4 seems to illustrate visibly that the curvature was stronger in the experiments
than in this simulation, which has a constant UA vaue. This would mean that the actual
UA value between the jacket and the process temperature was higher with higher set
temperatures, but the equivalent UA value was reduced due to heat losses to the
surroundings by both surface evaporation and through the outer side of the un-insulated
jacket. This could also explain why the simulated UA values were more significantly
lower when the desired temperature was higher. That is, a set point of 50°C (the first
temperature ramping experiment) yielded a simulated UA value of 23.1 W K and a set
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point of 32.5°C (the second temperature ramping experiment) yielded a smulated UA
value of 27.7W K1,

The lumped parameter solution to the second temperature ramping experiment is
displayed in figure 4.5. The UA value for the simulation of this experiment was also
initially set as 29.0 W K™, based on the first temperature ramping experiment, then
adjusted using Goal Seek. For the alternative UA vaue, the experimental peak
temperature here was 31.7°C at 10530 seconds. The UA valuefound in this case was 27.7
W K (U =60.8W m?K?).

Temperature profiles - 2nd Order Runge-Kutta, UA = 27.7 W K1
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Figure 4.5 — Lumped parameter simulation of the second temperature ramping
experiment for the 25 litre vessel. UA = 27.7 W K™,
Some of the discrepancy between thefinal UA valuein figure 4.3 (23.1 W K1) compared
to figures 4.4 and 4.5 (27.7 W K1) may arise from dlightly different levels of water in the
vessel. To take this into account, the following equations may be used to account for the
distance along the vessel (height, z):-

oy Tmey
(Méep) — = U'A (T, = Tn(p) (4.129)

Where U’ isthe overall heat transfer coefficient when the water surface is at a specified
level, and A’ isthe area per unit height. The overall value of U’ isthe average value of U
in this case, and is expected to be lower if the water level is lower, due to the lowered

overall thermal conductivity inside the vessel.
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Atheights z > 0, U changes depending on whether the jacket istransferring heat to either
air or water in the vessel. The average process temperature for a specified water level is
denoted T,. The effectiveness at a specified water level is E'. Note that at the maximum
height Z, there is still some air being heated at the top of the jacket.

Figure 4.6 displays the results of the analytical model of the second temperature ramping
experiment including heat loss to the surroundings. Here, the heat transfer coefficient per
unit height (UA") was used. The heat transfer coefficientswereinitially chosen to visualy
match the data. In this experiment, there was only a small amount of heat loss due to the
small difference between the jacket inlet temperature and the ambient temperature (this
difference was 13°C). As aresult, setting the heat loss to zero would result in very little
deviation from the experimenta values. To make the analytical solution of the process
temperature curve most closely match the experimental results, ajacket UA’ value of 94.1
W mt K (U; = 65.7 W m? K!) and a heat loss UA’ value of 27.4 W m™* K (Ujss =
12.9 W m? K1) were required. These were found using “Goa Seek” and the sum of
squares of difference between the analytical solution and the experimental values. The

average residual error (root mean square) for T,, was 0.107°C for the full run.

2nd Water Internal experiment - analytical model with heat loss to
surroundings. UA;=94.1 W m* K, UA",;, =27.4 W m1 K?
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Figure 4.6 — Results of the analytical model including heat loss, with (UA"); and
(UA") s found with Goal Seek.
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During heating, the average residual error in thisanalytical model was 0.086°C. Asarule
of thumb, most temperature measurements in this context are taken to have an error of

about 0.1°C, so this model produces some quite accurate results.

During cooling, the model seems to under-predict the temperature and the average
residual error is0.285°C. This may be caused by a dight underestimation of the delay in

response to cooling in the current model.

Figures 4.7 and 4.8 display the values of (UA'),,ss in the second temperature ramping
experiment for the 25 litre vessel. The experimental and predicted values were both
worked out as displayed in equations (4.131) to (4.133). The difference is that the
experimental values used only the raw data and the predicted values used the analytical

approximationsof T,,,; and T;,,, and theanalytical solution of T,, which used only T,,; and

the operating conditions. In thisway, T,,,, was used to find the heat |oss coefficient.

Values of (UA'),,., during the cooling cycle for water ramping
experiment 2 in the 25 litre reactor
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Figure 4.7 — A graph displaying values of the heat transfer coefficient for heat |oss,
multiplied by area per unit height. The predicted values use analytical approximations
of the experimental values of temperature.

Om = (Mcp), (Tr1 — Tm2) (4.131)
Qp = (Mcp), Tp(ti) — Z”(tl) (4.132)
2 1
’ _ Qm - Qp
N (T Y _r (4.133)

2 amb
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Values of (UA'),,.. during the heating cycle for water ramping
experiment 2 in the 25 litre reactor
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Figure 4.8 — Part of figure 4.7; acloser graph displaying values of the heat transfer
coefficient for heat loss, multiplied by area per unit height, during the heating period
only. The predicted values use analytical approximations of the experimental values of
temperature.

All results used the experiment's measured transient data of the jacket flow and the
densities based on the measured temperatures, thus some noise can be seen in the
“predicted” values aswell asthe “ experimental” values. The results closely match except
during the cooling cycle, where the “predicted” valuesincrease whilethe empirical values

are much more scattered but seem overall to decrease instead.

Theasymptotesin figure 4.7 occur when the temperature difference briefly passes by zero
(as displayed in figure 4.6), at which point the instantaneous heat transfer coefficient
cannot be defined. Towards the start of the experiment, in figure 4.8, the difference
between the analytical solution of T,,,, and the experimental values are due to the thermal
capacity of the vessel, temporarily increasing the vaue of (UA');,ss t0 much higher

values, as seenin figures 4.7 and 4.8.

4.4.2 Batch Distillation Experiments

Figures 4.9 and 4.10 display results for the analytical model with heat loss included. In
figures 4.9 and 4.10, the pure methanol and pure water distillation experiments, the
analytical solution for the T,,,, curve was much closer to the experimental values at the

start, compared to figure 4.6, despite the same thermal capacity of the vessdl. Thisis
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because the temperature difference between the jacket and the process was larger at the
start (49°C in figure 4.9, compared to 14°C in figure 4.6) and the vessel thus heated up
proportionately faster, causing lessof alagin T,,,,. Once boiling started, during the steady
phases (at constant T,,,; values), the experimental values of T,,, aso became constant. At
these steady states, at constant pressure and jacket heat capacity rate, the difference
between the experimental vaues of T,,; and T,,, depended only on the ambient
temperature (T,,p ), Which was assumed as a constant 19.4°C in these experiments (based

on areading from a spare temperature probe that was placed near the reactor).

Methanol Distillation experiment - analytical model with heat loss to
surroundings. The (UA'"); values change with different jacket inlet
temperature settings.
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Figure 4.9 — Results of the analytical model with heat |oss, for the methanol distillation
experiment, with (UA") ; and (UA") 55 found during all constant-temperature times with
Goal Seek.

The (UA") values used to produce the analytical solutionsin figures 4.9 and 4.10 are the
heat transfer coefficient multiplied by the area per unit length. As previously mentioned,
the area A for the 25 litre vessel was 0.422 m? (QVF, 2005). Theliquid height at 20 litres
capacity Z was 0.318 m. The area per unit length, A’, is the ratio of these two values,
which is 1.327 for the 25 litre vessel. For the pure methanol distillation experiment, the
(UA); vaue of 27.7 W K would correspond to a (UA"); value of 87.1 W m* K (U; =
60.8 W m? K™). For the deionised water distillation experiment, the (UA); value of 34.0

W K would correspond to a (UA"); value of 106.9 W m™* K (U; =80.6 W m? K™).
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Water Distillation experiment - analytical model with heat loss to
surroundings. The (UA'); values change with different jacket inlet
temperature settings.
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Figure 4.10 — Results of the analytical model with heat loss, for the water distillation
experiment, with (UA") ; and (UA") 55 found for @l constant-temperature times with

Goal Seek.

Note that a uniform distribution of flow in the jacket has been assumed, although it is
likely that in reality, the flow would be non-uniform. Also, the Reynolds number
calculated inside the jacket using this assumption varied between 673 and 791 at the
different jacket temperatures during the methanol boiling. This would correspond to a
laminar flow. However, because the viscosity changes significantly with temperature (as
displayed in figure 4.11), it was assumed that the correlation for turbulent flow in
concentric annuli found in ESDU 81045 (1981) could be used.

Nevertheless, the ESDU 81045 (1981) correlation for the jacket side heat transfer
coefficients (see the literature review, section 2.3.4) yielded impossible results because
the heat transfer coefficients were too low (21.5 W m? K-! to 23 W m2 K1), This would
correspond to alarge temperature drop of 63°C in thejacket film heat transfer coefficient,
when the maximum possible is 4.1°C if the process side film heat transfer coefficient is
infinite. Simply guessing thevalues of «; asbetween 635 W m? K™ and 1170 W m? K,
as suggested by Hewitt et al. (1994), would have yielded better results. The Reynolds
number range for this correlation is from 4x10° to 3x10°. It is expected that because the
expected Reynolds number is out of the range applicableto this correlation, the cal culated

values of ¢; are not applicable here. It would also seem that in reality, the non-uniform
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flow distribution significantly helps the heat transfer in this regard by enhancing

turbulence.
DW-Therm Dynamic Viscosity vs. Temperature
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Figure 4.11 — DW-Therm dynamic viscosity vs. temperature.
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Figure 4.12 — Jacket heat duties for the methanol distillation experiment.

The values of the overall heat transfer coefficient were expected to change dlightly
depending on the temperature, due to different boiling stages, changing physica

properties of the Huber oil, and radiation effects.

In figure 4.12, the methanol was boiling from approximately 5000 to 9000 seconds into
the experiment. In this region, the jacket temperature was increased in stages. The
important times are when the jacket temperatures were constant and the methanol was

boiling.
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Measured mass of the collected methanol
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Figure 4.13 — Mass of the collected methanaol.

The collected amount of methanol was recorded during the five times during the
experiment in which boiling took place with a constant jacket inlet temperature. A graph
displaying the measurements of mass collected isin figure 4.13. The difference between
these data points was taken as the mass rate (M). Multiplying this by the latent heat of
vaporisation of methanol at 1 atmosphere pressure (1094.5 kJ kg?) gives the value of
Mh; 4, which is the heat rate required to condense the collected methanol. These results
aredisplayed in figure 4.14.

Heat rate to condense the collected methanol
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Figure 4.14 — Heat transfer rate needed to condense the collected methanol .
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Heat rate for ullage + loss vs. jacket mean temperature
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Figure 4.15 — Remaining heat rate for each temperature step.

The mode values of M hs 4 were taken asthe average, €liminating some anomalies caused
by the condensation process, asit was still transient during recording. When these values
are taken from Q,,, the remaining heat values (Q,, + Q,,ss) are displayed in figure 4.15.
A contentious second-order polynomial line has been fitted to account for some possible
variation in heat transfer coefficients with temperature (that is, a non-linear relationship
between heat transferred and temperature difference). However, it is not recommended to

use this because there is too much extrapolation and there are too few data points.

If the experiment were repeated, it would be suggested to find a jacket temperature at
which therate of collectioniszero, that is, all the methanol re-condenses before it reaches
the condenser. Also, the effects of heat |oss through the ullage and the sides of the jacket
may be reduced by using insulation providing a more accurate calculation of the jacket-
to-process heat transfer coefficient, although some heat would still escape through the

insulation.

If the heat loss term has the polynomia relationship to T,,, — Ty.p, displayed in figure
4.15, the constant value of Q,, during the methanol boiling experiment would be 97.1 W
(the intercept of the curve). The difference between Q,,., values at different jacket
temperatures can also be worked out from figure 4.12. The Qp values are found from

equation (4.134).
Qp = Qm - Qloss = Qu + thg (4.134)

With the values of Q, and Q.5 known, an attempt to find individual heat transfer

coefficients for the jacket can be undertaken. The correlation found in Garvin (1999)
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predicts different coefficients for the surfaces inside the jacket on the inner wall («;,) and
outer wall (a,;), based on the different viscosities caused by the different temperatures
on either surface. The Garvin (1999) correlation does seem to give plausible values for
either a;, or a,;, and the ratio between these two values can be used to infer one from the

other when one of them could be found by solving equation (4.135) for the whole wall.

. 2rLA
Q = UA(T, = Te) = @A)n(Th = Thw) = — 7~ (Thw — Tew)
[0)

In ( di) (4.135)
= (ad) (T — T¢)

In the most reliable method found to determine the heat transfer coefficients, the value of
a,; was found first by substituting the values for the outer jacket wall into equation
(4.135) to give equation (4.136).

. - . 2mLAg
Quoss = UA(Tm - Tamb) = (aA)oi(Tm - Toi) = —dN (Toi — Tho)

In (d%)‘l’) (4.136)
= (@A) 00 (Too — Tamp)

In equation (4.136), a,, iS a combination of heat transfer by free convection and
radiation, which is found by the correlations described in section 4.3.2.

The ratio found by the Garvin (1999) correlation is then used to find «;, and expected
values for the combined coefficient of boiling with agitation («;;) by substituting the
values for the outer jacket wall into equation (4.135) to give equation (4.137).

. . _ 2nLA
Qp = UA(Tm - Tp) = (aA)io(Tm - Tio) = —dij (Tio - Tii)

In (d_ﬁ) (4.137)
= (ad)y(Ty; — Tp)

Tables 4.1, 4.2 and 4.3 display various parameters measured or calculated during the
methanol experiment. In these three tables, T, is64.7 °C and Ty, is 19.0 °C.

Table 4.1 displays the average jacket temperature and calculated values of heat passing
from the jacket to the process (Qp) and from the jacket to the surroundings (Q;,ss)- It aso
displays the inner and outer wall jacket heat transfer coefficients predicted by the Garvin
(1999) correlation. These values provide auseful ratio between theinner and outer walls,

which could be used in other correlations.
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Table 4.1 — Comparison of heat transfer coefficients in the methanol distillation
experiment, using correlations from the literature.

Parameter T T Te Teet Tt
=80°C | =85°C | =90°C | =95°C | =100°C
T, 1°C 78.9 83.7 88.5 93.3 97.8
Q, /W 375.5 550.8 751.1 905.4 1090.1
Q1055 | W 405.9 422.4 436.4 447.9 457.2
U; W m?K™* 62.4 67.1 72.2 72.0 738
Uipss | Wm? K 10.7 10.3 9.9 9.5 9.1

aj, | W m2 K1

(Garvin, 1999) 226.9 229.8 237.1 238.3 240.5
(equation 2.47)
ay; | W m?2K1

(Garvin, 1999) 227.5 230.5 237.9 239.2 241.5

Apoi | WmM2K?

(Cooper, 1984) 337.1 4359 536.6 608.1 688.7
(equation 2.63)
a, | Wm2K?

(Penney, 1983) 196.4 196.6 196.6 196.6 196.6
(equation 2.28)
a; | Wm?2K1

(Alane, 2007) 1589 1635 1681 1714 1751
(equation 2.59)

Additionally, in table 4.1, the agitation (Penney, 1983) and boiling (Cooper, 1984) heat
transfer coefficients are displayed, as well as the Penney-Cooper correlation devel oped
by Alane (2007) for the inner wall.

In the equations used to find the combined boiling and agitation coefficient, described by
Alane (2007), the values of vapour mass quality and boiling number in the process side
were difficult to assess because the cross sectional flow is harder to define within the
vessdl. In this case aballpark estimated vapour mass quality of 0.05 and a boiling number
of 6.7x10™* were used, resulting in reasonable values. However, the Cooper correlation

(with no agitation) has more well-defined parameters and is used in thisthesis by default.

The Garvin (1999) correlation produced reasonable values of heat transfer coefficient in
the jacket (displayed intable 4.1). Vauesfor both «;, and «,; could be found, and it was
investigated whether the ratio between these could be used to predict an aternate value
of a;, if a,; is known, using back-calculated values of «,; from equation 4.136. This
method started by finding the temperature T,, using the convection and radiation

formulae as described in section 4.3.2.
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Table 4.2 — Cdculated values of the outside film heat transfer coefficient.
Teat Teet Teet Teat Teat
=80°C =85°C =90°C =95°C =100°C

Parameter

Aeony | W M2 K1

: . . 34 37 . 41
(Convection, outside) 530 53 53 539 °
Arad /W m_2 K-l
I . 6.05 6.11 6.15 6.19 6.21
(Radiation, outside)
-2 k-1
oo | W MK 11.36 1144 11.52 11.58 11.63

(Total, outside)

Table 4.3 — Back-calculated values of jacket and process film heat transfer coefficients.

Parameter Tea Teat Tea Taat Taa
=80°C =85°C =90°C =95°C =100°C

Qpi /W m'2 K-l

. . 450.0 255.9 208.9 175.1 158.5
(Using equation 4.136)

Qo /W m_2 K_l
(Using theratio of a;, to | 447.1 251.0 201.9 167.4 149.4
a,; from Garvin, 1999)

a; | Wm?2K? -1130

: : 70.0 124.3 279.8 690.9 :
(Using equation 4.137) (negative)

Table 4.4 — Alternative pool boiling coefficients.

Parameter Tet = Tt = Tt = Tt = Tt =
80°C 85°C 90°C 95°C 100°C
Apoil /W m'2 K-l
(Forster and Zuber, 662.1 805.6 948.3 1045.8 1152.3
1955)
Apoil /W m'2 K-l
337.1 435.9 536.6 608.1 688.7
(Cooper, 1984)
Apoil /W rTT2 K_l
. 204.4 267.3 332.1 3785 431.0
(Mostinskii, 1963)
Apoil /W m'2 K-l
199.2 260. 23.7 : 420.1
(Palen et al., 1972) 99 60.5 323 369.0 0
Apoil /W m'2 K-l
: 192.3 2514 321.4 356.0 405.4
(Bier et al., 1983)

Displayed in table 4.2 are the calculated heat transfer coefficients for convection and
radiation, and the combined outer wall coefficient, which can be used in equations 4.136
and 4.137. This can then be used to find the expected temperatures and heat transfer
coefficients throughout the system if Garvin's (1999) ratio is used to make the jump
between the outer and inner sides of the jacket. The results gave some apparent val ues of
heat transfer coefficient (displayed in table 4.3); however, this method is not

recommended because the calculated heat transfer coefficient passes an asymptote and
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becomes negative, which isimpossible because it would mean the net heat is travelling

from cold to hot.

Table 4.4 displays alternative values for the pool boiling coefficients, for use in finding
other correlations for a;;. The range of possible values is quite large, for example the
largest values (predicted by the correlation in Forster and Zuber, 1955) are about three
times larger than the smallest values (predicted by Bier et al., 1983).

45  Distributed Parameter Model

The distributed parameter model (developed by Bentham, 2011) relaxes assumptions of
instant heat conduction through the walls. It simulates transient operation by allowing the
walls to heat up over time. In Bentham (2011), it was assessed that in large industrial
scale reactors, perhaps as much heat goes into heating the walls and equipment asit does
into the process, as the total heat capacity of the wall may be similar to the total heat
capacity of the content of the vessel. A time delay in the heating or cooling response is

present due to the thermal inertia of the solid.

45.1 Derivation of the Distributed Parameter M odel

Neglecting the source term (from diffusion and convection at small scales), the general
energy equation in cylindrical coordinates for pure Newtonian fluids with constant
density p and thermal conductivity A is as follows (adapted from Bird et al., 2002):-

oT  oT wvedT  oT 10, 9T\ 10°T a°T
pCp< )z ——( ) 2 (4.138)

FrRr TR TP -\ ar) Trzaez T o2

where cp is the heat capacity, T is the temperature, t is the time, r is the radius, 9 is the
angle around the cylinder, z is the height, and v is the velocity component (with the

subscripts denoting its direction).

Thefollowing subsets of thisequation will be derived, assuming perfect symmetry around
thejacket, perfect mixing inthe vessel and no longitudina conduction of heat inthewall:-

In the jacket:-

oT,,
0z

= _Km(Tm - Twlr:ro) (4.139)

t,

where:-
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K, = a,A, /(Mcp)m (4.140)
In the wall:-

aT,, 9%T,| 10T,

Fra , =K, (—arz ) + o , (4.141)
where:-

Ky = 4/ (pcp)w (4.142)
In the vessdl:-

dr, 3

=k (Tw|r=n _ Tp) (4.143)
where:-

K, = a;A;/(Mcp), and T‘W|T=r.isthe mean inner wall temperature. (4.144)

Assuming symmetry (neglecting any changes with ), for the conditions in equation
(4.145) equation (4.146) applies to the glass wall, where the subscript w denotes the
values in the vessal wall, and the radiusr is the distance from the central axis of the
vessd.

t>0, 1 <r<r, 0<z<Z (4.145)

0T, 0°T,, 10T,  9°T,
(pCP)WW = Ay ( Jor? + r or 0z2

(4.146)

Assuming either an isothermal jacket fluid or no longitudinal (vertical) heat conduction,
Z >> (r, — ;). Thatis, the height isfar greater than the thickness of the vessel wall, the
partial derivative with respect to z is insignificant, and thus equation (4.146) becomes
equation (4.147).

0Ty _ Aw 0 ( aTW) (4.147)

w5 =5 5 \"ar
Here T,, isitself still afunction of z, provided that the jacket fluid is non-isothermal . Heat
transfer to or from thejacket fluid will affect itstemperature asit travelsinthe z direction,

and this will affect the adjacent wall temperature.
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The equations can be further ssmplified by converting Eulerian time to Lagrangian time

(where v isthe velocity vector of the heat transfer fluid), as follows:-

VA
t'=t—— .
> (4.148)

~T(t,z) > T(th2) (4.149)

The derivative of the temperature is as follows:-

ar =27 qe + 97 4 (4.150)
~arl, ozl 7 '

AT _or) dr| 9Ty dz

“ael, “ovl, a| "ozl al, (4.151)
dr| _ oT| dr'| 0T dz 1150

MEqz, Tl ae| T ozl acl, (4.152)

t

Using equation (4.148) and visually evaluating the exact derivativesin the right hand side
of equations (4.151) and (4.152) results in equations (4.153) and (4.154):-

dr| T
@l =3l (4.153)
dr; aT| 14T

=l =3 vl (4.154)

For the heat transfer fluid, where A’ is the heat transfer area per unit length and the

subscripts i and o denote the inner and outer wall surface respectively:-

(MCP)m aT,,
v dat

0Ty,
m Jz |;

= —aoAp(Tm — Twlzr=r,) (4.155)

V4

(Mcp)

Using equations (4.153) and (4.154), equation (4.155) becomes:-

. oT,,| 10T, (Mcp) aT,, (4.156)
M —— n——| =—a,A (T, — Tyly=
( CP)m( 0z |y v at’ Z) v orl, " o(Tn = Tolr=,)
In equation (4.156), the velocity vector terms cancel out to become:-
: oT, , 4.157
(MCp)m a;n , = —a,4, (Tm - Twlr:ro) ( )
t

A detailed numerical solution and MATLAB code for these equations is provided in the
appendix, section 10.6.
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452 MATLAB Modd Results

Figures 4.16 and 4.17 display the results of heating water in the vessel using the
distributed parameter model on MATLAB. In the example displayed, the initia process
temperature was set to 293.15 K (20°C). the jacket inlet temperature T, first rises from
20°C (293.15 K) to 100°C (373.15 K) from 0 to 2000 seconds and remains constant at
373.15 K until the end time of 10 000 seconds. Water is used as the processfluid, assumed
at a constant heat capacity of 4184 J kg! K. The DW-Therm is assumed to be at a
constant heat capacity of 1950.9 Jkg?* K1, which isat 100°C.

SBD T T T T T T T T T

Tp
Trr
T2 [

TT

370

360

Temperature § K

1 1 1 1 1 1 1 1 1
0 1000 2000 3000 4000 5000 B0O00 7000 8000 S000 10000
Time £ s

Figure4.16 — MATLAB simulation of heating water — temperature vs. time.

In figure 4.16, the jacket outlet temperature T,,,, changes rapidly at first, along with the
jacket inlet temperature, until it is held constant. The process temperature T, at first takes
awhile to form an upward trend, because the vessel wall is heated first. After this, both
profiles follow the expected exponential curve approaching a steady state when all
temperatures are the same. This is because of the assumption of a closed system. In
reality, some heat would be escaping from the jacket (into the surroundings), as well as
from the process (predominantly through the ullage region), so the temperatures would

never equalise asthey do in this simulation.

Figure 4.17, displays the heat transfer rates of the DW-Therm as it passes through the
jacket (Q,,,) and the rate of heating the process itself (Q'p). From these figures, it can be
seen that thereisan initia period of afew hundred seconds when thereis more heat being

transferred between the jacket and the wall than between the wall and the process, and
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that when the jacket inlet temperature turns constant (at 2000 seconds), the wall heating
profile (through the glass) evens out quickly and both heat transfer rates decrease

exponentially as the system reaches equilibrium.

25':":' T T T T T T T T T
Gl rate
Clp rate

2000
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Figure4.17 —MATLAB simulation of heating water — heat transfer rate vs. time.

After 2000 seconds, the simulation displays more heat being transferred to the process
than from the jacket. Although it is only a small amount, this is not readlistic in
experimental settings as the jacket will lose some heat to the surroundings. However, in
this smulation, the reason this phenomenon occurs is due to the thermal inertia of the
glass wall — as the system is approaching equilibrium, this heat present in the wall
preferentially passes to the process side because it is colder. Asthe wall profile evensout,
this causes alittle more heat transfer to the process side than is coming from the jacket at
that time.

Note that the MATLAB model is not currently developed well enough to compare with
experimental data because the experimental valuesof T,,,; would haveto beinput at every

time step. Currently it can only show an idedlised profile of T,,,; .

46  Summary of the Analysis
The data obtained in the experiments (from chapter 3) have been simulated using an

anal ytical model to describe the jacket operation with time and to account for heat transfer
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between the jacket and the process, as well as heat loss to the surroundings. Analysis of

the experiments during boiling was also conducted.

Thelumped parameter model and anal ytical solutions used several important assumptions
to simplify the mathematics behind the process. Heat transfer coefficients were predicted
using the analytical model as well as industrially used engineering correlations found in

the literature.

A distributed parameter model has been derived which accounts for the thermal inertia of
the vessdl wall, although the assumptions of perfect mixing, symmetry, uniform upward
jacket flow and no longitudinal conduction through the vessel wall have not yet been
relaxed.
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S MODELSTO INVESTIGATE THE PLAIN JACKET

5.1 Basic Description of the Jacket Models
Precisely what happens inside the jacket in terms of the distribution of pressure, velocity
and heat transfer coefficients has not yet been thoroughly investigated in the literature.

The 25 litre stirred tank reactor in the iPRD laboratory (see chapter 4) was used as the
basisfor thisinvestigation, although experimental measurements could not be established
because of the high predicted cost of extra equipment and installation. Pressure
measurements at theinlet and outlet points of the jacket, aswell as at various pointsinside

the jacket, would be useful for completing a more thorough investigation.

A low-level model using Bernoulli's equations and basic textbook fluid mechanics for
sudden contractions and expansions was used as an idealised model for pressure drop
calculation. High-level modelling of the flow and heat transfer was then conducted using
the CFD software packages ANSYS FLUENT and ANSY S CFX.

Using the Bernoulli model, two extreme cases were investigated, and these are described
as low-level models due to the ssimple formulae used. The first of theseisfor aflow that
suddenly turns into a uniform upwards flow through the jacket, as in previous idealised
models, for the ones developed by Ali (2009), Kaiyrzhanova (2010) and Bentham (2011).
The second of the low-level modelsis for aflow that expands very little upon entry, and
then swirls tangentially around inside the jacket in a coil-like manner, without spreading
out as it rises. In redlity, the flow is expected to spread out considerably, and thus the

results are expected to be much closer to the first low-level model.

A further case was investigated using the Bernoulli model — one with an *equivalent flow
area derived from the CFD simulation (from which an equivalent length scale is
obtained). In both cases, the hydraulic diameter was taken as the difference in diameter
between theinsidewall and outside wall of the jacket (whichis0.058 m). In the equivalent
flow area case, the Reynolds number found in the CFD is used. The jacket pressure drop
from the CFD istaken to be the same as that for the equivalent flow area, from which an

equivaent length scaleis derived from the friction factor formula (discussed below).

Figure 5.1 displays the locations of the profiles in the CFD models. In the cylindrical
coordinates used in the descriptions in this chapter, the radius r is the magnitude of
distance from the central axis, the height z starts at O from the middle of the inlet pipe,

and the angle 9 starts at 0° from the place where the flow direction of inlet pipe is
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perpendicular to the radial direction. The outlet pipe therefore exits the jacket parallel to
the radial direction, at the angle position of 270° (in cylindrical coordinates).
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Figure 5.1 — Locations of the profiles in the CFD model, in cylindrical
coordinates. The left image indicates the designated heights of the inlet pipe (O
m) and outlet pipe (0.33 m). Theright image is aview from the top.

In the CFD models, the inlet and outlet pipe lengths 1 metre away from the plane that
crossestheangular positionsof 0° and 180°. Thisdistance was selected in order to achieve
fully developed flow at the end of each pipe. Based on this geometry, the actual pipe
lengths in the model (the minimum distance to where they connect to the outer wall) are
0.8994 m for the inlet pipe and 0.811 m for the outlet pipe. Table 5.1 displays other
important dimensions used in the models. The dimensions in this table, as well as other
specific geometry dimensions such as knuckle radii, were supplied by the manufacturer

of the reactor.

Theflow inside thejacket will change dueto the changein viscosity and density affecting
the pump. Dead zones in the jacket are expected at the bottom (bel ow the inlet pipe) and

at the top, where the flow has lost swirl compared to the lower walls.
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Table 5.1 — Important geometrical dimensions used in the models.

Dimension Symbol | Value/ m
Radius of the inner jacket wall lio 0.16
Radius of the outer jacket wall Foi 0.189
Gap between the inner and outer jacket wall Fio- o 0.029
Hydraulic diameter of the jacket Dn 0.058
Jacket height (from the centres of the inlet pipe to the outlet pipe) Az 0.33
Inlet and outlet pipe diameter Cpipe 0.025

5.2 The Bernoulli Modd

The Bernoulli equation is:-

2 2
P11 V1 P2 V2
A A =222+ (h +3h (5.1)
pg 29 ' pg 29 *? (y +2h,)

Using the Bernoulli equation accounting for frictional losses, two extreme cases of
uniform axial flow and tangentia flow, replicating a strongly swirling flow path, were
calculated. The aim of thisinvestigation isto find out the extent to which the results from
the CFD lie between the two cases, so an empirical swirl factor can be found. The two
cases are, firstly, uniform distribution in the jacket (axial flow) and, secondly, atangential
flow through arectangular cross sectiona areawith dimensions of the width of the jacket
by the diameter of the pipe (see figure 5.2).

K.'?‘m"“a:—)l

>
dpipe
&

Figure 5.2: Cross section for the tangential flow case.

The cases of axial flow and tangential flow were compared. In the axia flow case, the
hydraulic diameter (D) was taken as the difference in diameter between the inside wall
and outsidewall of thejacket (whichis0.058 m). Inthetangential flow case, the hydraulic
diameter isthe same, asthe equation (5.2) for hydraulic diameter comesto the same value

when the wetted perimeter consists of only the two vertical edges displayed in the right
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hand image on figure 5.2. The horizontal lines here are assumed to be frictionless

surfaces, as the flow is going in the same direction above and below.

Dy = 4Ax/Py (5.2)

The shortest distance between different flow points in the jacket in the axia flow case
(Az) was used to compare the pressure drops for the different scenarios. However,
interestingly, the total length of the path taken by the flow in the tangential flow casein
the jacket itself is 16.6 metres, that is 46.9 times longer than the axial flow case.

In both cases, the pressure drop in theinlet and outlet pipe was assumed to be by frictional
losses only. The relative roughness (e/D) for the glass pipes was sufficiently small
(2.4x107) to be considered a smooth surface, for the pipe Reynolds number (Re) of
14237, the Blasius equation (Blasius, 1913) gave a Moody (1944) friction factor of 0.029
(Coulson & Richardson, 1999).

The pressure head and pressure are related by:-

The velocity head (hy) in the inlet pipe or jacket is related to the cross sectional average
velocity (v) by:-

h, =v?/2g (5.9)

The head loss due to friction along the length of pipe or jacket (L) was worked out by the
Moody (1944) friction factor formula (Coulson & Richardson, 1999):-

he = fu(L/D)(v*/2g) (5.5)

The entry point was treated as a sudden expansion and the exit point was treated as a
sudden contraction. The formula used for entry and exit losses (where v is the pipe

velocity in both cases) is as follows:-
h, =K, (v*/29) (5.6)

where for the inlet point, the formula for a sudden expansion (Douglas et al., 2006) was
used:-

K,=(1- Az/Al)Z (5.7)

and for the outlet point, K, was found using a chart (Douglas et al., 2006), for a sudden

contraction.
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In the axial flow case, the full cross sectional area of the jacket was used (about 100 times
larger than that of the pipes, hence amost al of the velocity head was converted into
pressure in the jacket entry point and back to velocity in the jacket exit point. In the
tangential flow case, the cross sectional area of the jacket was taken as the area displayed

on theright sidein figure 5.2.

There are different definitions of friction factor — Stanton-Pannell (fsp), Fanning (fz) and
Moody (also known as Darcy or Darcy-Weisbach) (f,). These are closely related to each
other, as displayed in equation (5.8).

W e
p_v]?_fsp_ > -8 (5.8)

It was decided that the Moody (Darcy or Darcy-Weisbach) friction factor (f;,) would be
used, because it is used in the equations for annular flow by Kakag et al. (1987) and
Gnielinski (2009). In these equations, firstly, aradius ratio was defined:-

r*=rnr/r, (5.9
For the laminar axial flow case (Kakag et al., 1987):-

fu = (4/Re) x 24 x r*003° (5.10)
For the turbulent tangentia flow case (Gnielinski, 2009):-

Re* =Re x [(1+ r*z) In(r*) + (1 - r*z)]/[(l —7)2In(r")] (5.11)
fu = [1.8log;(Re*) — 1.5]72 (5.12)

Although the flow path in the tangential flow case was a spiral rather than an annulus, the
dimensionless friction factor was calculated based on annular formulae purely because

the jacket has annular geometry.

Points along the fluid path were labelled point 0 to 5. Thisis displayed in figure 5.3. To
perform the manual calculations, the final outlet pressure (ps) was firstly assumed to be
101325 Pa (1 atmosphere). The pressure head (h,,) at each point was converted to actual
pressure using equation (5.3). The inlet pressure was found by working out all the other
pressures backwards from the known outlet pressure.

The hydrostatic (potential) head changeis not included in these pressure drop calcul ations

because this change is not due to friction factor.

At any defined point in the Bernoulli model, equation (5.3) can be used to convert the
pressure head into the absolute pressure at that point.
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Figure 5.3: Designated points in the pipes and jacket.

53 CFD Moddling of the Jacket

CFD simulations provide deeper insight into the possible phenomena within the limits of
themodel itself. For example, details of the flow that would be much more difficult and/or
expensive to measure in the experiment. The drawback is that it cannot provide an exact
simulation taking into account everything (again without excessive cost and/or difficulty),

so acompromise has to be reached between the two approaches.

One specific instance of the experiments conducted was chosen to be analysed in detail
at first — part of the methanol distillation experiment (see section 3.3.3 and section 4.4.2).
In this case, the methanol was boiling (providing a constant Tp of 64.7°C). The
experimentally measured values of Tru and T Stayed constant at 89.8°C and 87.4°C
respectively, which evaluatesto a steady total heat transfer rate of 1174.9 W based on the
measured jacket mass flow of 0.2631 kg s* and average heat capacity of 2831 Jkg! K™.

An ambient temperature of 19.4°C was measured during the experiment and this has been
used in the diabatic simulations.

5.3.1 Basic Mathematics Behind the CFD Models

Much of the mathematics presented here for the CFD models is present in the ANSY S
Help files (ANSYS, 2012). Within ANSYS Help 14.5, the section on “Mechanical
ADPL", sub-section “ Theory Reference”, part 7.1, contains the description and equations
for fluid flow fundamentals. The section on “CFX”, sub-section “Modeling Guide” (sic),
part 2.7.5, contains the equations for heat transfer used in the CFD simulations. The
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section on “CFX”, sub-section “Theory Guide”, part 2.8.1, contains the equations for

mathematical formulations such as “near-wall” values and definitions thereof.

The fluid flow problem is defined by the laws of conservation of mass and momentum
(Navier-Stokes equations) and heat transfer by the law of conservation of energy. These
laws are expressed in terms of partial differential equations, which are discretized with a
finite difference or finite volume based technique. They are considered “common
knowledge’ and their derivations can be found in many CFD text books, such asVersteeg
and Malalasekra (2009).

The primary assumption is that thereis only one fluid phase in each zone analysed. Also,

the user must determine whether the problem is laminar or turbulent.

The first equation used is the continuity equation (5.13), which represents the law of

conservation of mass. In tensor notation:-

op , 9(py;) _

5.13
ot aS] 0 ( )

where v is the velocity, s is distance, t is time and p is density. The subscript j denotes

that the x, y and z components are summed, for example:-

o(pv;) _ 9pw) , 0(pvy)  9Cpvy)

= 514
0s; dx dy 0z (514)
Tensor notation for the momentum equation (Navier-Stokes):-
d(pv;) dlpvv; 0 dv; 0 0 0 v;
(o)) , 0(pvivy) _ 9 ov\ v, 9 (,9%)
dat aS] aS] aS] aSi aS] aSi (515)
i=123

In equation (5.15), the letter s is used to denote spatia distance and the subscriptsi and j
denote the directions. In Cartesian coordinates (used in the CFD simulations), these
equations expand into three each, corresponding to the subscript i being x, y and z, and
the subscript j within each equation referring to the sum of the x, y and z components.
The last term in equation (5.15) is the viscous loss term, which is eiminated in

incompressible constant property cases.

The energy equation includes heat and work done on the fluid:-
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d(pc,To) N d(pv;c,To) 3 i(lﬂ o ) N o(vit))
j

at ds;  9s;\ 0s; ds;

(5.16)

where T, is defined in ‘CFX Help’' as “the total (or stagnation) temperature’. This is
related to the static temperature (T') by equation (5.17), athough the difference is
extremely small and its cal culation was deactivated during all the CFD models presented

inthisthesis.
v
T,=T+ ? (5.17)

p

The fina term in equation (5.16) contains the heating contribution by viscous work,
viscous dissipation and viscous kinetic energy (which were also deactivated during all the

CFD models presented in this thesis) and can be expanded as follows:-

d(vitij) a (dv 0 (9w a2 o (v}
—— =pu|l=— - |—(= 5.18
as; Vit 05s;\0s; +6sk ds; + 9sj|c, 055\ 2 (518)
where @ isthe viscous heat generation term:-
® = (avi+avk>avi (5.19)
—# 0s, 0s;/0sg '

Note that the letters i, j and k in equations (5.16), (5.18) and (5.19) do not refer to
different equations as in equation (5.15), but to the different combinations of the
dimensions used.

Under turbulence, the velocity fluctuates seemingly randomly about its average value. It
IS thus assumed to be divided into a mean component and a fluctuating component, asin
equation (5.20).

Substituting equation (5.20) into the three momentum equations (5.15) leads to the
following additional terms, labelled Reynolds stress terms:-

9]

Og; = —a—sj(pv;v;), i=12,3 (5.21)
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The Reynolds stress terms in equation (5.21) are related to the mean velocity gradients
through the eddy viscosity or turbulent viscosity (u;), using Boussinesq's Eddy Viscosity

model, as follows:-

7= (L% 0V 2 s s 2 ks 5.22
puiv; = U ds; T a5, 3,0 ij = aUdij 3,0 ij (5.22)
where:-
Sy = (204 0% 5.23
U_Z aS] aSl' ( )

5.3.2 Turbulence Models

The standard k-& model and the shear stresstransport (SST) model are both academic and
industrial standard CFD models and are a primary focus of study in this thesis. The
baseline (BSL) Reynolds Stress model will also be described because it was used in
modelling the jacket and was intended for use in all models. It is also used often as
standard in many investigations in the literature, because it is generally considered more
accurate (although more computationaly expensive and difficult to converge). Many
other CFD models exist, including Low-Re turbulence models. However, these were not

used in any of the CFD simulationsin thisthesis and therefore will not be described here.

In the standard k-¢ model (Launder and Spalding, 1974), the terms k and ¢ refer to the
turbulent kinetic energy and turbulence dissipation rate respectively, which are standard
parameters describing eddies within the turbulent flow. They are also written as follows:-

1 2 G
=— (v =—(— 5.24
k 2(17]) ’ & p<65k> ( )

The k- model description beginswith the definitions of the velocity scale (v,) and length

scale (I;) associated with the large-scal e turbulence:-
v, = k1/? (5.25)

_ k7 (5.26)

The turbulent viscosity (u,) is associated to the above terms by:-

2
te = pCuuely = PCH? (5.27)



105
where C, is adimensionless constant (Versteeg and Malaasekra, 2009).

The transport equations for k and ¢ are as follows:-

d(pk) d(pvjk) 0 (u 0k
+ =
at aS] aS]

O'_ka_S]> + ZMt(SU . SU) — P& (528)

£ g2
+2Ciene g (Sij*Sij) = Caep i (5.29)

d(pe) N a(pvje) 0 (yt ﬁ)

ot ds;  9s;\0.05;

The default coefficients used for closure of the standard k- model model are as follows
(Versteeg and Malalasekra, 2009):-

C, = 0.09 (5.30)
o =1 (5.31)
o, =13 (5.32)
Cie = 1.44 (5.33)
Cpe = 1.92 (5.34)

The standard k-¢ model works better further from walls and the standard k- model
(Wilcox, 2006 and 2008) works better closer to walls. The Shear Stress Transport (SST)
model (Menter, 1994), primarily used in the CFD analysis, is a modification of the
standard k-¢ model, which combines the advantages of both the standard k-¢ and k-w
models.

Tointroducethe SST model, theformulae for the standard k- model and the transformed
k-¢ model (ANSY' S, 2013) must first be introduced.

The SST model begins with the following relation:-

k
pe = p— (5.34)

where w is the specific turbulence dissipation rate:-

W= (5.35)

Equations (5.37) and (5.38) display the formulae for the standard k-co model (Wilcox,
1986).
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aSj

d(pk) 9(pvik) U\ 0k
— )= — B 5.37
dat + aS] aS] <‘u+0'k1) +Pk ﬁ pkw ( )

a(pw)+3(pvjw)_il< L

ot aS] _aS]

ow w
— —P, — 2 5.38
am) 0 sjl ta k Pie = Bipaw ( )

where Py, isthe “turbulence production dueto viscousforces’ (ANSY S, 2013), displayed
in equation (5.39). The other as-yet-unexplained constants and terms will be listed after
al the SST model equations.

P — mi avi+6vj dv; Zavk<3 avk+ k) 10 539
e = IR (He ds; 0s;)0s; 305y Mtask PE)|- oPE (5:39)

Equations (5.40) and (5.41) display the transformed k-¢ model formulae.

aSj

d(pk) 9(pvik) e\ 0k
— KaC Taiihd — B 5.40
at + aS] aS] <'u+0'k2) +Pk '8 pkw ( )

d(pw) N a(pvjw)

ot aS]
0 0w 1 dkdw W 541
— | (w4 232 e T S (541
ds; T2/ 0S; 02w 0S;0's; k
— B2pw?

The baseline (BSL) k-w model is astage closer to the SST model. It combines these two
by combining equations (5.37) to (5.41) with an extra function, here denoted by Fj,;.
Additional buoyancy effects were included, to account for the possibility of natural
convection. The BSL k- model formulae are then as follows:-

aSj

d(pk) 9(pvik) e\ 0k
— - — B 5.42
at + aS] aS] <'u+0'k3) +Pk '8 pkw +Pkb ( )

6(pw)+6(pvjw)_il< +ﬁ>6_w

dt ds;  0s; 0,3/ 0S;
j j w3 j (5.43)
+(1 = Fyy1)2 ! akaw+ Yp 24+ P
kw1)4p Uwzwasj 651- as LK Bspw wb
where the full buoyancy terms (with no extra options selected) are as follows:-
0
Pep = — 2t g, 2 (5.44)

» 715,
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= e

Pop = 7~ [(az + 1) (3 max(Pyp, 0) — Py ] (5.45)

In equations (5.42) and (5.43), the function F,, isafunction of the distance y from the

nearest wall:-
Fy,1 = tanh(arg; (5.46)

where:-

arg; = min [max < ﬁ\’/fy'ig(;/l;> , CDkilc)le)zyzl (5.47)
where:-

CDy,, = max <2p ! %a—w, 10‘1°> (5.48)

Our 0; 0'S;
The SST model is then formed by limiting the turbulent viscosity as follows:-
ak

He = max(Zlc:, SpF,) (5.49)
where:-

F, = tanh(arg?) (5.50)
where:-

arg, = max (%,23)2}’:) (5.51)

and Sy is“an invariant measure of the strain rate” (ANSY' S, 2013). Sy, is later described

in non-invariant form, as follows:-

Sg = /ZSijSij (5.52)

where S;; is as defined in equation (5.23).

The default coefficients (ANSY'S, 2013) used for closure of the SST model are as

follows:-

B’ = 0.09 (5.53)
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a, = 5/9 (5.54)
B, = 0.075 (5.55)
Op1 = 2 (5.56)
Oy = 2 (5.57)
a, = 0.44 (5.58)
B, = 0.0828 (5.59)
Oy = 1 (5.60)
0,5 = 1/0.856 (5.61)
az = Frp10y + (1 = Fry1)a, (5.62)
Bz = Fro1BP1 + (1 — Fro1) B (5.63)
Ok3 = Frw10k1 + (1 — Frp1)0pa (5.64)
Ow3 = Fro10w1 + (1 — Frp1)0w2 (5.65)

The Reynolds Stress models (RSM) are atype of “ seven-equation model”, solving for the
Six Reynolds stresses and either ¢ or w. The e-based models are divided into three possible
models. Two of them were developed by Launder et al. (1975) and are named the
Launder, Reece and Rodi Isotropization of Production (LRR-IP) and Quasi-Isotropic
(LRR-QI) models. The remaining e-based model “uses a quadratic relation for the
pressure-strain correlation” (ANSY'S, 2013) and is named the Speziae, Sarkar and Gatski
(SSG) model (Speziaeet al., 1991). The w-based model is described in ANSY S (2013).
These modelsare better suited to swirling flowswith stronger 3D directionality of motion,
for example the vortex in an unbaffled stirred tank (which is highly relevant to the
experiments conducted).

The BSL RSM, which includes the features just described, is formed as a blend of the
LRR and SSG models with the w-based model described in ANSY S (2013), in the same
way that the BSL k- model is ablend of the k-¢ and k- models. The equations for the
Reynolds stresses take the following form (ANSY S, 2013):-

3(pviv)) | 3(vipviv))
+
ot 0 Sk

2

0 (# +ﬂ)0(TvJ’)

+_
aSk (9% aSk

where the buoyancy term is expanded:-
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1
Pijp = Bij = Cpuo (Bij - §Bkk5ij) (5.67)

In equation (5.67), according to ANSYS (2013), “the second term represents the
buoyancy contribution from the pressure-strain term” given by Launder (1989). Theterm

Cpuo May be found from Launder (1989). The term B;; is expanded:-
B;j = gibj + g;b; (5.68)
Using the full buoyancy model, the b terms take the form:-

M dp
b; = 0o, "5, (5.69)

The omega equation for the BSL Reynolds stress model takes the following form:-

d(pw)

T + 0(vipw)
— a3 =P+ P 2+a[<+“t)aw 5.70
- a3 k k wb 183pw aSk [l O_w3 aSk ( . )
(= Fae)-2 1 0k dw
kst pazwaskask
where:-
Frsy = tanh(argpg) (5.71)
where:-
Vi 500;1) 4pk l
ar = min |max , , (5.72)
Iks [ (ﬁ’wy pwy? )’ CDiyyOk—ey?
where:-
Dy, = 2p—t OKO® o 5.73)
ko = MAX pak_ga)asjasj' ( .

and the default coefficients used for closure are the same as for the BSL k-0 model
(equations (5.53) to (5.65).

The remaining terms P;; and ¢;; in equation (5.66) are from the pressure-strain

correlation. The production term:-
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— 617] — avi
P;j = —pv/v, T PV vy Ts, (5.74)
and:-
, — 2 R 1
¢ij = B'Crpw (—Vﬂ?] + §k5ij> —-a <Pij - §Pkk5ij>
1 1 (5.75)
- (Dij - §Pkk5ij> —Vpk <5ij - §5kk5ij)
where:-
— d Vi — avk
and:-
a=(8+C¢C)/11 (5.77)
B =8(C,—2)/11 (5.78)
7 =60(C, —4)/55 (5.79)
where the default coefficients are:-
p' =0.09 (5.80)
c;, =18 (5.81)
C, =0.52 (5.82)

As an dternative to the Reynolds Stress models, the SST model can be modified by a
“curvature correction” term. This enables the model to more accurately simulate strongly
swirling flows without resolving al the individual Reynolds stresses. Compared to the
norma SST model, this provides results much closer to experiments, comparable to the
RST model (Smirnov and Menter, 2009).

For the curvature correction, the production term (Py) in the k equation of the SST model
is multiplied by a factor f,., which is limited by ANSYS CFX in the following way
(ANSYS, 2013):-

fr = max[0,1 + Cocqre(fr — 1)] (5.83)

where C,qq4;0 1S UNity by default but can be set by the user to tune the level of curvature

correction, and:-
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fr = max[min(frotation) ,1.25] (5-84)

where f,otation 1S the factor used by Smirnov and Menter (2008) based on Spalart and
Shur (1997), which is:-

*

2r
frotation = (1 + Crl) m [1 — Cr3 tan_l(crzf)] — (1 (5-85)

where the constants ¢,, ¢, and c,; are set “based on performed tests’ (ANSY S, 2013)

as.-

CT'l = 1 (586)
CT'Z = 2 (587)
C7-3 = 1 (588)
and:-
r*=5/0 (5.89)
= 20uSi D—t” + (EmnS + €)1 | 513 (5.90)
where: -
§% = 25,8y (5.91)
D? = max(52,0.09w?) (5.93)
and where:-
5= (2%, 20 5.94
U 2 aS] aSi ( ' )
1/0U; aU;
ij = E 3 Sj + a—Sl + zgmji'Qrm (595)

Also, in equation 5.90, the term DS;;/Dt denotes the components of the Lagrangian
derivative of the strain rate tensor, which isthe second velocity gradient (ANSY S, 2013).
The term &,,,, denotes the tensor of Levi—Civita (Smirnov and Menter, 2009) and 0,

denotes the components of the system rotation vector (Smirnov and Menter, 2009).

Details of the numerical discretisation schemes used in CFD are found in many text
books, for example Versteeg and Malalasekra (2009). The most common are first-order
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upwind and second-order upwind, and the Quadratic Upstream Interpolation for
Convective Kinematics (QUICK) scheme, used by ANSYS FLUENT. ANSY S CFX uses
the “High Resolution” scheme, which is a blend of first-order upwind and second-order
upwind. The “High Resolution” scheme was used in the main simulations presented in

thisthesis.

5.3.3 Geometry and Mesh Creation

Using ANSY S Workbench, the geometry wasfirst sketched in Design Modeller based on
diagrams provided by QVF, the manufacturer of the vessel. Unstructured, automatically
generated meshes were made on ANSY S Mesher. These consisted only of tetrahedral
cells. They were used for the preliminary FLUENT models, which used water as the
medium in the jacket.

The procedure for making these automatic meshes was relatively simple — a cross-
sectional sketch of thewall of the reactor was constructed, using the dimensions provided
for the reactor, and rotated 360° to form the shape of the wall with the jacket fluid inside.
Then on ANSY S Meshing, the default settings were used to create an automatic mesh
that was composed entirely of tetrahedral elements.

ANSY S ICEM was used to create a more regular mesh, made purely from hexahedral
cells (cubes), rather than tetrahedral cells. Both meshes classified as ‘unstructured’ by
strict definition. ICEM saves its meshes as a file with the extension “.uns’, which stands

for ‘unstructured’.

The procedure for creating the meshes in ICEM was much more complex and tedious.

Thisis detailed in the appendix, section 10.3.

5.3.4 Isothermal Modelson ANSYS FLUENT

The purpose of using ANSY S FLUENT was to establish a preliminary, qualitative view
of the jacket flow, to know roughly what flow pattern to expect, before learning how to
use ANSY S CFX. Initidly, water was used in the jacket, and the jacket was simulated
isothermally on ANSY S FLUENT at the default temperature (in this case 15°C). This
was to establish an initial qualitative view of the expected flow pattern in the jacket.

In this CFD simulation, the realizable k-¢ model was used, with standard wall functions
(with the no-dlip condition), and the flow boundary conditions were a constant
atmospheric pressure at the end of the outlet pipe and a constant velocity of 0.653 m s

at the start of theinlet pipe. Thisisthe mean pipe velocity that occurs at the default mass
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flow set by the Huber system. Two tetrahedral meshes were produced, one with 6.6x10°
cells and one with 1.7x10° cells. In both meshes, the cells were smaller near the walls.
These gave similar results, but the finer mesh was selected for extra accuracy.

The convergence criteria for the residuals of the ANSYS FLUENT models were set to
the standard value of 10**. The maximum number of iterations was set to 50,000.

Figure 5.4 — Direction vectors of the flow in the jacket in the CFD model, providing a
qualitative representation of the expected flow pattern.
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7.00e-02
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0.00e+00

Figure 5.5 — Contours of velocity in the jacket at 90 degree intervals. Displayed
velocities range from O (blue) to 0.7 m s* (red).
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Figure 5.4 displaysthe result of thissimulation. In thisfigure, the vectors are coloured by
velocity. Blue indicates zero velocity (dead zones) and red indicates the highest vel ocity,
which in this caseis 0.892 m s, at apoint in the outlet pipe. Aside from this, the highest
velocities are observed in the middle of the pipes (as expected due to their smaller cross

sectional area of flow).

Figure 5.5 displays velocity contours at cross sectionsin the jacket at 90 degree intervals.
In combination with figure 5.4, it can be deduced that in this simulation, the bulk of the
flow misses the bottom of the reactor and rises along the walls, spreading out over one
revolution and with asmaller stream breaking off towards the outlet port. Additional flow
at the top of the reactor is drawn towards the outlet. The regions of lowest flow are at the

top rim of the jacket and the bottom section (below the main stream).
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B.05e+02 }l"
6.03e+02
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Figure 5.6 — Contours of pressure (negating the hydrostatic head) in the jacket at 90
degree intervals. Displayed pressures range from 600 Pa (blue) to 650 Pa (red).
Figure 5.6 displays pressure contours at cross sections in the jacket at 90 degree intervals.
It is observed that the highest pressure is at the outer wall, due to the centripetal force,

and that this pressure at the wall is highest at and above the inlet port.

5.3.5 Non-lsothermal Modelson ANSYS CFX

ANSYS CFX offered several advantages over ANSYS FLUENT, one of the major
advantages being that it would simulate the flow using the more structured and
customised mesheswhich were created in ANSY SICEM. In the attempts made, it seemed
CFX could not deal with the mesh made of tetrahedral cells that did work in FLUENT,
whereas the mesh made in ICEM with hexahedral cells worked well on CFX but not on
FLUENT. It is unknown why the tetrahedral mesh was preferred by FLUENT and the
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hexahedra mesh was preferred by CFX, as CFX does not inherently have difficulty
working with tetrahedral meshes and FLUENT does not inherently have difficulty
working with hexahedral meshes (this was discussed with a CFX programmer, A. D.

Burns).

For the main CFD models (using ANSY S CFX), monitor points were set up to check the
velocity at points inside the ssmulation where flow was expected. When these monitors
flat-lined (did not change with iteration number), this would indicate converged values.
The convergence criteria for the residuals were set to 10°'°, because time was the main
factor in the runs rather than convergence. The run-time was set high enough for
maximum convergence to be observed within the simulation. Graphs of the residuals vs.
time, as well as mass and energy balances, for al relevant smulations, are displayed in
the appendix, sections 10.4 and 10.5.

DW-Therm was added to ANSY S CFX as acustom materia with user-defined properties.
Firstly, the physical properties of DW-Therm (see appendix, section 10.1) wereinput into
Microsoft Excel. Graphs were generated and equations describing the trends on these
graphs (the change in physical property with temperature at atmospheric pressure) were
found using the ‘add trendline’ option and selecting ‘display equation’. These equations
were then entered into the ‘CFX-Pre program as user-defined functions using CFX

Expression Language (CEL).

The physical properties of methanol and water were already known by the program, so

these did not require extrainputs.

The models used within ANSY S CFX for thejacket side werethe“BSL Reynolds Stress’
(the Baseline Reynolds Stress model) and “Shear Stress Transport” (the SST model).
These used automatic wall functions if the dimensionless distance y* was less than 2 at
the walls, however, this was calculated to be approximately 70 um (Pointwise, 2014), so
the mesh would have to be built fine enough to be close enough to this. During analysis
of the walls post-process, it was found that the y* was still too large (for the coarse mesh,
used in most of this analysis, an area weighted average y* of 8.34 on the outer wall and
5.26 on the inner wall). The distribution of y* was very non-uniform, reaching values

around 25 in the outer wall where flow impinged on the surface.

At theinlet face the flow boundary condition was a constant mass rate, of 0.2631 kg s* for
the methanol boiling simulations and 0.2761 kg s? for the water boiling simulations. The

jacket inlet temperature was 89.8°C for the methanol boiling smulations and 134.6°C for
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the water boiling simulations. All these jacket inlet values were the same as those measured
in the experiments detailed in section 3.3.3.

The flow boundary condition at the outlet was a static pressure of zero (gauge) on the outlet
face. The reference pressure was 101325 Pa.  All walls had anon-dip condition (which was
the CFD program's defaullt).

The inner and outer walls used the ANSY S CFX method called “heat transfer coefficient”,
in which acombined external heat transfer coefficient and externa temperature were input:
the process temperature of 100°C on the inner wall and the ambient temperature of 19.4°C
on the outer, coupled with a modified overal heat transfer coefficient accounting for the
conductiveresistance of each wall and the outside thermal resistance— boiling on the process
side and free convection and radiation on the outer side. The other walls of the mode,

including the pipes, were adiabatic.
The combined heat transfer coefficient for the inner wall was:-

L& 1
Ur (Ai/Aig)ly  (Aii/Aio)Qpoir

(5.96)

where the Cooper (1984) correlation, using the properties of methanol or water (depending
on the smulation), was used to assess the boiling coefficient:-
55pr(_).12 C-IO.67

Apoil = [ Tog(p)] 55 M2 (5.97)
and theinner wall glass areais:-

Ay = (Aip — Ai)/ In(Ayo/Aii) (5.98)
The combined hest transfer coefficient for the outer wall was:-

1 % . 1 (5.99)

Us  (Aoo/Aog)ry (Aoo/Aoi)(@cony + Craa)
where the outer wall glassareais:-

Apg = (Aoo = Ao/ In(Aoo/Avi) (5.100)

and the convection coefficient for the outer surface of the outer wdl is:--
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Xconv = Nuairlair/zj (5101)
where:-

Nuair = 0-59(Grairprair)0'25 (5102)

Grair = Lspiirgﬁair(’roo - Tamb)/uair (5103)

Prair =cCp ﬂair/ﬂ'air (5104)

and the radiation coefficient (where the temperaturesin the radiation equation arein Kelvins
and o is the Stefan-Boltzmann constant) is:-

EgO_(Tgo - Tgmb)

Craa = (5.105)
00

- Tamb

The convection coefficient used the formula for laminar free convection on a vertical
surface, with the physical properties of air evaluated at the arithmetic mean of the surface
temperature and the ambient temperature. The length scale L used in the Grashof number
(equation 5.103) is the jacket height z (0.33 metres), which is also used in the Nusselt
number (equation 5.102). Laminar flow was used because the criterion isthat GrairPrair (the
product of the Grashof number and the Prandtl number) islessthan 10°. The calculated value
of GrairPrair was 1.49x108,

5.3.6 Grid and Model Independence (ANSY S CFX models only)
Table 5.2 — Details of the grids used in the jacket.

Jacket Mesh No. of cells Max cell edge Apprgx. desktop run
length / mm time/ days
Fine 9.22x10° 1.6x10° 8
Medium 6.16x10° 2.0x10°3 4
Coarse 3.25x10° 2.5x10°3 2
Coarsest 1.75x10° 4.0x10°3 1

In ANSY S CFX, four different meshes were made, with different cell sizes (‘ coarsest’,
‘coarse’, ‘medium’ and ‘fine’). Figure 5.7 displays a cross-section of the coarse jacket
mesh used in ANSY S CFX. All three meshes used hexahedral cellsonly and used smaller
cell widths near the wall. The minimum width of the computational cells near the wall
was chosen to equate the y* value less than 2, to resolve the laminar sublayer near the
wall. Table 5.2 displays detail s of the grid sizing and number of cellsin the jacket meshes.
In this case, the near-wall cell distance was set to 5x10° metres (50 micrometres), as this

was thought to be within the approximate value of 70 micrometres, corresponding to the
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desired distance calculated using the online y* calculator in Pointwise, Inc. (see
references section). The maximum cell size of 1.6 mm was chosen for the fine mesh rather
than 1.5 mm because using a cell size any smaller would require too much computer
memory. In fact, even the computer memory used by this fine mesh (with 1.6 mm

maximum cell size) was dlightly more than the system RAM of 16.340 GB.

Figure 5.7 — Cross section of the coarse jacket mesh used in the ANSY S CFX
simulations.

The results of the grid independence tests are displayed in figures 5.8 and 5.9. The

coarsest mesh was an outlier and the coarse, medium and fine meshes are very similar.

As aresult, the coarse mesh was sdlected to test the effect of turbulence model.

The effect of turbulence model independence was a comparison between only the SST
model and the BSL RSM. The reason why the standard k-& model was not included here

was because it was not recommended, because the jacket flow was expected to be more
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dominated by wall effects, which are much better dealt with using the SST model than
the k- model.

Inlet Pipe Velocity Profiles
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Figure 5.8 — Grid independence tests (SST model) and model independence
test (BSL RS) for the fully devel oped pipe flow entering the jacket.

Velocity profiles at the back of the jacket at a height half way between the
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Figure 5.9 — Grid independence tests (SST model) and model independence
test (BSL RS) for the velocity in the back of the jacket, at ¥ = 180° and z =
0.165 m.
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Different models yielded very similar results for fully developed pipe flow, as displayed
in figure 5.8, but there can be significantly different results for individua locationsin the
jacket. In figure 5.9, the BSL RSM results appear quite different from the SST results.
Compared to the SST model, from the peak velocity (which isthe same in both models),
the BSL RSM results display a sharper decrease in velocity with decreasing radius until
thetransition layer (at which point the vel ocity decreaseislesser asit tends towards zero).
This could be due to the unusual position in which small details of the flow may be highly
sensitive to different models. Additionally, the BSL RSM results in figure 5.8 display a
higher peak velocity and unusual shape of the velocity profile, indicating that these results
have not converged sufficiently. The BSL RSM is known to have more difficulty
converging than the SST and k-& models, and therefore the SST model was chosen to be

the main model to use in the jacket-only simulations.

In both figures 5.8 and 5.9, the results for the coarsest mesh were consistent outliers,
predicting a lower velocity. This indicated that the coarsest mesh was too coarse to
provide valid results.

Table 5.3 displays the area averaged values for heat transfer coefficients, wall
temperatures and shear stresses for the inner and outer walls for to compare the two
models for the conditions of a Huber set point of 135°C and boiling water in the process

side.

Table 5.3 — Comparison of average values at the walls between the SST and BSL RS

models.
Variable SST model | Bo- Reynolds
Stress model

Areaaveraged inner wall heat transfer coefficient
(@) | W m?2 K- 293.5 271.0
Area averaged inner wall temperature (T;,) / °C 118.1 117.2
Areaaveraged inner wall shear / Pa 0.0679 0.0478

Areaaveraged outer wall heat transfer coefficient
(a,) | W m? K- 376.3 380.3
Areaaveraged outer wall temperature (T,;) / °C 125.3 125.0
Area averaged outer wall shear / Pa 0.1639 0.1643

Interestingly, the BSL Reynolds Stress model outputs an average inner wall shear stress
30% lower than the SST model, but an average inner wall heat transfer coefficient only
8% lower. The temperature at the inner wall is predicted to be 0.9°C lower for the BSL

Reynolds Stress model in this particular case.
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As the BSL Reynolds Stress model is more accurate for swirling flows with vortices, it
was assessed that it may be more appropriate to have used this model for the jacket.
However, the run times would be significantly longer, it is computationally significantly

more expensive and convergence is known to be more difficult to achieve.

5.3.7 Mass, Momentum and Energy Balances

The results of each run were recorded automatically by ANSY S CFX in afile with the
extension ‘.out’. These provided detailed reports of the iterations, residuals and balances.
The section of the file entitled “Normalised Imbalance Summary” gives a summary of
any differences between inlets and outlets of each domain (in the case of the jacket-only

mesh, thisisthe wholejacket). These summaries are given in the Appendix, section 10.4.

54  Jacket Flow and Pressure Drop Comparison

5.4.1 Velocity Distribution

The velocity distributions in this section are based on the results of the isotherma DW-
Therm model for the methanol boiling experiment during a Huber set point of 90°C. The
physical properties of the DW-Therm were set as constant, for the average temperature
of 88.58°C. Theresults of velocity flow distribution for the variable property model were
also extracted but did not vary significantly from theisothermal casein the areas depicted
(along the wall of the jacket).

Figure 5.10 depicts axia velocity profiles of the fluid in the jacket. Figure 5.11 depicts
the tangential velocity profiles. It should be noted that the scale is conserved only within
each figure. That is, the axia velocitiesin figure 5.10 are to scale with each other, but not
to scale with the tangential velocitiesin figure 5.11. Similarly, the tangential velocitiesin
figure 5.11 are to scale with each other, but not to scale with the axial velocitiesin figure
5.10.

Infigure 5.10 in particular, areas of higher axia velocity rise as the flow moves from the
90° position, through 180°, to the 270° position. Due to the path of momentum travelling
from the inlet to the outlet, an overall upward motion is expected. There is no depiction
of velocity below the inlet port, because it is negligible.

In the 90° and 180° positions, a significant downward component of velocity is also

observed closer to theinner wall. Asdisplayed in figure 5.11, the flow is more tangential
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than axial. The main reason for this downward velocity is likely to be due to a vortex
effect, where the pressure is higher on the outer walls. As the higher pressure areas tend
to force fluid towards the outlet, thisis balanced by the lower pressure areas on the inner
walls. When the flow is stronger, which is closer to the bottom, the lower pressure on the

inner walls draws some fluid downwards.

It also seems that this downward flow may be at least partly the result of natural
convection opposing the jacket flow during heating — the flow should be opposed on both
sides of the jacket because the jacket fluid is hotter than both the surroundings and the
process. The air on the outside insulates the outer wall more, so the effect should be

observed more on the inner wall.
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Figure 5.10 — Profiles of axia velocity in the jacket, to scale. Cylindrical
coordinates are given. The maximum velocity that is displayed, in the 3
image, is0.145 m s,
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Figure 5.11 — Profiles of tangential velocity in the jacket, to scale. Cylindrical
coordinates are given. The maximum velocity that is displayed (in the top left
image at 90°) is0.4 ms™.
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It is important to consider that when the components of the velocity magnitudes are
analysed, the tangential component of the flow in the CFD simulation is greater than the
axial component, particularly in the areas with greater velocity. Seefigures5.10 and 5.11,
particularly the images of the 90° position. As the flow moves around, from the 0°
position to the 90°, 180° and 270° position, a single major tangential flow is present at
the lower heights (though thisis still above the inlet point). By the time it reaches back
round to 0°, this tangential flow has decayed from an average velocity of 0.65 ms? (in
the pipe) to just above 0.1 m s (in the top left image of figure 5.11 at the 0° position),

and has risen dlightly due to the axial component.
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Figure 5.12 — Streamlines in the methanol batch distillation experiment when the Huber
set point temperature is 90°C.

Figure 5.12 displays flow streamlines and velocity distributions inside the jacket. Note
that most streamlines appear to circulate about three or four times in the jacket before

reaching the outlet.

If a uniform upwards flow was assumed, using the hydraulic diameter (58 mm) with the
density and viscosity in the jacket, the Reynolds nhumber would be between 962 and 1090
(laminar flow), but based on the average vel ocity in thewholejacket in the CFD simulations,
the average Reynolds number in the jacket is calculated to be between 14779 and 16875
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(turbulent flow). It islikely that laminar flow occursin the base of the jacket, below theinlet
port, where the flow stagnates, so the use of atransitiona flow modd may be advisable for
more detail in the bottom.

5.4.2 PressureDrop

A correlation factor (factori) was developed for the pressure drop in the jacket alone,
Aprotal, Which can be either measured from the actual equipment or ssmulated by a CFD
program. The factor is described by the following relationship:-

Aptotal = Apaxial X factory (5.106)

Table 5.4 displays Reynolds numbers, mean velocities and pressure dropsin the jacket in
the manual cases and the pipes. Withinin thejacket itself, the pressure drop dueto friction
was much lower than the pressure drop due to the entry and exit effects. The exception is
the tangential flow case, but this unrealistically assumed that the flow would not spread
out at all inthe jacket. Note that the Reynolds number is higher in the tangential flow case
than in the pipes because the hydraulic diameter (0.058 m) is more than double that of the
pipes (0.025 m) while the velocity (displayed in table 5.4) is close to two thirds of the
velocity in the pipes.

Table 5.4 — Reynolds numbers, mean vel ocities and pressure drops in different
regions and cases in the Bernoulli model.

Region and Re | Flow type Meanlv/ Apmodj / Pa | Apriciion / Pa | factora
case ms
Inlet and outlet| o700 | Turbulent | 0.6549 | 185/ metre| 185/ metre | N/A
pipes, al cases
Jocket, axial | 245 | aminar | 0.0101 258 0.031 1.00
flow case
Jacket,
tangential flow | 32547 | Turbulent | 0.4434 595 505 231
case

Table 5.5 displays the pressures in the jacket and inlet and outlet pipes and the pressure
drop factorsfor the manual and selected CFD cases. The factorsfor the CFD cases (except
the “coarsest” mesh) all cases have about 10% more pressure drop in the jacket overall
than the axial flow case. The CFD model produced results that lay in between the
tangential flow and axial flow cases of the Bernoulli model (described in section 5.2).
Therefore, despite some swirl being clearly present in the jacket in the CFD model, the
pressure loss is much closer to that of the uniform flow case than the tangential flow case.
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Table 5.5 — Pressure drop factors.

Apmodt Apmodj ]
Model / Pa / Pa Appi / Pa Appo/ Pa | factora
Axia 575 258 167 150 1.00
Tangential 912 595 167 150 2.31
(SST) Coarsest mesh 530 274 141 115 1.06
(SST) Coarse mesh 618 283 176 160 1.10
(SST) Medium mesh 631 282 180 168 1.10
(SST) Fine mesh 637 281 186 171 1.09
BSL RS (Coarse mesh) 612 281 178 153 1.09
(SST ) Variable Property
22 291 174 157 1.1
(Coarse VP) 6 9 ° 3
Modified pressure vs. distance along system
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Distance (from start of inlet pipe) / m

Figure 5.13 — Graph of modified pressure vs. distance for the models across
the system when the Huber set point temperature is 90°C. Thefina outlet
pressure was set to 1 atmospherein all cases.

The modified pressure drop (Apmodj for the jacket only and Apmoat fOr the total pressure
drop in the system) displayed in tables 5.4 and 5.5 negates both the ambient pressure and
the pressure differences due to height differences, leaving only frictional losses and entry
or exit effects (including the velocity head conversion into pressure and back). A graph

of the modified gauge pressure in the system and the pressure drop across the pipes,
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according to manual calculations for the two cases and for the CFD models, is displayed

in figure 5.13.

In Figure 5.13, the dashed lines represent the results of the Bernoulli models while the
unbroken lines represent the CFD results from different grids. For the modified pressure
the contribution of height was removed. The distance was normalised so that the curves
match each other for display purposes. That is, the distanceinside thejacket is represented
by the jacket height for al models. Compared to the axial case, the actual distance
travelled by the flow isdlightly higher in the CFD cases and much higher in the tangential
case. This contributes to the higher pressure drop inside the jacket in the tangential case.
In the axial flow case, the pressure drop inside the jacket itself (negating all entry and exit

losses) was negligible.

In figure 5.13, the distance of zero represents the start of the inlet pipe (this corresponds
to point 0 in figure 5.3, section 5.2). The fluctuation in pressure at about 0.9 metresiis at
theinlet port (points 1 and 2 in figure 5.3). The sudden large dip in pressure at about 1.25
metresisthe pressure change at the outlet port (points 3 and 4 in figure 5.3). Zero pressure
represents the end of the outlet pipe (point 5 in figure 5.3).

The profilefor the“coarsest” mesh is excluded from figure 5.13 because it was producing
unreliable results. The “Coarse VP’ line represents the results of the diabatic variable
property model (including heat transfer), while the other CFD models represented are

isothermal models. The difference between these pressure profilesis negligible.

One major difference between the pressure drop calculations for the cases of the
tangentia flow and axia flow caseswasin the hydraulic diameter (and subsequently area
for the expansion coefficients). This causes the great difference in entry and exit losses

for the tangential flow case.

Thereis arise in pressure upon entering the jacket which occurs at the end of the inlet
pipe, because of the conversion of velocity head from the pipe into additional pressure
head. In the axia flow case, although the difference in velocity head is greater, the entry
loss is also greater, and this cancels out most of the velocity head difference. Hence, the
overal entry pressure rise is greater in the tangentia case. In the CFD model, the
predicted |osses were somewhere in between the axia flow case and the tangentia flow

case.
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For the pressure drop at the exit region, the sudden contraction of areas again causes a
greater difference in velocity head for the axia case and the pressure drop here is greater
in the axial case. The pressure drop at the exit predicted by the Bernoulli model in the
axial case very closely matched the pressure drop predicted by the CFD model. In al
cases, the CFD model predicted results much closer to the axia case than the tangential

case in the Bernoulli modedl.

Pressure . Giitlet O
(Pa) outlet
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430 (__Z: Y Systems) @) B x
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Figure 5.14 — Pressure contours in the jacket under the conditions when the
Huber set point temperature is 90°C, for the coarse mesh with the isothermal
SST model.

Figure 5.14 displays the pressure contours inside the jacket for the CFD model at 90°
intervals. It can be seen, similarly to the preliminary FLUENT results, that the higher
pressure generally occurs at the outer walls and is much more defined at the bottom half
of the straight section, and much more uniform in the top half of the reactor. The pressure
at the very bottom (the dish section) is generally lower than the pressure in the reactor
walls, dueto the centripetal forcefrom the outer wall. Theflow ismoving upwardsoverall
because of the much lower pressure at the outlet port.

Table 5.6 displays separate inlet (sudden expansion) and outlet (sudden contraction)
pressure drops. A negative value of pressure drop (Ap) indicates a pressure rise. It turns
out that the pressure change calculation for a sudden expansion into a much larger area
(such as the uniform axial flow case) is closer to the CFD values for the expansion and
contraction head losses than using an equivalent flow area derived from the average
velocity in the CFD values. The similarity between the jacket pressure drops in the last
two cases displayed (25 Pa) isadirect result of using the equivalent flow areathat would
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produce the same result as the CFD calculations, so thisis to be expected. Interestingly,
the flow length would be 4.91 metres (5.07 circumferences). This is similar to the
qualitative representation in figure 5.12 of the flow circulating three or four times.

Table 5.6 — Pressure drop comparison with ‘equivalent flow area’ Bernoulli Model

case.
Inlet Outlet Flow
Model (expansion) iac/ks; (contraction) ArZIaO\/NmZ Length/
Ap/ Pa P Ap/ Pa m
Axial flow -5.60 0.023 276.4 32x102 | 033
Tangential -80.9 4904 1336 73x10% | 1447
flow
Equivalent -67.6 250.2 21x10° | 401
flow area 25.0

CFD SST -8.31 269.6 N/A N/A

55 Jacket Heat Transfer

55.1 Main Analysis
The distribution of individual heat transfer coefficients within the jacket conformsto the

flow.

The externa heat transfer coefficient is calculated by ANSYS CFX, using a reduced
temperature (T ) defined in equation (5.107) (ANSY S, 2013), which is rearranged into
equation (5.108).

—— pcpu*(TW — Tf)
Aw

(Tw — Tf) (5.108)

(5.107)

pc,u”

QW = Tp+
where T, is the wall temperature, T is the near-wall fluid temperature (the temperature
in of the nearest computational node to the wall), ¢, is the fluid heat capacity, q,, isthe
heat flux at the wall, and u* is the velocity. The heat transfer coefficient is therefore
defined asin equation (5.109) (ANSYS, 2013):-

*
pCrU
Q= —P—

;=5 (5.109)

As automatic wall treatment is used in the SST model, the dimensionless temperature is
modelled using equation (5.110) (ANSY'S, 2013):-
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T+ =Pr-y*-e T +[2.12In(y") + Ble VT (5.110)
where

B = (3.85Pr/3 — 1.3)° + 2.12In(Pr) (5.111)
and

_ 0.01(Pr-y")*

= 5.112
1+ 5Pr3-y* ( )

An investigation was conducted to see if the heat transfer coefficient could be defined

another way. Heat transfer coefficients («) take the form:-

a; = q/(T fruia — Twanr) (5.113)

The temperature Ty, Must be defined to compare coefficients. This could be from using

the bulk fluid temperature at a particular height using either the area averaged formula-

(AT
Tpu = % (5.114)

or the mass flow averaged formula-

_ I(MT)

mfa — ZM (5115)

The “absolute mass flow averaged” values were aso considered (not taking into account

whether the fluid was moving up or down):-

_ X(|m|r)
amfa — Z|M|

(5.116)

Using the jacket fluid inlet temperature was al so taken into account, to provide alower limit
for possible heat transfer coefficients, asthis provides the maximum temperature difference.

ANSY S CFX can caculate the wall temperatures using the “function calculator”, but by
default uses “conservative values’ (adjacent cell temperature) rather than “hybrid vaues”
(wall surface temperature), so the “hybrid” button must be clicked to calculate the correct

values,
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The individual heat transfer coefficients for the glass wall could be calculated based on
the areas and physical properties of the glass (such as thermal conductivity) and the total
heat transferred through these surfaces, and the process wall temperature (T;;) and outer
surface temperature (T,,,) could then be calculated. These could then be used to evaluate

expected values of «;; and «,, as displayed in table 5.7.

Table 5.7 — Experimental and CFD results for the different Huber set point
temperatures in the methanol distillation experiment.

Tger ! °C 80 85 90 95 100
Toniexpt = Tnicrp | °C 79.7 | 848 | 89.8 | 947 | 99.7
Tmzexpe | °C 781 | 827 | 874 | 919 | 9.6
Tya.crp | °C 780 | 826 | 872 | 91.7 | 96.2
Qm,expe | W 788.0 | 987.9 |1185.4|1386.7 | 1555.4
Qmcrp | W 848.8 | 1072.1|1302.7 | 1527.2 | 1750.7
Qm.crp 1Qm,expe 1.077 | 1.085 | 1.099 | 1.101 | 1.126
T,; (*)/°C 77.0 | 814 | 858 | 90.3 | 947
ay; (*) /W m2K1 3451 | 3489 | 356.2 | 358.2 | 360.1
Areaweighted ¢,; (*) / W m2 635.2 | 688.5 | 744.2 | 796.3 | 848.8
Qo.crp = Goi X Avicrp | W 342.0 | 370.7 | 400.6 | 428.7 | 457.0
Qocaic = Goi X Aoiexpt | W 318.3 | 339.9 | 362.0 | 389.9 | 401.0
Tyo,catc (Usingwall conductivity) / °C 746 | 788 | 831 | 873 | 916
Qoo cate = Goo/ (Toocatc — Tamp) IWM2ZKL| 92 | 92 | 93 | 93 | 94
U, = Uppss | WmM2K-1 86 | 86 | 87 | 87 | 88
T;o (*)/°C 764 | 804 | 845 | 835 | 925
a; (*) I Wm2K-1 275.8 | 2784 | 282.8 | 284.7 | 286.6
Areaweighted ¢g;, (*) / W m2 1197.4 | 1657.2 | 2131.4 | 2595.5 | 3056.7
Qicrp = Gio X Ajo,crp | W 506.8 | 701.4 | 902.1 | 1098.5|1293.7
Qi caic = Gio X Aiv,expt | W 469.8 | 648.0 | 8235 | 996.8 | 1154.4
Qcona (**) I W 280.9 | 438.9 | 615.7 | 805.5 | 988.0
Qucatc = Qicaic - Qeona | W 188.8 | 209.1 | 207.8 | 191.3 | 166.4
Tii cate (Usingwall conductivity) / °C 711 | 730 | 751 | 77.1 | 793
Qi cate = Qii/ (Tiicare — Tp) IWmM2K?L | 2239 | 2264 | 227.5 | 227.8 | 225.7
U;=U; |Wm2K? 764 | 769 | 773 | 775 | 774
Wall superheat (Ti;caic — ) / °C 64 | 83 | 104 | 124 | 146
(*) = CFD only (not measured).  (**) = Experimental only (not simulated).

Table 5.7 displays experimental and CFD results as a comparison as well as calculated

values of heat transfer coefficients on the process side and outer surface. The total heat

transferred by the jacket (Q,,,) in the experiment compared to the CFD differs by only about
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10%. Thisisdisplayed in table 5.7 with the different vaues of Q;, Q, and T,z — Thn1). AS
well as this, the evaluated hesat transfer coefficients, as well as the overdl heat transfer
coefficients U; and Uy, are notably similar to the values calculated in chapter 4 (section
4.4.1). Thedifference may largely be dueto adifferencein areas used in the CFD compared
to the experiment, aswell asadifferencein the definition of Tyy,,;4. These areas are tabul ated
in table 7.2 (page 190). These factors will need to be corrected for, upon further

investigation. Additiona errors are due to rounding of valuesin calculation.

Another factor influencing the difference in heat assumed to have been transferred
through the outer vsinner wallsin the experimental analysis (in chapter 4) was the amount
of condensate collected. It was assumed that 100% of the heat transferred to the methanol
was used to boil it, and the amount of condensate collected was taken to match up with

0cong iN the experimental results.

As described in chapter 3, the re-condensed methanol was collected in a weighed bottle
to record the rate of condensation, and returned to the process at an unmeasured
temperature (most likely close to ambient temperature) after the condensation rate at each
incremental Huber set point temperature had been measured. This ensured that the heat
required to heat up the returned methanol to its boiling point was not transferred during

these times in the experiment.

Table 5.8 — Jacket side heat transfer coefficients when the Huber set point temperature

is90°C.
Correlation @io | oil
Wm2K? | wm?2K1
Petukov (1970) equation for flow in pipes 523.9
ESDU 81045 (1981) modlflcat'l on of Petukov (1970) for 445.8 4348
annuli

Gnielinski (2009) model for turbulent flow in annuli 511.0 506.2

Hewitt et al. (1994), from Brown et al. (1947) 635t0 1170
Bondy and Lippa (1983) turbulent correlation 163.7 165.0
CFD (SST mode in ANSY S CFX) 282.8 356.2

The jacket heat transfer coefficients (a;, for the inner and «,; for the outer) were
significantly lower than common correlations, as displayed in table 5.8, with the
exception of the Bondy and Lippa (1983) correlation. Standard correlations such as the
Petukov (1970) equation for pipe flow and the ESDU 81045 (1981) modification for

annuli, as well as the Gnielinski (2009) correlation, result in significantly higher values,
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and hence these correlations are not considered suitable for this investigation. The
suggested values in Hewitt et al. (1994) based on Brown et a. (1947) are especialy
unsuitable, asthey use liquid water rather than DW-Therm.

a; = (a3, + 0:15’6)1/3 (5.117)
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Figure 5.15 — Distributions of wall heat transfer coefficient and wall shear for the inner
wall in the methanol batch distillation experiment when the Huber set point temperature
iS90°C. View from the outside.

Table 5.9 displays the results of some correlations for nucleate boiling coefficients (a,,;)
from different sources based on theinner vessel wall, for different Huber set points of the
methanol distillation experiment. The Nagata et al. (1971) correlation suggested aforced
convection heat transfer coefficient due to the stirrer (ay.) of 531.3 W m? K™, Steiner
and Taborek (1992) suggest combining these two as in equation (5.117), which would
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result in higher values than ay. alone, whereas the calculated values displayed in table
5.7 have a process heat transfer coefficient staying aimost constant at around 225
W m2K=,
Table 5.9 — Boiling coefficients for methanol in the vessel, according to different

sources found in Hewitt et al. (1994).
Huber set point temperature 80°C | 85°C | 90°C | 95°C | 100°C

Forster-Zuber (1956) / W m?2 K™ 883 | 1487 | 2125 | 2808 | 3508

Cooper (1984) / W m2 K1 231 287 337 383 422

Montinskii (1963) / W m?2 K™ 138 173 204 233 259

Montinskii-Palen (Palen, 1972) /

W m2 K- 134 168 199 227 252

Montinskii-Bier (Bier et al., 1983) /

W m2 K- 130 162 192 220 243
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Figure 5.16 — Distribution of wall heat transfer coefficient and wall shear for theinner
wall in the methanol batch distillation experiment when the Huber set point temperature
is90°C. View from the bottom.

Figures5.15to 5.21 display the CFD resultsfor the wall heat transfer coefficient and wall
shear stress on the jacket side (inner and outer walls), when the Huber set point
temperature is 90°C. Both sets of data have a similar pattern. In these data, the average
values for wall heat transfer coefficient were 282.8 W m? K™! on the inner surface and

356.2 W m? K on the outer surface.

For the CFD results of wall shear stress, the average values were 0.071 Pa on the inner
wall surface and 0.175 Pa on the outer wall surface. Much greater values of wall shear

stress are observed at certain points on the walls, where the flow impinges.
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Engineering correlationsin the literature usually predict higher values of wall shear stress
on the inner surface because they do not account for the flow impinging on the outer
surface. Attachment of flow is predominantly on the outer wall. Attachment to the inner
wall due to the Coanda effect occurs comparatively little — some at the back of the jacket,

but most prominently just after the flow passes by the outlet point.
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Figure 5.17 — Distribution of wall temperature for the inner wall in the methanol batch
distillation experiment when the Huber set point temperature is 90°C. View from the
outside.
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Figure 5.18 — Distribution of wall temperature for the inner wall in the methanol batch
distillation experiment when the Huber set point temperature is 90°C. View from the
bottom.

Notethat the visual distortionsin figures5.15to 5.21 (apparent vertical linesor “waves’)

are aresult of the polygonal structure of the mesh, a necessary component of the CFD
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model. These minor distortions in the values at the wall occur at regular intervals no
matter whether temperature, shear stress, heat transfer coefficient, wall heat flux or wall
temperature is displayed. The distortions correspond to the polygona (prismatic)
structure of the original geometry generated in ANSY S Design Modeler. Re-associating
the block faces with the geometry surfaces in the meshing program ICEM made no
difference, as it ensured that the mesh would conform to the polygona geometry. Also,
attempting to disassociate the block faces with the surface — so that they were only
definable by the curves in the geometry, which did not have a polygonal structure —
prevented the mesh from being generated.
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Figure 5.19 — Distributions of wall heat transfer coefficient and wall shear for the outer
wall in the methanol batch distillation experiment when the Huber set point temperature
is90°C. View from the inside.

The highest temperaturesinsde the jacket (just below the jacket inlet temperature) occurred
when the inlet stream impinged against the outer wall surface. The higher temperatures on
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the inner wall surface (approximately 88°C) were observed at the inlet point and the outlet
point, when the flow was disturbed by the presence of the outlet port. Additionally, a small
region of higher temperature was observed at the back of the reactor. The lowest
temperatures (approximately 58°C) were observed at the bottom of the jacket, where the
flow stagnated. It islikely that laminar flow and natural convection dominate in this region.

Figures 5.16 and 5.18 appear to display a pattern produced by natural convection at the
bottom.
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Figure 5.20 — Distributions of wall heat transfer coefficient and wall shear for the outer

wall in the methanol batch distillation experiment when the Huber set point temperature
is90°C. View from the top.
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Figure 5.21 — Distribution of wall temperature for the outer wall in the methanol batch

distillation experiment when the Huber set point temperature is 90°C. View from the
inside.
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Figure 5.22 — Distribution of wall temperature for the outer wall in the methanol batch
distillation experiment when the Huber set point temperature is 90°C. View from above.

5.5.2 Reversed Flow Conditions
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Figure 5.23 — Streamlines with vector arrowheads at the plane of the ‘inlet’ pipe for the
reversed flow simulation of the water batch distillation experiment when the Huber set
point temperature is 135°C. The plane displayed is at the height of the centre of the top

pipe.
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Figure 5.24 — Streamlines with vector arrowheads for the reversed flow simulation of
the water batch distillation experiment when the Huber set point temperatureis 135°C.
Along each line, an arrowhead is displayed for every 1 second a DW-Therm particle
travels along the streamline.

To test what the CFD would produce for different flow conditions, the inlet and outlet
ports were swapped. This meant that the jacket flow would comein at thetop radially and
exit near the bottom tangentially.

The direction of feed can have a dramatic effect on the distribution of heat transfer
coefficients, although the area averaged heat transfer coefficients do not change as much
as might be expected. Figures 5.23 and 5.24 each display 9 streamlines based on particle
tracks with starting points on the inlet face (in this case, for the pipe at the top of the

reactor).



140

Wall Heat Transfer Coefficient Inner Wall Surface (Convex Surface)

. 1180

- 980
- 780
- 580
I 380

180

[W mA-2 KA-1]

Wall Shear
. 1.8
1.6
r1.4
r1.2
-1.0
0.8
- 0.6
0.4
I 0.2
0.0

[Pa]

Figure 5.25 — Distributions of heat transfer coefficient and wall shear stress on the inner
wall (convex surface, viewed from outside) for the reversed flow simulation of the
water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.26 — Distributions of heat transfer coefficient and wall shear stress on the inner
wall (convex surface, viewed from the bottom) for the reversed flow simulation of the
water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.27 — Distribution of wall temperature on the inner wall (convex surface,
viewed from outside) for the reversed flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.
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Figure 5.28 — Distribution of wall temperature on the inner wall (convex surface,
viewed from the bottom) for the reversed flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.

The distance between two arrowheads on the same path in figures 5.23 and 5.24 indicates
atime of 1 second, hence the fluid is moving very slowly in most areas inside the jacket.
Note that these starting points are not distributed in specific symmetrical positions at the
inlet face, and this means that the paths tracked by the streamlines may not be evenly or
symmetrically distributed in the jacket. In addition, the slow flow in the jacket makes the
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particle tracks very susceptible to dight changes in the flow, further increasing the

apparent asymmetry, particularly in figure 5.24.
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Figure 5.29 — Distributions of heat transfer coefficient and wall shear stress on the outer
wall (concave surface, viewed from inside) for the reversed flow simulation of the water
batch distillation experiment when the Huber set point temperatureis 135°C.

Figures 5.25 and 5.26 display the distributions of heat transfer coefficient and wall shear
intheinner wall. In both cases, the greatest heat transfer coefficient and the greatest shear
stress both occur at the point where the ‘inlet’ jet impinges on the inner wall. Thisis a
highly concentrated region, so there is maldistribution of heat transfer, but the advantage
isthat the higher heat transfer occurs on the inner wall, rather than the outer wall. Figures
5.27 and 5.28 display the inner wall temperature distributions. A similar pattern is
observed to the heat transfer, where a large non-uniform distribution of temperature
occurs and the highest wall temperature occurs at the point where the inlet jet impinges
against theinner wall. Thereisasudden jump from this region of high temperature (about
130°C) to the rest of the jacket (about 118°C).
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Figure 5.30 — Distributions of heat transfer coefficient and wall shear stress on the outer
wall (concave surface, viewed from the top) for the reversed flow simulation of the
water batch distillation experiment when the Huber set point temperature is 135°C.

Figures 5.29 and 5.30 display the distributions of heat transfer coefficient and wall shear
in the outer wall. Thereis ahigh heat transfer coefficient and high shear stress at the top
of the jacket, where the inlet jet enters the jacket, the flow is spreading throughout the
jacket and the highest velocities occur at thisinlet point.
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Figure 5.31 — Distribution of wall temperature on the outer wall (concave surface,
viewed from inside) for the reversed flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.
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Figure 5.32 — Distribution of wall temperature on the outer wall (concave surface,
viewed from the top) for the reversed flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.

Figures 5.31 and 5.32 display the outer wall temperature distributions. Compared to the

inner wall temperature distributions, most outer wall temperatures are higher (about

125°C). Thisis due to a lower overall heat transfer coefficient, where less heat is being

transferred at the outer wall.
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Figure 5.33 — Streamlines with vector arrowheads for the forwards flow simulation of
the water batch distillation experiment when the Huber set point temperature is 135°C.
Along each line, an arrowhead is displayed for every 1 second a DW-Therm particle

travels along the streamline.
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Figure 5.34 — Distributions of heat transfer coefficient and wall shear stress on the inner
wall (convex surface, viewed from the bottom) for the forwards flow simulation of the
water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.35 — Distributions of heat transfer coefficient and wall shear stress on the inner
wall (convex surface, viewed from outside) for the forwards flow simulation of the
water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.36 — Distribution of wall temperature on the inner wall (convex surface,
viewed from outside) for the forwards flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.
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Figure 5.37 — Distribution of wall temperature on the inner wall (convex surface,
viewed from the bottom) for the forwards flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.
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Figure 5.38 — Distribution of heat transfer coefficient and wall shear stress on the outer
wall (concave surface, viewed from inside) for the forwards flow simulation of the
water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.39 — Distribution of heat transfer coefficient and wall shear stress on the outer
wall (concave surface, viewed from the top) for the forwards flow simulation of the
water batch distillation experiment when the Huber set point temperatureis 135°C.
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Figure 5.40 — Distribution of wall temperature on the outer wall (concave surface,

viewed from inside) for the forwards flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.
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Figure 5.41 — Distribution of wall temperature on the outer wall (concave surface,
viewed from the top) for the forwards flow simulation of the water batch distillation
experiment when the Huber set point temperature is 135°C.

To compare the reverse flow with the forwards flow, the conditions were set to the same
values. Figure 5.33 displays the streamlines in the forward flow simulation. Relative
distributions of heat transfer coefficient, wall shear stress and wall temperature (and
explanations thereof) are the same as those in the previous section (5.5.1), but the
temperatures are higher because this experiment was boiling water rather than methanol.
These results are displayed in figures 5.34 to 5.41.
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Table 5.10 — Comparison of datafor the forward and reversed flow CFD simulations.

Water batch Water batch
Variable distillation, Tet = distillation, Tet =
135°C (forwards 135°C (reversed
flow) flow)
T ! °C 134.6 134.6
Tz | °C 130.8 131.1
T,/°C 100.0 100.0
Tamp °C 19.4 19.4
A"er%%e Tio ! 118.2 127.1
A"er%%e Toi ! 125.2 128.7
U; (input) /
Vl\/ 2 K 153 153
U, (input) /
W m2 KL 12.3 12.3
a,, (output) /
W m2 K- 293 268
@, (output) /
W m2 K- 376 242
Average inner
wall shear / 0.068 0.062
Pa
Average outer
wall shear / 0.164 0.034
Pa
q; | W m? 2999 2765
qo | Wm? 1692 1660
factory 111 1.07

The heat transfer coefficients and wall shear stresses are more spread out in the forwards
flow simulation. Despite the inlet jet impinging on the inner wall in reversed flow, the
average heat transfer coefficients and wall shear stresses are higher in the forwards flow
simulation. These variables are displayed in table 5.10. The value of factor: (see section
5.4.2 for explanation), and therefore the pressure drop, is aso found to be slightly higher
in the forwards flow simulation. Overall, the reversed flow conditions are thus less

desirable than forwards flow, but not drastically so.
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5.5.3 Heat Transfer asa Function of Height

Inner wall heat transfer coefficient as a function of jacket height
above the feed point

Inner wall heat transfer coefficient / W m=2 K1
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Figure 5.42 — Possible hesat transfer coefficient as afunction of jacket height above the
feed point, for theinner wall, in the annular part of the jacket.
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Figure 5.43 — Possible hesat transfer coefficient as afunction of jacket height above the
feed point, for the outer wall, in the annular part of the jacket.
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The temperature of the wall at a particular height was found in CFD-Post by setting an
iso-clip on the wall within aset height, in this case one millimetre thick. For example, for
the lowest analysed plane at height 0.02 metres, the corresponding wall temperature was
area-averaged over the height 0.0195 to 0.0205 metres. Thiswas donein intervals of 0.02
metres from height values of 0.02 metres to 0.30 metres, and at 0.31 metres. The reason
why a height of zero was not included is because this would include the temperatures of
the inlet pipe (the centre of which is defined as a height of zero). The reason why results
at 0.31 metres rather than 0.32 metres were taken is because 0.32 metres would include
the temperatures of the outlet pipe (which ranges from the z values of 0.3175 to 0.3425
m). The pipes were not included in the height cal culations because doing so would have
to involve working out the area excluding the pipes; an unnecessary complication.

Figures 5.42 and 5.43 display these selected possible heat transfer coefficients as a
function of jacket height above thefeed point. For the inner wall, the coefficient increases
up to about 0.09 metres (27% of the jacket height). Thisisdueto the flow partly attaching
itself to the back of the jacket on the inner wall (the Coanda effect). The coefficient then
steadily decreases as heat islost, up to about 0.25 metres (76% of thejacket height), where
it begins to increase again due to further flow attachment because the flow is disrupted
near the outlet point. For the outer wall, the coefficient is predominantly higher, and
steadily decreases along the entire jacket height, as the flow preferentially attaches to the

outer side due to the centripetal force directing the fluid around the jacket.

5.5.4 Comparison with the Resistance M odel

Engineering correlations to describe jacket side heat transfer coefficients are present in the
literature. However, they have some significant drawbacks. The correlations by Bondy and
Lippa (1983), Dream (1999) and Garvin (1999) consider only the inner film coefficient
(ai,), and the correlations by Gnielinski (2009) and Kakag et al. (1987) do not haveformulae

for scenarios with heat transfer from both walls of the annulus.

Bondy and Lippa(1983) and Dream (1999) both use acorrelation found in Perry and Chilton
(1973) for turbulent flow, the only difference being that Bondy and Lippa suggest neglecting
a term in unbaffled jackets. It makes a greatly significant difference whether this term is
included or not. Kakag et al. (1987) uses laminar flow only, so their correlation is excluded
in the table below.

To comparethese heat transfer coefficients, the CFD valueswereincluded, aswell asresults
from atypica 1D resstance model of the form displayed in figure 5.44. The resistance
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model schematic displayed has historicaly been the standard overall method of cal culating
the temperatures in a heat transfer process such as this. In this modd, a constant heat Q
passes from side 1 to side 2, through three layers of resistance: the film resstanceon side 1,

the wall resistance, and the film resistance on side 2.

T; Tgf Tez T
0 — e NN AN AN e 0
I Be ]
(D‘-“i)lr "':‘5‘{3 (I?'.“i);

Figure5.44 —Modd of heat transfer through three layers of resistance.

The inputs for the resistance model were al the values of temperatures and heat transfer
coefficients except the heat transfer coefficient on the jacket side. Putting in the same
temperatures, areas and heat transfer coefficients as were used as the boundary conditions
into the CFD defines dl inputs but the temperature on side 1. This can either be the average
of the jacket inlet and outlet temperatures, or the volume-averaged temperature in the entire

jacket from the CFD values (T,,,,). For most purposes, T,,, was used.

Table 5.11 displays the results of the calculations for heat transfer coefficients, including
correlations and the resistance model. Noticeably, the val ues predicted using the correlation
by Bondy and Lippa(1983) (whenusing T,,,) are similar to the results of the resistance mode!
when using the mean of the jacket inlet and outlet temperatures. In either of these cases,
however, the value of «;, is underpredicted compared to the values derived from the CFD
simulations. The Garvin (1999), Dream (1999) and Gnidinski (2009) correlations are
considered to be less suitable because the vaues are much higher, implying different

definitions of temperatures or different flow and heat transfer arrangements were used.

The results of evaluating correlations using the average of T,,,; and T,,,, rather than T,,, are
not significantly different, so only the values using T,,, are displayed in table 5.11. This
occurs because the correlations do not directly use the values of temperature, but rather use
Reynolds number, Prandtl number and viscosity. A small differencein temperature thuswill
hardly impact the corrdations, but will significantly impact the values given by the
resistance model. In a smilar manner, there is very little difference between the inner and
outer wall when using the engineering correlations, because the only difference is the wall
viscosity, which is raised to the power of 0.14 (and thus has arelatively small influence on

the overal equation).



153

Table5.11 — Average heat transfer coefficient comparison for theinner wall in the
water boiling experiment.

Experiment mean jacket inlet

temperature/ °C 129.4 | 134.6 | 1395 | 144.5 | 1495

CFD values
(using T,)
Bondy and Lippa

(1983) 185.8 | 184.8 | 186.8 | 193.4 | 198.5
correlation
Dream (1999)
correlation
Garvin (1999)
correlation
coefficient Gnidlinski '(2009)

correlation

aio/ .
w2k | resstancemodel |0 o | 376 | 2405 | 2463 | 2521
using CFD T,
resistance model
using 1924 | 191.8 | 194.3 | 201.3 | 207.7
(Tm1+ Tmz)/z
Minimum
(resistance model | 169.9 | 169.6 | 172.5 | 180.0 | 185.9
using T,,; only)

239.9 | 2389 | 241.0 | 246.8 | 252.3

421.6 | 419.2 | 423.9 | 438.9 | 450.3

Inner wall
heat
transfer

274.1 | 272.8 | 276.6 | 288.1 | 296.9

728.4 | 726.6 | 738.4 | 770.9 | 796.0

In table 5.11, differences between the CFD values and the resistance model were negligible
if the CFD geometry mode's area and the CFD simulation's volume-averaged bulk
temperature (T,,,) were used in both cases. This is a direct consequence of using the same
valuesfor everything except wal temperature (ANSY S CFX cdculateswall temperature as
adistribution across the surface).

The surface area of the experimental setup must bewell known, asthis can grestly affect the
film heat transfer coefficients when using the resistance model. For example, putting the
originally assumed jacket side outer wall area of 0.6356 m? instead of the CFD geometry's
own area (based on the known dimensions of the jacket) of 0.5384 m? into the resistance
model changes the predicted outer wall heat transfer coefficient from 278 W m? K to 52
W m? KL, Thisis because of the much larger temperature drop on the outside surface (side
2), soif thisisreduced by asmall percentage, since the overall temperature drop is constant,
the smaler temperature drop on the jacket side (side 1) is added to the large temperature
drop caused by the area change.
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56  Summary of Modelling the Plain Jacket
This chapter has relaxed the assumption of uniform upwards flow in the jacket, using a
model for pressure drop in the jacket with the Bernoulli equation, and CFD simulations
have been conducted on the jacket and process sides separately. The simulations appear

to agree reasonably with the experimental results and analysis.

Much can be learned from studying the results of the CFD models. Flow in the jacket is
non-uniform and heat transfer is greater near the inlet and outlet ports of the jacket.

Running a mesh-intensive CFD simulation may reveal details such as temperature hotspots
that could affect the process. Comparatively, the commonly used resistance model combined
with engineering correlations can be reliable as an estimate to expected average
temperatures. Predicted values of hesat transfer coefficient for the inner wall in the case of
Bondy and Lippa (1983) are at most 5% different from the CFD vauesin the inner wall, at
most 15% different in the outer wall. However, comparing the results of the resistance
model, this trand ates into a temperature error only up to about 1.1°C in both the inner and
outer wall. Other correlationswould have higher errorsin this case, but may be more suitable
for other geometries such as uniform annular flow, flow guided by vanes, or different jacket

types such as half-pipe or dimple jackets.

In cases such as when high mixing and/or boiling coefficients are used for the process side
—though these have a high degree of uncertainty —the values are usualy high enough not to
be the controlling factor for heat transfer. On the other hand, in the outer wall, the input
values often become the controlling resistance and require specific known conditions to

estimate, such as free convection of air on avertica surface (as detailed in section 4.3.2).
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6 MODELSTO INVESTIGATE THE PROCESS SIDE

6.1 Introduction to Modelling the Process Side

According to the literature, the assumption of perfect mixing in the process side (that is,
inside the vessel) is very robust for most applications. However, for very fast reactions or
very temperature-sensitive reactions “ CFD models should be definitely used” (Milewska
and Molga, 2010). Detailed understanding of the heat transfer and fluid flow in the
specific type of reactor under operation is therefore important in such situations.
Knowledge of the distributions of heat transfer coefficients is an essentia part of this,
because thiswill highlight areas of the reactor in which temperature peaks (or “hot spots”)

may OcCcur.

The dominant direction of flow in unbaffled vessel s agitated using a pitched blade turbine,
aswith most impellers, istangential. In an unbaffled vessel, the bulk of the fluid will thus
create a vortex. A lack of baffles will mean mixing and turbulence are reduced, and
resistanceto flow isreduced. The primary flow pattern generated by apitched three-blade
turbine is that the flow is directed downwards at the blades and moves upwards axialy
aong the wall. Secondary flow effects may include an outer, slower-moving flow
circulation that moves downwards closer to the wall. This is especially promoted if the
contents are cooling, as natural convection will aid downward flow at the walls. During
heating, natural convection will aid upward flow at the walls — however, in this CFD
simulation, the secondary effects of forced convection still result in net downward flow

near the walls despite the heating condition.

Areas for temperature peaks are known to occur in the centres of the recirculation zones
of the secondary flow, “since heat transfer is dominated by the secondary flow” (Pedrosa
and Nunhez, 2003). These zones are sower-moving than the primary flow zones

generated directly by the turbine and thus are less well mixed.

Brennan (1976) reviewed the vortex model s devel oped by Nagataet al. (1955), Braginskii
(1967) and Zlokarnik (1971). In these models, the flow was separated into an inner forced
vortex, which islike arotating cylinder of liquid, and an outer free vortex. This model of
aforced vortex in the centre and afree vortex on the outside, joined at a‘“ critical radius’,
is widely used in predicting the free-surface profile, for example in Nataga (1975), but
the focus has been on Rushton turbines and flat-blade impellers, rather than pitched blade

turbines.
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Correlations for predicting the vortex depth, defined as the distance between the initial
surface height and the surface height at the centre of the vortex, for variousimpeller types,
have been reported by Rieger et al. (1979). Equation (6.1) is such a correlation, derived
from an experimental investigation to provide the vortex depth for a pitched three-blade
turbine, for aGalileo number between 108 and 10'°, using an empirically derived constant
(B4) of 0.71 + 0.03 under these conditions.

hy/d = BlGaO.069(D/d)—0.038Fr1.14Ga_0'008(D/d)_O'OOB (6.1)

Nagata (1975) provided equations to describe the vortex profile in a six-bladed Rushton
turbine, which were later used by many authors, including Haque et al. (2006). This
profile is compared to the CFD results for the three-bladed pitched turbine used in this
investigation.

Nagataet al. (1972) provided acorrelation, equation (6.2), for predicting the average wall
film heat transfer coefficient on the inside surface of an unbaffled agitated vessel from
the Nusselt number in terms of a Reynolds number, a Prandtl number, a viscosity ratio
and parameters related to the turbine: b is the turbine blade width, 9,, is the blade angle
measured from the horizontal, d is the turbine diameter and n;,; is the number of blades.
This equation aone is not suitable for the type of problem discussed in chapter 4, as it

does not account for boiling.

, 0.2 0.2
5b Slgwbl)l (%) [sin(9,,)]%° (6.2)

Nu;; = 0.54Re?67pr0-33yj0-14 l

6.2 CFD Modelling of the Process Side

6.2.1 CFD Simulation Methodology

Figure 6.1 displays the ‘domains’ used in the CFD simulation (on ANSY S CFX) for the
impeller (purple) and tank (green). An optional wall mesh (red) was used in non-
isothermal simulations. The ‘ANSYS Meshing' program was used to automatically
generate a mesh for the impeller using tetrahedral elements, because of the complex
geometry involved. ANSY S ICEM was used to make the mesh for the rest of the tank,
which had a height 0.2 metres higher than the top of the jacket. This was to ensure no
water could reach the top of the tank domain, which would cause problems asit would be
deleted from the simulation.
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The ‘2D bump tutoria’ in ANSY S CFX was first practised to learn how to simulate a
two-phase problem with water and air. The initial volume fraction distribution and
pressure distribution had to be set. This required knowledge of an initial water level.

Figure 6.1 — The computationa domains of the process side and wall mesh.

In the ANSY S program ‘ DesignModeler’, clicking on any “body” (which means any 3D
part of the model), automatically displays values such as the volume. For example the
“process’ body, when clicked on without the stirrer, takes up 26.589 litres. The volume
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of the stirrer is then taken off this value, and the volume of a cylinder with ahole in it
(hole diameter the same asthe stirrer shaft, which is0.034 m) and outer diameter the same
as the process side of the vessel, which is 0.308 m) can be used to calculate the liquid
height at which 20 litres of substance is in the process side. This can then be used to set

theinitial volume fraction of air and water in the process side.

The conservation equations for mass, momentum and energy were used by all CFD
programs and implemented in the simulations in this thesis. These have been discussed
in section 5.3.1. Both the standard k-¢ turbulence model and the shear stress transport
(SST) model were used to model turbulence. These models have been described in detail
in section 5.3.2. The BSL RSM was also attempted, however, al attempts failed for
unknown reasons. Thisis discussed more in section 6.2.3.

According to ANSY S Help (2013), the ‘homogeneous model’ should be selected if “the
interface is distinct and well-defined everywhere”. This condition applies in this
simulation. The homogeneous model solves the conservation equations using the same
velocity and temperature fields across both fluids.

The interface capturing method described in Zwart et al. (2003) was used. ‘Aggressive
interface compression’ is used by default in ANSY S CFX, athough an option exists to
disableit if needed.

The detailed equations describing the ‘homogeneous' two-phase model in ANSY S CFX
are provided in Zwart (2005). For two-phase liquid-vapour systems, asin thisthess, the
liquid continuity equation is used, where the subscripts [ and v represent the liquid and

vapour phases respectively, and p;,, represents the rate of mass transfer from vapour to

liquid:-
dxipy  0xipv; |

The volume continuity equation, assuming incompressible phases (as is the case with

water and subsonic air) is:-

o0 b)) (6.4)
dsi "U\p, py '

The bulk momentum equation is:-
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6(51:1') + a(ﬁ;v;]vl) — _g_fi + pg; + Z—Zl (6.5)
where:-

p = x1p1 + Xypy (6.6)
and:-

. _(0v; dv;

Li=H (6_51 + 3 Si> (6.7)
where:-

A= Xy + Xyl (6.9)

Finally, the volume fraction constraint is:-
x+x,=1 (6.9)

According to Zwart (2005), this system involves six equations for the six unknowns,

which are v; (three directions), p, x; and x,.

ANSY S Help section 7.18 of the CFX Modelling Guide states that the inhomogeneous
model isto be used when entrainment of one phase into the other is expected, so that the
phases can separate. Hence, as no entrainment is expected in this ssimulation, the

homogeneous model was selected.

The University of Leedss ‘ARC2 computing facility could not run the internd
simulation at first and produced an output file suggesting to set the expert parameter
‘topology estimate factor zif’ to avalue above 1.0 but not as high as 1.2.

The description of the expert parameter ‘topology estimate factor zif’ in ANSY S Help,
CFX Modeling Guide section 17.3.4 (Convergence Control Parameters) (ANSY' S, 2013)
was that it was an internal memory factor, so shouldn't affect the results.

A ‘topology estimate factor zif’ value of 1.15 wasiinitially put into the ARC2 simulation
with the internal content and wall with heat transfer (thermal run). The corresponding
desktop run had no such expert parameter set. A different level of convergence was the

only other differencein theserunsasaresult of the differencein running time (momentum
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equation residuals of approximately 10 in the desktop run and 10 in the ARC2 run).
Note that these residual values were not part of the convergence criteriain this case, as
minimum residuals were turned off and the simulation was | eft to converge for two days
in the desktop run and 8 hours in the ARC2 run. Comparison of these results produced
apparently different values—avisually deeper vortex (by about 1 centimetre) was present
in the ARC2 run (with the expert parameter active). An inquiry submitted to ANSYS
customer support confirmed that this difference could not be dueto the ‘ topology estimate

factor zif’ because it isamemory allocation factor.

Consequently, a further set of isothermal runs were conducted, with the convergence
criteriaof 10 asthe stopping condition. Again, the desktop run had no expert parameters
and the ARC2 run had the expert parameter ‘topol ogy estimate factor zif’ set to 1.05. This
value was sufficient in this case. Thistime, there was no significant difference in vortex

depth or maximum velocity between the two runs.

One of the suggested options to more accurately resolve the interface between the air and
water was ‘mesh adaption’. Thisis the process of refining the mesh (decreasing the cell
size) at the place where the interface is expected. ANSY S CFX does offer an option to do
this automatically — however, when * mesh adaption’ was selected, CFX-Pre (version 15)
did not allow it, instead producing the message: “Mesh Adaption is unavailable for multi
domain cases, cases with external solver coupling, elapsed time control, transient, mesh

motion, radiative tracking or particle transport cases or until aDomain has been created!”

Parallel processing was thought to be a factor as to why some problems kept occurring
with the simulation, as ANSY S Help, CFX Modeling Guide section 7.18.5.9 (ANSY'S,
2013) suggested that a free surface model where a portion of the partition boundary is
aligned with the free surface can cause problems with paralel processing. The guide
suggested using “coupled partitioning” or reducing the value of the expert parameter
‘overlap relaxation fluids' from its default value of 1. However, this parameter was not
adjusted during these smulations. Additionally, serial processing on the desktop may be
sufficient to overcome this problem, although the computational power of the desktop

used isfar lower and the maximum memory may be insufficient.

6.2.2 Boundary and Setup Conditions
For the flow calculation, a non-dlip boundary condition was implemented on al walls.
The log law of the wall was used by default. The top of the ullage region was set as an

‘opening’ with an ‘entrainment’ type selected, which was set to 1 atmosphere pressure



161
and a constant volume fraction of 1 for air and O for water. In the non-isothermal
simulations, the ‘opening’ was set to a constant temperature of 30°C. Any air escaping
the boundary due to convection would thus be replaced with air at 30°C. When heated,
this would induce natural convection in the air, where air at 30°C would come down at
the centre of the vessel while hotter air would rise at thewalls, because the walls are hotter

due to the jacket heating the contents.

Figure 6.2 displays the thermal boundary conditions used for the non-isothermal flow
(semi-conjugate) calculation. The walls were divided into an upper (ullage) section and a
lower (jacket) section. The upper wall was exposed to the ambient temperature (Tamn) and
the lower wall (the outside of the wall mesh) was exposed to the mean jacket heat transfer
medium temperature (Tm), which was treated as constant.

L e /]\ - T Q:i.;
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Figure 6.2 — Thermal boundary conditions for the semi-conjugate simulation.

At the walls, an external heat transfer coefficient including conduction and convection
resistances and external temperature were specified. This procedure is the same as
discussed in section 5.3.5.

For the lower wall, the mean jacket temperature was set to 78.2°C, based on the
experiment, and the heat transfer coefficient was set to 220 W m2 K™1; areasonable guess
based on the values discussed in section 5.5.4.

The upper wall used the ambient temperature of 20°C. The heat transfer coefficient in the
upper wall accounts for the conductive resistance of the upper wall and the outside
thermal resistance — free convection and radiation on the outer side. The assessed value
used in this casewas 12 W m2 K; again based on the possible val ues discussed in section
5.54.
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To connect the different meshes (tank to impeller and tank to wall), ‘genera grid
interfaces (GGI) were set up at the boundaries between them. According to the ‘CFX
Help’ documentation, “a control surface approach is used to perform the connection
across a GGI attachment or periodic condition”. Additionally, “A physically based
intersection algorithm is employed to provide the complete freedom to change the grid
topology and physical distribution across the interface.” The documentation does not
provide the equations used, for commercial reasons.

ANSY S CFX cannot simulate different fluidsin different domains unless the settings for
“constant domain physics’ and “default domain” are disabled. In ANSY S 15, thisis a
‘beta feature’. In future versions it might become a more standard feature of ANSY S
CFX.

The shaft (inner tank domain wall) and the impeller domain were set to rotate at 180 rpm
(corresponding to a Reynolds number of 7.67x10* at 30°C). Gravity wasset as-9.81 ms
1in the vertical direction. The homogeneous multiphase flow model was used. For heat
transfer, the separate ‘homogeneous option was selected (which means the same
temperature field will be used for both phases) and the ‘thermal energy’ option was
chosen, which means the energy contribution due to viscous work is ignored — this is

recommended for subsonic flow.

Aninitial pressure and volume fraction of water had to be specified in the simulation, so
an initial height was required. The liquid level in the reactor when 20 litres full was the
same as the tank diameter (0.308 m) when measured from the bottom of the vessel. Based
on the coordinate system in the simulation (with the centre of the jacket inlet pipe marking
the base height of zero), the water level was assessed to be at a height of 0.2733 metres.
Above this height, the initial volume fraction of air was set to 1 and the initial volume
fraction of water was set to 0. Below this height, theinitial volume fraction of air was set

to 0 and theinitial volume fraction of water was set to 1.

Theinitial pressure was set asthe hydrostatic pressure of the water, proportional to height
under the surface pressure of 1 atmosphere. This was set using equation (6.10), where z

isthe height value in the simulation's coordinates.

Pwater = xwaterpwaterg(0-2733 - Z) (6-10)

Theinitial pressure of the air above the surface was set to 1 atmosphere (independent of
height).
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The simulation was set to ‘steady state’ in order to investigate the heat transfer rates. It
should be noted that the heat transfer processto be modelled isintrinsically transient (non-
steady state) in redlity, but the cal culation method uses “ pseudo time steps”’, in which the
water gradually heats up from the initial temperature (30°C). This was deemed sufficient
for an initial investigation, although it meant that the final water temperature needed to
be used in estimating the temperature difference for the heat transfer investigation.

The typical maximum time scale to be used (in each pseudo time step) was worked out
by using the reciprocal of the rotational speed in radians per second. This worked out as
0.053 seconds, but a smaller value (0.026 seconds) was used to provide greater stability

in the solution’s convergence.

6.2.3 Grid and Turbulence Mode Independence Tests

Coarse, medium and fine meshes were constructed for the tank, while only medium and
fine meshes were made for the turbine. A single size of mesh was also used for the inner
jacket wall in the lower half of the vessel. Table 6.1 lists some details of the grids used
for the simulation (impeller, tank and wall) — number and type of cells, maximum cell
edge lengths and the refined cell edge lengths of the cells adjacent to thewall (labelled as
the “near-wall cell edge length”). Note that the ‘ coarse’ impeller mesh was used with the

‘coarse’ tank mesh, and the ‘fine’ impeller mesh was used with the ‘medium’ and ‘fine’

tank meshes.
Table 6.1 — Details of the grids for the tank and impeller.
Number Maximum cell
Mesh ofcallsx | YPEOT 1 cigelength s | Near-wall cll
) cells edgelength / mm
10° mm
Impeller (Coarse) 3.69 Tetrahedral 6.8 0.034
Impeller (Fine) 5.42 Tetrahedral 5.0 0.022
Tank (Coarse) 6.90 Hexahedra 54 0.800
Tank (Medium) 275 Hexahedra 2.9 0.100
Tank (Fine) 96.2 Hexahedrad 15 0.100
wall 1.68 Hexahedral 2.0 N/A

Figure 6.3 displays the predicted tangential velocity profiles for the three grid sizes (see
Table 6.1) obtained using the standard k- model. Theresults are very similar for al grid
sizes. On the other hand, Figure 6.4 displays some different profiles depending on the
grid used with the SST model. Further refinement isrequired for the SST model, although

thiswas not practical without further investment of time and computational resources. In
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the main simulations and analysis, the medium mesh was used with the standard k-¢
model.

The curvature corrected SST model was also tested, but the results again were

inconsistent, so further refinement will be needed.
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Figure 6.3 — Predicted tangential velocities, at a height of 0.1 m above the jacket inlet
port, using three mesh sizes and the standard k- model.
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Figure 6.4 — Predicted tangential velocities above the gap between the blades, at a
height of 0.1 m above the jacket inlet port, using three mesh sizes and the SST model.
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The BSL Reynolds Stress model could not run when the process side simulation was
involved, and an investigation into thislead to the use of the Explicit Algebraic Reynolds
Stress Model (EARSM), which produced results that had a very large error in mass
conservation (such as the water level dropping by about 50%). This was speculated to be
due to poor mesh quality in the automatically generated, tetrahedral ANSY S mesh (in
which one single cell was identified to be over the acceptable skewness), although it is
unknown if the automatic mesh generator in ANSY S Meshing can alter individual cells
to reach any acceptable level. Further development of automatic meshing software may

be required.

6.2.4 Flow Pattern
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Figure 6.5 — Predicted velocity vectors (coloured by tangential velocity) and
streamlines (purple) using the standard k- model and the medium grid.

Figure 6.5 displays the flow pattern in the tank using the vel ocity vectors and streamlines
obtained with the k-¢ model and the medium grid. The magenta line in the right-hand
image displaysthe position of the vertical plane seen from above. Asexpected, the motion
of the water in the vessel agitated by the pitched blade turbine creates a toroidal vortex
around the impeller, with the liquid being drawn down aong the impeller shaft and up
further away. However, this effect does not reach the walls, so there is also an outer,
slower toroidal vortex and a small downward velocity close to the walls. This is
considered part of the secondary flow, so “hot spots’ are more likely to occur in these

regions as well as nearer the surface where the turbulence is lower.

At the blades, there is a much stronger downward motion, due to the blade pushing the
fluid downwards. The asymmetry in the flow field is due to the position of the turbine
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blades with respect to the vertical plane as displayed in the right-hand image in figure 6.5.
Heat transfer and turbulence are greater in this part of the vessel.

0.7

0.6

0.5 M

0.4 A\ .
—— Below impeller
——Mid-impeller
0.3

) /// —— Above impeller
0.2 ——Below surface
0.1 /

0.0

Tangential velocity / m s-1

0.00 0.04 0.08 0.12 0.16
Radius / m

Figure 6.6 — Tangential velocities at different heights (between the blades) predicted
using the standard k-¢ model.
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Figure 6.7 — Tangentia velocities at different heights (at the blades) predicted using the
standard k- model.

Figures 6.6 and 6.7 display theradial profiles of the tangential velocity obtained using the
k-& turbulence model at key vertical locations along the liquid height. Figure 6.8 displays
all of these heights relative to the liquid depth in the reactor as magentalines, as avisua

indicator, aswell asthelocation of the vertical plane with respect to theimpeller position.
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Figure 6.6 displaysthe velocitiesin the vertical planelocated between two turbine blades,
whereasfigure 6.7 displaysthe velocitiesin the plane aligned with the turbine blade itself.
Above and even at the impeller, there is little change in the flow as the blade passes.
Below theimpeller, the tangential velocity increases rapidly —when the blade is passing,
closer to the shaft, the tangential velocity drops from 0.4 to 0.3 ms™. Thisis due to the
flow being re-directed downwards at this point. The velocity vectors in figures 6.5 and
6.8 aso display this effect.
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Figure 6.8 — Indication of height lines used in figures 6.5 and 6.6.

6.25 Vortex Geometry

The distribution of volume fractions of water and air in the tank isdisplayed in figure 6.9,
which aso reveals the shape of the vortex. As can be seen in the figure, the air-water
interface is not very sharp, which could be due to numerical errors. The shape of the
vortex (that is, free surface profile) in figure 6.5 and figure 6.8 is not well defined and
varies significantly with the value of liquid volume fraction (LVF) used to capture the

air-water interface.

A rangeof LVF vauesbetween 0.5 and 0.9 has been used in previous studies (for example
Haque et al., 2006 and 2011). In figures 6.5 and 6.8, three surface profiles are visible on
the image as black lines at the surface, corresponding to LVFsof 0.1, 0.5and 0.9, similar
to theimagesin Zwart et al. (2003). The surface profiles for an LVF of 0.1 and 0.5 have
araised section, within which the profile seems to follow a “forced vortex” shape, and
outside which it seems to follow a “free vortex” shape. It is interesting to note that this

may be related to the point of transition between the “forced” and “free” vortices,



168
predicted by the simulation. The surface profilefor an LVF of 0.9 displays atypical “free
vortex” shape, only appearing “forced” right at the shaft.
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Figure 6.9 — Volume fraction contours obtained using the medium grid and the standard
k-& modél, for the steady state process-only simulation.
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Figure 6.10 — Possible vortex profiles from the CFD (using athree-bladed pitched
turbine) in comparison with Nagata's (1975) correlation (for a six-bladed Rushton
turbine).

Figure 6.10 displays possible vortex profilesfrom the CFD simulations based on different
valuesof LVF. Usingan LVFof 0.1 (red line) or 0.9 (blueline) appearsto deviate strongly
from the expected surface position (that is, significantly far from the initial flat height),
whereas the LVF of 0.5 (green line) lies in the expected area. However, the shape of the
surface profile for an LVF of 0.5 is very different from that calculated using the Nagata
(1975) correlation (black solid line), which uses a Rushton turbine rather than a pitched
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blade impeller. The surface profiles for the free curve and the forced curve are aso
displayed in figure 6.10, to demonstrate the shape only. These profiles are derived from
the equations given in Rieger et al. (1979) with the vortex depth and the tank wall depth
(also calculated by equationsin Rieger et al., 1979) asinput parametersfor the forced and
free vortex, respectively, hence these profiles do not match up with the appropriate initial
flat height displayed (all profiles ideally should cross the initial flat height line due to

conservation of mass).

6.2.6 Heat Transfer

For the steady state semi-conjugate CFD simulation, figure 6.11 displays the temperature
distribution inside the vessel and figure 6.12 displays the temperature distribution at the
vessel wall (T;;). Infigures 6.11 and 6.12, theimageis cut off just below the water surface
in order to alow the distribution below the surface to be displayed with more contrast,
because the wall temperature above this point is much higher than below the surface. A
small temperature range of 0.4°C isused infigure 6.11 otherwise these small temperature

variations would not be visible, as the mixing evens out the distribution quite effectively.
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Figure 6.11 — Water temperature distribution in the bulk of the tank, for the steady state
semi-conjugate simulation.

Higher temperatures occur at the toroidal section of the wall and above the liquid surface.

The toroidal section is within the zone of secondary flow, described by Pedrosa and

Nunhez (2003), and is where the greatest temperature spikes are expected. The higher

temperature above the liquid surface is due to the low thermal conductivity of air, so the

temperatures here are closer to the jacket temperature.
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Thelowest wall temperatures occur at the bottom of the jacket, because of the higher heat
transfer coefficient (a;;) in thisregion. Asthe water is forced downwards in these areas,
thetemperatures at thewall are closer to thetemperaturein thevessel. These higher values
of heat transfer coefficient result from higher shear stressin these areas, as described in
Mahmud et al., (2015).
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Figure 6.12 — Distribution of temperature at the vessel wall for the steady state semi-
conjugate simulation.

Asdescribed in section 5.3.4, and in Bentham et al. (2015a), it was assessed that the flow
pattern in plain jackets includes amajor ‘dead zone' (very low flow) at the bottom of the
reactor, where natural convection dominates, and so the coldest jacket temperatures (T;,)
tend to occur here, regardless of whether the overall processis of heating or cooling the
vessel contents. As the bottom of the vessel has a higher heat transfer coefficient inside
the vessel due to the impeller, the heat transfer is especially dominated by the jacket in

these areas.

The distribution of heat transfer coefficient on the bottom and sides of the tank displayed
in figure 6.13. The simulation uses the procedure outlined in section 5.5.1 to assess these
values. This image is not cut off near the water surface, and displays the very low heat
transfer coefficient resulting from the low conductivity of air. These results are visually
similar to those found in Milewska and Molga (2010), which display three areas of high
heat transfer coefficient below the pitched blades of the impeller. Figure 6.14 displays a
similar pattern for the wall shear stress, as is expected considering the results of
simulations in chapter 5.
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Figure 6.13 — Distribution of heat transfer coefficient at the vessel wall, for the steady
state semi-conjugate simulation.
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Figure 6.14 — Distribution of wall shear stress at the vessel wall, for the steady state
semi-conjugate simulation.

The highest values of heat transfer coefficient and wall shear stress occur where the three
pitched blades forced the liquid downwards. Below the blade tips, in this smulation, the
heat transfer coefficient reaches a maximum of 3800 W m? K- and the wall shear a
maximum of 1.46 Pa. At the walls, the average wall heat transfer coefficient (based on
the procedure outlined in section 5.5.1) is predicted as 3280 W m? K-* (corresponding to
aU; vaue of 101.5 W m?K™). This value of a;; is somewhat higher than the prediction

of 2663 W m? K-* (corresponding to a U; value of 100.8 W mr? K-*) from the correlation

of Nagata et al. (1972), displayed in equation (6.2) (see section 6.1). However, both
predictions are still high enough to mean that the dominant resistancesto heat transfer are
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those of the wall and jacket, which is why the U; values are so similar. The average wall

shear in this caseis predicted as 1.08 Pa.

The definition of theinside film heat transfer coefficient depends on the temperature used
(Tger inequation 6.11). This depends on the location of the temperature used as Ty, . For
example, using the inner temperature of theliquid (at the shaft), the average value of heat

transfer coefficient in the simulation is 1142 W m2 K1 (corresponding to a U; value of
96.0W m?K™Y). Thisvalueof a;; issignificantly lower than the 2663 W m2 K predicted
using the Nagata et al. (1972) correlation (again, the overall U; is similar because the

jacket and wall are the controlling resistances).

éIW = aw(Tw - Tdef) (611)

In the ANSY S CFX software, the ‘wall heat transfer coefficient’ («,,, which in this case
iSa;;) is obtained using the procedure outlined in section 5.5.1. The definition of the
temperature difference hereis not recommended — athough it often provides areasonable
estimate that falls within theoretical values, it is often a smaller temperature difference
because the temperature is taken to be nearer to the wall rather than the average or bulk
temperature. A lower temperature difference will mean alarger heat transfer coefficient
is calculated. Using this procedure, the heat transfer coefficient on the process side in the
CFD simulation was assessed as an average of 3213 W m2 K™,

Variation of film heat transfer coefficients at the inner wall
during water heating
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Figure 6.15 — Interdependence of inner and outer wall film heat transfer coefficients.

Figure 6.15 displays the jacket side film heat transfer coefficient (vertical axis) vs. the

process side film heat transfer coefficient. The resistance to heat transfer in the 6 mm
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glasswall provides a heat transfer coefficient of 200 W m2 K2, so thisis usually the main
controlling resistance because of the relatively low thermal conductivity of glass (in this
case, 1.2 W mt K1), If the jacket film heat transfer coefficient is between about 150 and
200 W m2 K™, as predicted using the correlation of Bondy and Lippa (1983), and/or the
process side film heat transfer coefficient is above about 800 W m? K1, as is predicted
both by Nagata's (1972) correlation and the CFD simulations, the resistance to jacket side
heat transfer becomes another controlling resistance and the process side heat transfer

coefficient becomes less relevant overdl.

6.2.7 Transient Semi-Conjugate Simulation

Results have been obtained for a transient simulation using the initial conditions as the
steady state semi-conjugate simulation results obtained in sections 6.2.4 to 6.2.6 (k-¢
model, medium grid). For this ssmulation, the settings and boundary conditions were the
same as described in section 6.2.2, except that the ‘transient’ setting was active and the
time setting were set to run for time steps of 0.0025 seconds for 100 seconds maximum.
However, the maximum elapsed run-time of the ssimulation was set to 8 hours, which is
not enough to simulate 100 seconds of operation. In the final results file, 11.09 seconds
of operation had been simulated at the final time step. This was deemed to be a sufficient
time (by the author), and the results obtained were indeed reasonable.
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Figure 6.16 — VVolume fraction contours for the transient semi-conjugate simulation.

The distribution of liquid volume fraction (LVF) is much better defined in the transient
simulation, as is displayed in figure 6.16. Although the overall transition is a little
smoother compared to the steady state simulation (figure 6.9, in section 6.2.5), the shape
of the surface is more well defined. Thisisalso visiblein figure 6.17, which displays the
streamlines and velocity vectors, in asimilar fashion to figure 6.5 (in section 6.2.4). The
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black wavy lines at the top of figure 6.17 indicate the positions of the LVF of 0.1, 0.5 and

0.9, from top to bottom.

The streamlines in figure 6.17 also present, as in the steady state simulation, zones of
secondary flow near the walls (a slow-moving toroidal vortex that runs down the walls

and up in the middle next to the primary flow zone).

Figure 6.18 displays the distribution of wall temperature in the transient semi-conjugate
simulation. This is as would be expected — a large temperature drop through the wall,
caused by the low thermal conductivity of the glass (1.2 W m™ K2, about atenth that of
steel) and high resistance to heat transfer. The wall temperature above the surface,
however, stays amost equal to the set jacket temperature of 78.2°C. This is due to the
low thermal conductivity of air (0.03 W m™ K1) compared to the water (0.62 W mt K1),
aswell asthe comparatively low wall shear (lack of agitation) in the areas exposed to air.
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Figure 6.17 — Streamlines and velocity distributions for the transient semi-conjugate
simulation.

Figure 6.19 displays the distribution of heat transfer coefficient and figure 6.20 displays
the wall shear stress. The images display results only at an LVF above 0.5 (being defined
as below the surface of the water in this case). Below the water surface, the average heat
transfer coefficient is 3207 W m2 K™ (corresponding to a U; value of 101.4 W m?K™)
and the average wall shear stress is 1.07 Pa. The wall shear stress and heat transfer
coefficient follow a very similar pattern to one another, as expected and similarly to the
previous steady state simulations. The lower value of heat transfer coefficient (and lower

shear stress) above the surface appearsto be primarily due to the much lower density (and
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hence much lower momentum) of the air. The highest value of heat transfer coefficient is

located below the impeller blades, where the water is being forced downwards.
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Figure 6.18 — Wall temperature distribution in the transient semi-conjugate simulation.
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Figure 6.19 — Heat transfer coefficient distribution at the vessel wall, for the transient
semi-conjugate simulation.
Figure 6.21 displays the wall temperature distribution. In this simulation, the average
temperature at the wall, under the water surface, is 38.6°C. The temperature distribution
appears to be amost the inverse of the heat transfer coefficient distribution, displaying
high temperatures at the wall (due to the glass above the water surface heating up across
the entire wall profile as explained previously) and low temperatures below the impeller
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blades. These low temperaturesin this case are entirely due to the impeller bladesforcing
the colder parts of the fluid onto the wall surface. This is because the jacket temperature
distribution has not yet been combined as it would be in afull conjugate simulation.
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Figure 6.20 — Shear stress distribution at the vessel wall, for the transient semi-
conjugate simulation.
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Figure 6.21 — Temperature distribution at the vessel wall, for the transient semi-
conjugate simulation.

40.5

40.0

39.5

39.0
[°C]

Figure 6.22 displays the temperature distribution inside the vessel, for the transient semi-
conjugate simulation. Thisis similar to the steady state conjugate simulation displayed in
figure 6.11 (in section 6.2.6). Asin the steady state version, the temperature variation can
only be seenif therangeisnarrowed (in thiscaseto 0.5°C). Thisisdueto the effectiveness

of themixing. Inthewater, again, higher temperatures are seen at the bottom of the vessdl,
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particularly near the toroidal section and in the zones of secondary flow, similar to section
6.2.6. Much higher temperature differences are seen in the air, again due to the lower
thermal conductivity of the air. The air is heated up by the wall and rises out of the
simulation space by natural convection. An equivaent volume of air at 30°C enters via
the opening at the top. However, interfacial thermal conduction is not sufficient to affect
the heat transfer and water temperature distribution compared to the effect of heating from
the jacket.
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Figure 6.22 — Temperature distribution within the vessdl, for the transient semi-
conjugate simulation.

6.3  Summary of Modelling of the Process Side

Using CFD, the flow in the process side has been modelled using an isothermal model
(with no wall mesh) and the flow and heat transfer have been modelled using a non-
isothermal semi-conjugate model (with awall mesh to add thermal inertia from the wall,
but keeping the assumption of a constant jacket temperature). A steady state simulation
and atransient simulation have been run for the semi-conjugate model.

The results obtained were similar to those predicted in similar CFD simulations in the
literature (Milewska and Molga, 2010). Predicted vortex geometry is dissimilar to
correlations found in the literature which assume a central forced vortex and outer free

vortex, athough this may be due to the different impeller type used. Additionally, the
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vortex is difficult to define due to the gradual change in volume fraction as a result of

numerical errors. Inreality, the volumefraction hasastep change and isvery well defined.

Table 6.2 displays the average values obtained from the steady state and conjugate
simulations. The steady-state and transient results are very similar, providing some
support to the possibility that steady state simulations with pseudo time steps can be used
in place of transient simulations. However, thisis just one instance, so many more CFD
simulations will have to be done to come to that conclusion.

Temperatures are not included in table 6.2 because the ssmulations were heated up for
different amounts of time, thus they are not relevant for comparison between the two

cases.

Table 6.2 — Average va ues obtained from the conjugate and semi-conjugate

simulations.
Simulation @i | Wall shear
W m?2K?!| dress/Pa
Steady state semi-conjugate 3280 1.08
Transient semi-conjugate 3207 1.07

In the process side, hot spots are expected near the wall at the top and bottom of the
reactor, particularly in zones of secondary flow wherethe mixing islessened. Asthe water
level is below the jacket, high temperature variations occur a the walls near the top

because of insulation from the air.
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7 CONJUGATE SIMULATION

7.1  Introduction to Conjugate Modelling

Through chapters 5 and 6, more of the assumptions laid out in section 4.2.1 have been
relaxed. In this conjugate CFD simulation, the only assumptions still in place are that a
steady state can apply and that there is a uniform constant ambient temperature and

uniform constant heat transfer coefficient on the outer walls.

7.2  Steady State CFD Conjugate Simulation

7.21 Boundary and Setup Conditions

The conjugate simulation used the same settings and boundary conditions as the non-
isothermal simulation with awall mesh (see section 6.2.2 for the boundary valuesinput),
and combined these with the jacket mesh and boundary conditions from section 5.3.5,
except for the differences outlined as follows. The main difference was that the jacket
temperature was not constant — instead it was based on the originally measured jacket
inlet temperature (T,,,,) of 80.6°C. A genera grid interface (GGI) was used on both sides
of the wall. A visua representation of the thermal boundary conditions is displayed in

figure 7.1.
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Figure 7.1 — Thermal boundary conditions and paths of heat in the conjugate
simulation.

Asin the non-isotherma simulation, the objective of this simulation was to assess the heat
transfer to the water from the jacket at an instant in time when the jacket inlet temperature
was 50°C higher than the processtemperature, and the processtemperature was not expected
to be significantly higher than 30°C. The effect of heat transfer from the water outside the

simulation boundary was therefore expected to be negligible in this smulation, so the
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constant temperature ‘opening’ boundary condition at the top was deemed acceptable,
despite being unphysical.

Grid independence tests were not performed on the full conjugate simulation, because
they were already performed on all meshesin the separate jacket and process simulations.

Figure 7.2 — Computational domains used in the conjugate simulation.
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Figure 7.2 displays the full extent of the meshes (or ‘domains’) used in ANSY S CFX. In
thisimage, the jacket mesh isin blue, the wall meshisin red, the tank mesh in green and
the impeller mesh in purple. This chapter deals with all four meshes simultaneously.

The model used in the only successful full conjugate run was the curvature corrected SST
model, on the medium meshesfor the tank and impeller and the coarse mesh for the jacket,
and in steady state mode. In chapter 6, the SST model was concluded to need more
refinement in the tank and impeller domains. Hence, the results are not entirely
quantitatively realistic. However, much useful information can still be derived from this

simulation.

7.2.2 Conjugate Heat Transfer Simulation

The resultsin this section will be presented in a similar fashion to section 5.5. However,
the data are only displayed for the inner wall, as the general phenomena at the outer wall
have aready been investigated in section 5.5. Again, it must be emphasized that the
variationstaking the form of vertical linesvisiblein theseresults are a purely result of the

polygonal structure of the mesh and not an intrinsic feature in reality.

Wall Heat Transfer Coefficient Inner wall, jacket side (Convex surface)
600

500

400
360°

300
[W mA-2 K*-1]
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Figure 7.3 — Heat transfer coefficient on the jacket side of the inner wall, for the full
conjugate simulation. View from the outside.

Figures7.3to 7.8 display resultsfor the jacket s8ide. Infigures 7.3t0 7.6, the heat transfer
coefficient and wall shear stress again appear to follow similar distribution patterns. The

average value of the jacket inner wall heat transfer coefficient is predicted to be 289
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W m?K-1, which is similar to that predicted by literature correlations and other CFD
results (discussed in section 5.5).

600 Wall Heat Transfer Coefficient
Inner wall, jacket side (Convex surface)

500

400

300
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Figure 7.4 — Heat transfer coefficient on the jacket side of the inner wall, for the full
conjugate simulation. View from the bottom.
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Figure 7.5—Wall shear stress on the jacket side of the inner wall, for the full conjugate
simulation. View from the outside.
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Wall Shear
0.6 Inner wall, jacket side (Convex surface)

0.0 [Pa] 90°

Figure 7.6 —Wall shear stress on the jacket side of the inner wall, for the full conjugate
simulation. View from the bottom.

Tem%)gr ature Inner wall, jacket side (Convex surface)

Figure 7.7 —Wall temperature on the jacket side of the inner wall, for the full conjugate
simulation. View from the outside.

A pattern which appears to be the result of natural convection is visible at the bottom of
the wall in figures 7.4, 7.6 and 7.8. The average wall shear stress on the jacket side is
predicted to be 0.089 Pa. In general, the areas of higher wall shear and heat transfer
coefficient on the jacket side also result in higher wall temperatures. Thisis because the
jacket fluid is hotter than the process fluid (predicted average 59.2°C at the wall on the
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jacket side), so ahigher heat transfer coefficient will mean the temperature at the wall is

closer to the jacket temperature, and hence hotter.

Temperature Inner wall, jacket side (Convex surface)
78

0° 180°

43 [°C]

Figure 7.8 — Wall temperature on the jacket side of the inner wall, for the full conjugate
simulation. View from the bottom.

Figures 7.9 to 7.14 display results for the process side. In these images, “wispy lines’ are
observed crossing the jacket amost horizontally (as well as the aforementioned vertical
lines, which should be ignored). These rise as the angle around the jacket increases, and
appear to be due to the effect of the jacket fluid.

Water.Wall Heat Transfer Coefficient  Inner wall, process side (concave surface)
18000

9000

6000
[W mA-2 KA-1] — —

Figure 7.9 — Heat transfer coefficient on the process side of the inner wall, for the full
conjugate simulation. View from the inside.
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In the process side, the heat transfer coefficient now appears to be much higher than
predicted by literature correlations or by the non-conjugate (or semi-conjugate) CFD
simulations, with an average of 8765 W m K™ (corresponding to a combined U; value
of 116.6 W m2 K1) below the water surface. It is not clear why the values of heat transfer
coefficient are so much higher than expected in this simulation, or why their distribution
follows a symmetrical ring shape rather than three individual areas corresponding to each
impeller blade (as in figure 6.19 in section 6.2.7). It is speculated that this could be a
result of arelatively low level of convergence (see appendix, section 10.5, for residuals).
However, then it is unclear why there are three distinct areas of high wall shear stressin

figure 7.12 or distinct areas of colder temperature in figure 7.14.

Water.Wall Heat Transfer Coefficient
. 18000 Inner wall,
process side (concave surface)
270°

- 15000
12000
180°

- 9000

Figure 7.10 — Heat transfer coefficient on the process side of the inner wall, for the full
conjugate simulation. View from the top.

6000 W mr-2 K11 T gge

The average wall shear stress on the process side, under the water surface, is predicted to
be 0.664 Pa. Areas of higher shear stress caused by the impeller forcing the fluid
downwards, displayed in figure 7.12, appear to be distributed differently to the more
expected pattern observed in the semi-conjugate simulation (figure 6.20 in section 6.2.7)
and also observed in the literature (Milewska and Molga, 2010). This difference may
again be due to insufficient convergence, or, with further research, it may turn out to be

the result of the jacket temperature distribution.

The average wall temperature on the process side, below the water surface, is predicted
at 32.8°C. It appears that the temperature distribution in the jacket affects the wall
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temperature on the process side (figures 7.13 and 7.14) which in turn affects the viscosity
and hence the transfer of momentum on the process side (figures 7.11 and 7.12) is aso
influenced by the jacket, which in turn affects the heat transfer (figures 7.9 and 7.10).
This phenomenon is more clearly seen at the sides of the jacket, that is, in figures 7.9,
7.11 and 7.13. However, the shape of the patterns of wall shear and temperature do not
appear to match up well with the distribution of temperatures on the jacket inner wall
(figure 7.7). Reasons for this discrepancy are unknown and will require further
investigation.

15 Water.Wall Shear Inner wall, process side (concave surface)

0.0 [Pa]

Figure 7.11 —Wall shear stress on the process side of the inner wall, for the full
conjugate simulation. View from the inside.

1.5 Water.Wall Shear
Inner wall, process side (concave surface)

1.2

OO

0.0 [Pa]

Figure 7.12 — Wall shear stress on the process side of the inner wall, for the full
conjugate simulation. View from the top.
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34.0 Water. Temperature Inner wall, process side (concave surface)

33.9

33.0

Figure 7.13 — Wall temperature on the process side of the inner wall, for the full
conjugate simulation. View from the inside.
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Figure 7.14 —Wall temperature on the process side of the inner wall, for the full
conjugate simulation. View from the top.

The higher temperature areas in figure 7.13 display a similar pattern to the heat transfer
coefficient and wall shear stress patterns on the jacket side (figures 7.3 and 7.5). Note that
due to the position of the viewer looking at the relevant wall side, the view in figure 7.13
follows the jacket flow direction from left to right, whilein figures 7.3 and 7.5 the jacket
flow isfollowed from right to | eft. In this case, as was discussed in section 6.2.6, the wall
and jacket film are the controlling resistances, and since the wall resistance is relatively
constant, the distribution of heat transfer through the wall should be strongly influenced
by the jacket flow, asin figure 7.13.
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The temperature distribution in figure 7.14 appears to have some “cold spots’
corresponding to the expected lower temperatures bel ow the impeller blades (as the areas
of higher heat transfer coefficient in the process side will mean the wall temperature here
more closely matches that of the process side). However, these are not as smoothly
distributed as the equivalent in the semi-conjugate version (figure 6.21 in section 6.2.7).
This appears to be a factor of the influence of the jacket side temperature distribution
(figure 7.8) which causes an unevenness of temperature conduction through the bottom
of thewall.

The normalised imbalance summary is displayed in the appendix (table 10.8 in section
10.4). The errorsin energy conservation both in the jacket (-1.6%) and in the water in the
tank (3.4%) are above the acceptable error level of 1%. This may be due to insufficient
convergence (see appendix, section 10.5.5) or the mesh quality or resolution may need to

be improved.

7.3  Conclusions Drawn from the Conjugate Simulation

When the assumption of constant jacket temperature is relaxed, results for the conjugate
simulation display significantly different patterns of wall heat transfer and shear stress
(wall momentum). The conjugate ssimulation used the beta features of ANSY S CFX to
have three domains (tank, wall and jacket) each with different domain physics and
different materials (single-phase DW-Therm in the jacket, two-phase water and air in the
tank).

The uneven flow in the jacket creates uneven distribution of heat transfer, which distorts
the symmetrical patterns observed in the process side when a constant jacket temperature
isassumed. However, the resultsfor heat transfer coefficient are unexpectedly insensitive
to the position of the impeller blades (whereas the temperature and wall shear distribution
are sensitive to the impeller blade position) and the distributions of temperature, wall
shear and wall heat transfer coefficient seem to vary based on flow attachment in the
jacket inner wall, but these patterns do not match up well. These problems may be due to
an insufficient level of convergence or mesh resolution in the simulation.

The simulation in chapter 7 (section 7.2) has been the only working fully conjugate
simulation during the course of the PhD as there was not enough time to conduct further
investigations before the deadline of submission of the thesis (and therefore the end of

the funding from EPSRC). Further investigation into conjugate simulations, as well as
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validation of the results, will be required, including the use of a better quality of impeller
mesh, finer meshesin general, and different turbulence models. Nevertheless, theseinitia
results prove a promising insight into the operation of plain jackets for stirred tank

reactors.

No transient conjugate simulations could be set up, as all attempts so far to reach this
“holy grail” have failed. Further learning of the workings of the programs of CFX may
be required, as well as the time required to create new meshes that may be sufficient for
investigating this problem. However, as chapter 6 has hinted, a steady-state conjugate

simulation could still turn out to be sufficient.

Table 7.1 displays predicted overall heat transfer coefficients on the jacket-process side
(U;, whichis equivaent to U;) to compare with values investigated in the other chapters.
The conjugate results are higher due to the insufficiently converged values (excessively
high value of «;;). However the differenceis only about 15% because the jacket and wall

resistances are the controlling resistances.

Table 7.1 — Comparison of inner wall overall heat transfer coefficients from different
chaptersin thisthesis.

. U;l/
Model or correlation Chapter W m2 KL
Steady state conjugate CFD 7 116.6
Transient semi-conjugate CFD 6 1014
Steady state semi-conjugate CFD 6 1015
Steady state semi-conjugate CFD with
. . 6 96.0
bulk T,, as T4 s in the process side.
Steady state jacket-only CFD with
Cooper (1984) ° 1005
Bondy and Lippa (1983) with Cooper 5 93.8
(1984) '
Garvin (1999) with Cooper (1984) 5 1121
Analytical model 4 80.6

The U; values calculated using the analytical model in chapter 4 are significantly lower
(by about 20%) than those predicted using CFD in chapters 5 and 6. The definition of
temperature difference is not enough to account for this discrepancy. However, the
definition of the areafor heat transfer could explain the difference. Different areasused in
the CFD models and experimenta analysesare displayed intable 7.2. The heat transfer area
used in the analytical model was the specified area of 0.422 m?, while the under-water
heat transfer areain the CFD simulations was 0.337 m?. This is about 80% of the area
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used in the analytical mode!, which explains why the overall U; in the anaytical model is

about 80% of that of the semi-conjugate CFD models. Hence, the CFD models produce

similar results for overall heat transfer coefficient when compared to the experiment.

Table 7.2 — Different areas used in the experimental and CFD simulations.

Area

Used in experimental
analysis (chapters3

Used in CFD (chapters

With liquid level

and4) 5,6and 7) taken into account
Ay | m? 0.4220 0.4018 0.3367
Ajp I 0.4555 0.4232 0.3603
Ay I 0.6356 0.5384 N/A
Ay M? 0.6766 N/A N/A
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8 CONCLUSIONS AND FUTURE RESEARCH

81 Oveall conclusions

The CFD results appear to agree reasonably with the results in both a qualitative and
quantitative sense, which is particularly useful when investigating phenomenain the use
of a plain jacket with a stirred vessel. Despite significant errors and variation within
different CFD models, much insight can still be derived.

Maldistribution of flow in plain jackets is a maor problem associated with this type of
equipment. The temperature distribution in plain jackets can vary by tens of degrees, and
this can provide uneven heating. This can make necessary the use of strong and efficient
mixing within the vessdl, in particular during highly temperature-sensitive processes
when the contents must be kept within a small temperature range. Heat transfer
coefficients calculated using engineering correlations from the literature can be
sufficiently accurate if the surface areafor heat transfer and the average bulk temperature

in the whole jacket are known accurately.

The swirl decays rapidly as the heat transfer fluid moves around the jacket. Although the
tangential component of the velocity is greater than the axial velocity component, the
pressure drop is much closer to a pure axia flow case (only about 10% higher). The
average cross sectional area of flow in the jacket is therefore more likely to be closer to
that of the pure uniform axial flow case than aconcentrated, coil-like tangential flow case.
The simulated amount of swirl generated in the plain jacket ismuch weaker than in jackets
where a tangential flow is forced. It may be concluded that if no experimental data are
available, calculating the jacket pressure drop using the axial flow assumption, adding the
entry and exit head losses, and multiplying this total by afactor of 1.1 is recommended
for plain jackets.

During heating, the average bulk temperaturein the jacket islikely to be somewhat lower
than the more commonly used average of the jacket inlet and outlet temperatures, due to
natural convection effectsin dead zones allowing significantly colder temperatures at the
bottom of the jacket.

The vortex geometry using a pitched three-blade turbine is not well investigated
experimentally in the literature and may differ from profiles generated by a paddle or
Rushton turbine. Correlations for paddles in the literature produce a vortex shape that

differsfrom the vortex shapes found in the CFD modelsin thisthesis. Free surface vortex
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geometry and vortex depth is hard to define using CFD because theliquid volume fraction
changes gradually, whereas in redlity there is a sudden step change and a well-defined
surface. A free surface may need to be modelled for increased accuracy because it affects
the shape of the flow volume and limits the total heat capacity of the contents of the
vessdl.

Thefilm heat transfer coefficient on the process sideisnot likely to affect the overall heat
transfer coefficient when a plain jacket is used with DW-Therm and a glass wall. In this
setup, the resistance to heat transfer in the jacket film is likely to be a controlling
resistance, which, when combined with the wall resistance, will limit the overall heat
transfer coefficient. However, it should be noted that in pitched blade turbines, greater
heat transfer will occur at the bottom of the vessel, and this is especialy important in
cooling, when the coldest jacket temperature is generally found in a “dead zone” at the
bottom of the jacket.

The commonly used resistance model combined with engineering correlations can be
reliable as an estimate to expected average temperatures in the jacket and vessdl, for genera

use wherethe distribution of temperature and heat transfer may be less significant. Predicted
values of heat transfer coefficient for theinner wall using the correlation of Bondy and Lippa
(1983) are at most 5% different from the CFD valuesin theinner wall, at most 15% different
inthe outer wall. However, comparing the results of the resistance model, thistrand atesinto
atemperature error only up to about 1.1°C in both theinner and outer wall. Other correlations
would have higher errorsin this case, but may be more suitable for other geometries such as

guided flow or uniform annular flow.

The distributed parameter model laid out in chapter 4 demonstrates thermal inertiain the
vessel wall and significantly adds to the overall heat capacity of the process. This added
heat capacity effect must be considered to correctly and safely evaluate the effects of
heating, which isvery important in temperature-sensitive processes such as crystallisation
or highly exothermic or endothermic reactions.

When all assumptions about heat transfer between the jacket and the process side are
relaxed, the conjugate simulation demonstrates that uneven flow in the jacket creates
uneven distribution of heat transfer, which can distort the patterns of heat transfer and

momentum at the wall on the process side.

Improvements to the heat transfer process may include modification of the piping and

connections, for example by keeping the reactor close to the heat exchanger or device that
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controls the inlet temperature of the heat transfer fluid. Additionally, when designing a
new reactor, the option should always be considered to choose a different and more
efficient type of jacket, such as with guiding vanes, dimples or a half-pipe jacket.

8.2  Conclusionsdrawn from each chapter

Asreviewed in chapter 2, mathematical models to simulate the conditions within stirred
tank reactors have been developed in the literature and are becoming more sophisticated
as research progresses. These models range from relatively simple analytical models,
lumped parameter and distributed parameter models, to high level CFD models.

The data presented in chapter 3 are very useful for analysis and comparison with models
of heat transfer, which is conducted in subsequent chapters. However, they do not
describe the details of the flow or the distribution of temperature or pressure, as
attempting to modify the equipment to provide this information would be difficult and
expensive. CFD simulation (from chapter 5) isrequired to provide such detail to compare

with the experimental analysis (from chapter 4).

In chapter 4, the data obtained in the experiments (from chapter 3) have been ssimulated
using an analytical model to describe the jacket operation with time and to account for
heat transfer between the jacket and the process, as well as heat |oss to the surroundings.
Thelumped parameter model and anal ytical solutionsused several important assumptions
to ssimplify the mathematics behind the process. Heat transfer coefficients were predicted
using the analytical model as well as industrially used engineering correlations found in
the literature. The distributed parameter model has additionally accounts for the thermal
inertia of the vessel wall.

Chapter 5 describes the expected pressure drops with the Bernoulli equation, and follows
on to use CFD, which relaxes chapter 4's assumptions of perfect mixing, symmetry,
uniform upward jacket flow and lack of longitudinal heat conduction in the vessel walls.
The simulations appear to agree reasonably with the experimental results and analysis.
Flow inthejacket isnon-uniform and heat transfer is greater near theinlet and outlet ports
of the jacket. Stagnation of flow occurs mostly at the bottom of the jacket and partly at
the top. It is concluded that a mesh-intensive CFD simulation could reveal details such as

temperature hotspots due to the maldistribution of flow.

In chapter 6, the flow in the process side has been modelled with CFD. The results

obtained were similar to those predicted in similar CFD simulations in the literature.
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Predicted vortex geometry is dissimilar to correlations found in the literature which
assume a central forced vortex and outer free vortex, although this may be due to the
different impeller type used. Additionaly, the vortex is difficult to define due to the
gradual changein volume fraction as aresult of numerical errors. In the process side, hot
spots are expected near the wall at the top and bottom of the reactor, particularly in zones
of secondary flow where the mixing is lessened. As the water level is below the jacket,
high temperature variations occur at the walls near the top because of insulation from the
air.

In chapter 7, results for the conjugate simulation display significantly different patterns
of wall heat transfer and shear stress (wall momentum) compared to modelling only the
jacket side or only the process side. The uneven flow in the jacket creates uneven
distribution of heat transfer, which distorts the symmetrical patterns observed in the
process side when a constant jacket temperature is assumed. However, further

investigation is required into this conjugate simulation.

8.3  FutureResearch
Further possible work will attempt to achieve as many of the following as possible:-

1. Further validation of data (more simulations, more experiments).

2. Simulations of cooling (only heating and boiling have been covered in thisthesis).

3. More extensive comparison of results using different CFD models, such as
Reynolds Stress models.

4. Performing transient conjugate CFD simulations of the process.

5. Obtaining further experimental data for model validation. Lower stirrer speeds,
such as 180 rpm, are recommended to be within the acceptable range for CFD
simulations.

6. Obtaining further results from laboratory scale reactors (between 0.5 litre and 5
litre capacity).

7. Finding the residence time distribution in the jacket.

8. The effect of scale-up on the heat transfer characteristics is to be investigated.
These models will be scaled up to semi-tech and industrial sizes. Asthereactor is
scaled up, inhomogeneity increases and in an exothermic reaction it ismore likely
that there will be “hot spots’ that produce much more heat per unit volume than
the overall mixture.

9. The effects of agitation speed.

10. The responses to exothermic reactions.
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12.

13.

14.

15.

16.

17.

18.
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Simulation of runaway reactions.
For accurate modelling of product distributions in these reactors, an appropriate
micro-mixing model will be used to account for the effect of turbulent mixing on
chemical reactions at molecular level.
Extension of the conjugate CFD model to include processes such as chemical
reactions, runaway reactions, crystallisation, etc.
Control algorithmsto be put in place to be ableto set the heating or cooling system
appropriately as would occur in industry.
Investigate the effects of wall changing thewall material. Thisshould havealarge
impact asthe wall is a controlling resistance to heat transfer in most cases.
Further devel opment of the distributed parameter model (in MATLAB) toinclude
chemical reactions, as well as more easily customisable jacket inlet temperature
and flow profiles and variable physical properties of substances with temperature.
The distributed parameter models may also be developed further based on the
CFD modelsto include separate, perfectly mixed “zones’ in the reactor where the
temperatures are different and where “hot spots’ may occur — such as the zones
of secondary flow. Thisis because the industry may not be able to practically use
CFD in each case, due to high computational requirements and cost of licences,
and may rely on simpler models instead.

More detailed error analysis.
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10 APPENDIX

10.1 DW-Therm Technical Data

Table 10.1 — Original DW-Therm datafor density, heat capacity, conductivity and
dynamic viscosity at temperatures ranging from -90°C to 200°C. Data provided by

HUBER (2010).
T/°C | p/lkgm?® | cp/JIkg*K? | A/Wm?2KIm | u/kgmts?
-90.0 969 1530 0.132 1.70E-01
-80.0 961 1550 0.131 8.78E-02
-70.0 952 1570 0.130 4.58E-02
-60.0 944 1600 0.128 2.44E-02
-50.0 935 1620 0.127 1.37E-02
-40.0 927 1640 0.126 8.06E-03
-30.0 918 1660 0.124 5.23E-03
-20.0 910 1680 0.123 3.82E-03
-10.0 902 1710 0.122 3.07E-03
0.0 893 1730 0.120 2.68E-03
10.0 885 1750 0.119 2.30E-03
20.0 876 1770 0.118 1.83E-03
30.0 868 1800 0.116 1.51E-03
40.0 859 1820 0.115 1.25E-03
50.0 851 1840 0.114 1.06E-03
60.0 842 1860 0.113 9.09E-04
70.0 834 1880 0.111 7.92E-04
80.0 826 1910 0.110 7.10E-04
90.0 817 1930 0.109 6.37E-04
100.0 809 1950 0.107 5.82E-04
110.0 800 1970 0.106 5.44E-04
120.0 792 2000 0.105 5.07E-04
130.0 783 2020 0.103 4.78E-04
140.0 775 2040 0.102 457E-04
150.0 767 2060 0.101 4.45E-04
160.0 758 2080 0.099 4.24E-04
170.0 750 2110 0.098 4.13E-04
180.0 741 2130 0.097 4.08E-04
190.0 733 2150 0.095 3.96E-04
200.0 724 2170 0.094 3.91E-04
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10.2 Borosilicate Glass 3.3 Physical Properties

Table 10.2 — Borosilicate Glass 3.3 Physical Properties. Table adapted from QVF

(2014).
Physical property Temperatures/ °C Value
Mean linear thermal expansion 6 -1
coefficient (8 20 to 300 (33+0.1) x 10°K
Mean thermal conductivity (1) 20 to 200 1.2WmtK?
Mean specific heat capacity (¢p) 20 to 100 800 JkgtK?
M ean specific heat capacity (¢p) 20 to 200 900 JkgtK?
Density (p) 20 2230 kg m3
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10.3 ICEM Mesh creation (for thejacket-only mesh)
The images in this section have been colour-inverted to conserve printing ink. That is,
while the original curves were in green, red and blue, the curves in these images are
rendered magenta, cyan and yellow respectively.

Using the *‘Workbench Readers option in ICEM, the geometry from ANSY S Design
Modeller was imported. This is displayed in figure 10.1. The ‘model’ curves here are
rendered magenta. The large gap in this image is because there were no vertical curves
along the walls of the jacket.

O

==

=5

Figure 10.1 — Curves of the imported geometry.

Four attempts (or “strategies’) were made to attempt to “block” the geometry. “Blocking”
in this context means to divide the mesh into sub-sections (called “blocks™) within which
mesh elements can conform to the shape in a more well-defined way. Previous attempts
were based on simpler geometries in which not every curve and point needs to be
associated with a particular block. These attempts proved more difficult in later stages of
meshing. The fourth strategy was to resort to creating al theindividual curves and points
that would all be associated to every block in the geometry.

A basic plan was made for which the blocks would be able to conform to. Each block is
a hexahedral shape which is modified to conform to a part of the geometry, so curves
must be added to the geometry in such a way as to separate it into hexahedron-like
sections that connect perfectly to each other (that is, one face connecting to one face, in

theinternal structure).
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Figure 10.2 —Initial construction of extra curves required for blocking in the fourth
strategy.

Initially, “scaffold” curves and vertices (rendered here in cyan) were created along the
model curves to help to construct further ‘geometry’ curves (rendered here in yellow).

The “scaffold” curves were straight, while the “geometry” curves were mapped to the
surface of the model.
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Figure 10.3 — Probing for points along the curves and connecting where each block is
desired.

Figure 10.2 displays some of these curves at the bottom of the model and figure 10.3
displays further detail added, such as lines at the base and points around the inlet pipe
connection to the jacket. Many points were generated so that it would be easier to probe
for appropriate locations to create an o-grid around the inlet part without too much
distortion in the block shapes. Figure 10.4 displays initial points at the top of the reactor.
The cyan points here will be connected vertically to form the shapes of blocks on the top,

including asmaller block where the outlet pipe will be.
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Figure 10.4 — Preparation for blocking the top pipe and top section of the jacket.
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Figure 10.5 — Constructing all curves required for the blocking strategy (bottom view).
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Figure 10.6 — Constructing all curves required for the blocking strategy (top view).

The “scaffold” (cyan) curves were then projected onto the surface of the model to form
the “geometry” (yellow) curves. Details of this are displayed in figures 10.5 (bottom of
the reactor) and 10.6 (top of the reactor). Notice in these figures how the yellow curves

conform to the surface of the model, for example (in figure 10.5) the spherical part of the
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base of the reactor, compared to the straight cyan curves. In figure 10.6 the shape of the
o-grid running through the jacket to the outlet pipe is clearly visible as a series of
concentric squares with connected corners.

\f

Figure 10.7 — Deselecting the “ scaffold” curves.

Figure 10.8 — Blocks in the ICEM jacket mesh, excluding the inlet pipe.
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Oncethe “geometry” (yellow) curveswere all created, the “ scaffold” (cyan) curves could

be desel ected, revealing the geometry ready for blocking. Thisisdisplayed infigure 10.7.

Once the geometry was ready, the ‘create block’ option was selected and a large block
was created to encompass the entire geometry. Thiswas then split according to the block-
like structure of the “geometry” (yellow) curves. The result is displayed in figure 10.8.

However, due to the complexity of the structure, it was difficult to cut out an inlet pipe.

In ICEM, the central block structure is automatically surrounded by 26 hidden blocks
(forming a 3-by-3-by-3 cube altogether). This extraneous structure is automatically
labelled ‘“VORFN’ by the program. From this*VORFN’ part, the extrablock required for
theinlet pipe could be selected and added to the blocks from the main geometry, thus un-
hiding it. Theresult of thisisdisplayed in figure 10.9. The verticesin thisblock werethen
adjusted to conform to the inlet pipe.

Figure 10.9 - The ‘VORFN’ block for theinlet pipe, added to the regular blocks.

For added clarity, figure 10.10 displaysthefinal structureincluding the*VORFN’ blocks,
which are rendered here in red. Notice that ICEM automatically splits the blocks in the
‘VORFN'’ part when the regular geometry blocks are split. The somewhat chaotic
structurein the middle of thefigureistheresult of the block splitting which was done for
the inlet pipe without going through to the other side of the vessal. The advantage is that
the main jacket blocking need not be more complicated than it already is. The
disadvantage is that this would make it extremely difficult to model the interior vessel

(process side) in the same mesh.
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Figure 10.11 — Association process in progress.

Each vertex and edge of each block was then associated to a point and curve in the
geometry and model. Figure 10.11 depicts this process under way. ICEM uses green
(rendered magenta here due to the use of inverted colours to conserve printer ink) to
indicate associated block edges and red (rendered cyan here) to indicate associated block
vertices. Cyan edges (rendered red here) are used to indicate non-associated block edges.

Figure 10.12 displays the completed association for the whole structure. Thisis the shape
of the connected blocks that will be part of the mesh.
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Figure 10.13 — Global element size set for the pre-mesh.
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Figure 10.14 — Local refinement of the pre-mesh.



Figure 10.15 — A close-up of the coarse mesh at the bottom, without inverted colours
(zooming out would render individual cellsinvisible).

The global element size was then set to 0.005 metres. Figure 10.13 depicts a close-up
view of the top of the mesh at the back of the reactor when the pre-mesh is active. At this
stage, the block edges all conformed to the geometry curves, but the block faces
conformed to the geometry surfaces, which were not curved. This is the stage at which
the cross section of the majority of the mesh structure becomes ‘ polygonal’, causing the
vertical distortions visible in the results in chapters 5 and 7. This problem arose with the
original geometry but was only discovered at this stage and would necessitate complete

re-meshing just to attempt to see if it could be rectified. It was found that neither
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associating nor disassociating the faces helps, because associated faces are forced to
conform to the polygonal cross section and disassociated faces cause problems with the
meshing program).

Local refinement of the edges of the mesh involved making the cells at the wall smaller
than the bulk. This had to be done using a manual ‘graph’ function, where a curve is
drawn using manual inflection points on agraph of cell length vs. normalised edge length,
and took several attempts to get to desired settings without causing problems. The result
is displayed in figure 10.14. The local refinement parameters were copied to all paralel
edges.

Figure 10.15 displays close-up detail of the fina mesh, without inverted colours. The
view is of the detail of the bottom of the jacket.
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Table 10.3 — Domain imbalances for the jacket-only mesh.

Experiment Domain Imbalance (%)
Huber
Process Set U- V- W- P- H-
Fluid Point/ | Mom | Mom | Mom | Mass | Energy
°C
80 0.0000 | 0.0000 | 0.0000 | 0.0000 | -0.0184
85 0.0000 | 0.0000 | 0.0000 | 0.0000 | -0.0151
Methanol 90 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0588
95 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0005
100 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0110
130 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0418
135 0.0000 | 0.0001 | 0.0000 | 0.0000 | 0.0844
Water 140 0.0000 | 0.0001 | 0.0000 | 0.0000 | 0.1315
145 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0722
150 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0341

Table 10.4 — Normalised imbalance summary for the jacket-only mesh using the
Curvature Corrected SST model for boiling methanol in the process side, Huber set

point 90°C. This type of summary is not availablein the ‘.out’ file for the normal SST

Table 10.5 — Normalised imbal ance summary for the jacket-only mesh using the BSL
Reynolds Stress model for boiling water in the process side, Huber set point 135°C.

____________________________________________________________________ +
Normalised Imbalance Summary |
____________________________________________________________________ +
Equation | Maximum Flow | Imbalance (%) |
____________________________________________________________________ +
-Mom | 4. 6980E+01 | 0. 0000 |
W-Mom | 4. 6980E+01 | 0. 0000 |
W-Mom | 4. 8980E+01 | 0. 0000 |
P-Mass | 2. 5690E-01 | 0. 0000 |
—————————————————————— ey
H-Energy | 3. 5836E+04 | -0.06852 |
—————————————————————— o

____________________________________________________________________ +
Mormalised Imbalance Summary |
____________________________________________________________________ +
Equation | Maximum Flow | Imbalance (%) |
____________________________________________________________________ +
U-Mom | 4.4726E+01 | 0.0000 |
W-Mom | 4.4726E+01 | 0. 0000 |
W-Mom | 4,4726E+01 | 0. 0000 |
P-Mass | 2.5330E-01 | 0.0000 |
—————————————————————— e e s S
H-Energy | 5.2901E+04 | -0.0133 |
—————————————————————— e

model.
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Table 10.6 — Normalised imbalance summary for the steady state semi-conjugate

simulation.
+----- +
| NHormalised Imbalance Summary
+----- +
| Equation | Maximim Flow | Imbalance (%)
+---— +
| U-Mom-Bulk-Impeller | Z2.041Z2E4+02 | 0.0000
| V-Mom-Bulk-Impeller | Z2.0412E4+02 | 0.0000
| W-Mom-Bulk-Impeller | Z2.041ZE+02 | 0.0000
| Mass-Water—-Impeller | 1_B0OBZE+00 | —-0.000&
| Mass-Air-Impeller | 1.80B2E+00 | 0.0000
| U-Mom-Bulk-Tank | Z.0412E+02 | 0.0000
| V-Mom-Bulk-Tank | Z2.041ZE+4+02 | 0.0000
| W-Mom-Bulk-Tank | Z2.041Z2E4+02 | 0.0000
| Mass-Water-Tank | 1.8082E+00 | 0.0008
| Mass-Rir-Tank | 1.808ZE+00 | 0.0000
+--—-—— +--———— +--— +
+--—-—— +--———— +--— +
| H-Energy-Water-Impel | 3.8844E+04 | 0.0704
| H-Energy-air-Impelle | 9.6844E+04 | 0.0000
| H-Energy-Water-Tank | S_6844E+04 | 1.4551
| H-Energy-Rir-Tank I 9.6844E+04 I 0.0002
| T-Energy-Wall | 5.c844E+04 | 0.0000
+--——— - +-—— +

Table 10.7 — Normalised imbalance summary for the transient semi-conjugate

simulation.
o +
| Normalised Imbalance Summary
+---— +
| Equation | Maximim Flow | Imkalance (%)
+----— +
| UT-Mom-Bulk-Impeller | 2_03e7E+02 | 0.000z2
| V-Mom-Bulk-Impeller | 2.03e7E+02 | -0.0003
| W-Mom-Bulk-Impeller | 2.03e7E+02 | 0.000a
| Mass-Water-Impeller | 1._81ecE+00 | 0.1z4Z2
| Mass-Rir-Impeller | 1.81&8E+00 I -0.0001
| T-Mom—Bulk-Tank | 2.0387E+02 | 0.0030
| V-Mom-Bulk-Tank | Z2.0387E+02 | 0.0003
| W-Mom—-Bulk-Tank | 2_03&7E+02 | -0.0105
| Mass-Water-Tank | 1.81l&ecE+00 | -0.4851
| Mass—-RBRir-Tank | 1.81lecE+00 | 0.000&
+--—-— +--—-—— +--——— +
et T o o +
| H-Energy-Water—-Impel | S.5744E+04 | 0.0833
| H-Energy-2ir-Impelle | 9_8T744E+04 | 0.0000
| H-Energy-Water-Tank | 9_BT44E+04 | 1.42c4
| H-Energy-2ir-Tank | 9_8T744E+04 | 0.0008
| T-Energy-Wall | 3_B8T744E+04 | 0.0001
+--—-— +--—-—— +--——— +
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Table 10.8 — Normalised imbalance summary for the steady state conjugate simulation.

+----- +
| Normalised Imbalance Summary
+----- +
| Equation | Maximim Flow | Imbalance (%) |
+--- +
| T-Mom—-Bulk-Impeller | Z2.035gE+02 | -0.0008

| V-Mom-Bulk-Impeller | Z.0358E+02 | 0.0007

| W-Mom-Bulk-Impeller | Z.0358E+02 | 0.0018

| Mass-Water-Impeller | 1.3135E+00 | -0.0z287

| Mass-Air-Impeller | 1.%135E+00 | 0.0000

| T-Mom—-Bulk-Tank | Z2.035gE+02 | 0.0003

| V-Mom—Bulk-Tank | Z.0358E+02 | -0.0004

| W-Mom—Bulk-Tank | Z.0358E+02 | -0.000%

| Mass-Water-Tank | 1.%135E+00 | 0.02c4

| Mass-Rir-Tank | 1.%135E+00 | 0.0000
+--—— - +-—— +
| T-Mom-Jacket | 5.2341E+01 | -0.0008

| V-Mom-Jacket | 5.2341E+01 | -0.0002

| W-Mom-Jacket | 5.2341E+01 | 0.0004

| B-Mass—-Jacket | Z.7810E-01 | -0.0002
+--- +--—-— +--——— +
+--- +--—-— +--——— +
| H-Energy-Water-Impel | 4_g4g84E4+04 | 0.1823

| H-Energy-2ir-Impelle | 4_gd84E+04 | 0.0000

| H-Energy-Water-Tank | 4_od4ed4E+04 | 3.44c0

| H-Energy-2ir-Tank | 4_g4e4E+04 | 0.0013

| T-Energy-Hall | 4.64e4E+04 | =-0.0001

| H-Energy-Jacket | 4. E£484E+04 | -1.832%3
+--- +--—-— +--——— +
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10.5 Graphsof Residualsand Monitor Pointsfor Main Simulations

10.5.1 Methanol Batch Distillation Experiment
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Figure 10.16 — Mass and momentum residuals for the curvature corrected SST model in
the jacket for the methanol batch distillation experiment when the Huber set point
temperature is 90°C.
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Figure 10.17 — Heat transfer residuals for the curvature corrected SST model in the
jacket for the methanol batch distillation experiment when the Huber set point
temperature is 90°C.
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Figure 10.18 — k and w residuals for the curvature corrected SST model in the jacket
for the methanol batch distillation experiment when the Huber set point temperatureis

90°C.
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Figure 10.19 — Monitor points for the curvature corrected SST model in the jacket for
the methanol batch distillation experiment when the Huber set point temperatureis
90°C.
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10.5.2 Water Batch Distillation Experiment
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Figure 10.20 — Mass and momentum residuals for the curvature corrected SST model in
the jacket for the water batch distillation experiment when the Huber set point
temperatureis 135°C.
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Figure 10.21 — Heat transfer residuals for the curvature corrected SST model in the
jacket for the water batch distillation experiment when the Huber set point temperature
is135°C.
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Figure 10.22 — k and w residuals for the curvature corrected SST model in the jacket
for the water batch distillation experiment when the Huber set point temperatureis

135°C.
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Figure 10.23 — Monitor points for the curvature corrected SST model in the jacket for
the water batch distillation experiment when the Huber set point temperature is 135°C.
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variable value
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Figure 10.24 — Mass and momentum residual s for the BSL Reynolds Stress model in
the jacket for the water batch distillation experiment when the Huber set point
temperatureis 135°C.
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Figure 10.25 — Heat transfer residuals for the BSL Reynolds Stress model in the jacket
for the water batch distillation experiment when the Huber set point temperatureis
135°C.
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Accumulated Time Step
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Figure 10.26 — Reynolds Stress residual s for the BSL Reynolds Stress model in the
jacket for the water batch distillation experiment when the Huber set point temperature
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Figure 10.27 — Monitor points for the BSL Reynolds Stress model in the jacket for the
water batch distillation experiment when the Huber set point temperature is 135°C.
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10.5.3 Steady State Semi-Conjugate M odel
The settings and results for this simulation are displayed in section 6.2.6.
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Figure 10.28 — Mass and momentum residuals for the steady state semi-conjugate
model.
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Figure 10.29 — Heat transfer residuals for the steady state semi-conjugate model.
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Figure 10.30 — k and € residuals for the steady state semi-conjugate model.
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Figure 10.31 — Monitor points for the steady state semi-conjugate model.
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10.5.4 Transient Semi-Conjugate Model
The settings and results for this simulation are displayed in section 6.2.7.
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Figure 10.32 — Mass and momentum residuals for the transient semi-conjugate model.
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Figure 10.33 — Heat transfer residuals for the transient semi-conjugate model.
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Figure 10.34 — k and € residuals for the transient semi-conjugate model.
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Figure 10.35—- Monitor points for the transient semi-conjugate model.
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10.5.5 Steady State Conjugate Model
The settings and results for this simulation are displayed in section 7.1.2.
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Figure 10.36 — Process mass and momentum residuals for the steady state conjugate

model.
1.0e-02 —
o ]
3 i
& i
L 1.0e-03 o
2 N
B 1T
1.0e-04 — \"“-wt
1.0e-05 —
{ 0e-08 \“\ f\"M..r. ”—— nm
I T T T T I T T T T I T T T T I T T T T I T T T T I T T T T I T T T
0 500 1000 1500 2000 2500 3000
Accumulated Time Step
= RMS P-Mass (Jacket) RMS U-Mom (Jacket) = RMS V-Mom (Jacket)

RMS W-Mom (Jacket)

Figure 10.37 — Jacket mass and momentum residuals for the steady state conjugate
model.
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Figure 10.38 — Heat transfer residuals for the steady state conjugate model.
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Figure 10.39 — Process k and w residuas for the steady state conjugate model.
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Figure 10.40 — Jacket k and w residuas for the steady state conjugate model.
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Figure 10.41 — Monitor points for the steady state conjugate model.
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10.6 Detail of the Distributed Parameter M odél

10.6.1 Numerical Solution
Asderived in section 4.5.1, the equations to solve numerically are:-

oM _ o (2], L0%
at' |, or? , T or |,
where:-

KW = Aw/(pCP)w
In the jacket:-

T,

E = _Km(Tm - Twlr:ro)

t,

where:-
K, = aoAg/(Mcp)m

In the vessdl:-

% =Ky (Tw|r=ri B Tp)

where:-

K, = a;A;/(Mcp), and Ter:r-iS the average inner wall temperature.

The temperature dependence on dimensional variablesis as follows:-
T, = fn(r, t, 2), T,, = fn(t, z), T, = fn(t)
Whent < 0:-

T,, = fn(r, z), T,, = fn(2), 0<z<Z, n<r<r,,
Tp = Tpl
Boundary conditions are:-

oT,
atr =r;, —AWa—:/ = al-(Tp - Tw)

(10.2)

(10.2)

(10.3)

(10.4)

(10.5)

(10.6)

(10.7)

(10.8)

(10.9)
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aT,
atr =r,, —Awa—r‘” = a,(T,, — T) (10.10)
andatz =0, T = Tina (10.11)

These first have to be discretised. Let the timeinterval 0 < t < N be split into intervals
of equa time At. Let ¢,y equal nAt where n isaninteger ranging from 0 to N. Therefore
tvy Isthe time at which the simulation is chosen to be ended, for example when steady

state is approximated.

Similarly, let the distance interval r; < r < r,, be split into intervals of equal length Ar
where 7y equas iAr and i is an integer from 0 to W. Note the use of brackets to

differentiate between these different subscripts. The boundary values of r are therefore:-
Ty =1 and ryy =1, =1, + WAr (10.12)

Also, let the height interval 0 < z < Z be split into equal intervals Az where z;) equals

jAz and z is an integer from 0 to Z. The boundary values of z are therefore:-

Zoy =0 and z) = ZAz = z; (10.13)

Note that in equation (10.13), z; (using an italic subscript) is the full height of the jacket,

while z;) (using a bracketed, non-italic subscript) denotes a particular jacket height.

There are two options for solution — the explicit method and the fully implicit backward
method.

The explicit method isfirst-order accurate. It isuseful for very small time steps, although
this severely restricts the size of the distance steps and the result becomes unstable if
larger distance or time steps are used. Instability in the solution, if it occurs, should be
obvious — for example with rapidly oscillating or diverging values, indicating that either
the steps must be shortened or an implicit method should be used.

The fully implicit backward method is unconditionally stable, that is, the values will not
diverge. It can therefore be used at larger time or distance steps to reduce computing time.
However, a small enough time steps, this is less accurate than the explicit method.
Approximating the differential terms with numerical equivalents, using the central
difference method for the wall profiles and forward difference for the change in process

fluid temperature with time:-
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Tw(n+1,i,j) - Tw(n,i,j)

At’
Twm+1i+r) — 2Twmsij) T Twms1i-1,)
_ KW< w o w (10.14)
n lTw(n+1,i+1,j) - Tw(n+1,i—1,j))
r 2Ar
T, —T,
p(n+1) p(n) =
o = Ko (Twmop = Tow) (10.15)

where T‘W(n,o,]-) isthe average of al the T,y 5, Values.

T,

n+1,j 0z

Applying the modified central differenceat n + 1 andj — 0.5 on the height profile:-
Tm(n+1,j) - Tm(n+1,j—1) _ 1<6Tm

Az 2\ 0z n+1’j_1>

K, (10.16)
= - 7 (Tm(n+1,j) - Tw(n+1,W,j) + Tm(n+1,j—1)

- Tw(n+1,W,j—1))

Equation (10.14) is re-arranged into equation (10.18) via equation (10.17) as follows:-

2K, At’
Tw(n,i,j) =1+ Tw(n+1,i,]')

Ar?
(10.17)
KAt [Tw(i+1,n+1,j) + Twm+si-1j)  Twm+ii+s)) — Tw(n+1,i—1,j)]
w Ar? 2rAr
2K, At’
S Twmij) = <1 + W) Twn+1,i))
(10.18)

K,At" K,At' K,At" K,At'
U Ar? + 2rAr ) WOFLHLD T TA T T oAy Twn+1i-1))

and equations (10.15) and (10.16) respectively become equations (10.19) and (10.20).

Tp(n+1) = (KpAt’)Tw(n,O,j) + (1 - KpAt’)Tp(n) (1019)
K., Az K, Az
(1 + "; )Tm(n+1,j) - Tr; Tw(n+1,W,j)

(10.20)
K, Az KAz
= (1 - T) Tnmerj-» T TTw(n+1,W,j—1)
Note that the perfect mixing assumption implies that for every time step, in equation

(10.15), the total heat flux at the inner wall temperature T, (=0 iS taken, becoming
Tw(n,i=0) before re-usein equation (10.19) to find the values at the next time step.



233
The discrete forms of the boundary conditions in equations (10.9) to (10.11) respectively

are:-

T, ~—T .
(n,1,j) (n,—1,)
_/1W w(nl,) ZA‘r'W n ) — ai (Tp(n) - Tw(n,o,]‘)) (1021)
T, ~—T )
(n,W+1j) (n,W-1,)
_/1W w ]2Ar w(n ) =a, (TW(I],W,j) - Tm(n’])) (1022)
and Trn(n,0,0) = Trm1 (10.23)

Equations (10.21) and (10.22) are re-arranged to the following for timen + 1:-

2a;Ar 2a;Ar
Twa+t,-1) = Twam+1,1j) + <—/1 )Tp(n+1) - (—A )Tw(n+1,0,j) (10.24)
w w

2a,Ar 2a,Ar
Twm+iwi) = Twmerw-1j) ( n )Tm(n+1,j) — (—A )Tw(n+1,W,j) (10.25)
w w

The value of T,,41) IS needed in equation (10.24), and this is known using equation
(10.19) (by the forward difference method). Note that the central difference method will
not be used here because it would requireiteration, asthe fully implicit backward method
isused and Tw(nﬂ,o,j) would berequired, which isnot found until the whole jacket profile

has already been evaluated at the next time step. At the inside wall, equation (10.18)

becomes:-
2K, At’ K,At" K,At'
Twmoj = (1 + T) Twm+1,05) — ( A2 + zriAr>Tw(n+1,1,j)
(10.26)
K,At"  K,At'
- - Tw(n+1 -1,j)
ArZz  2rAr )

Equations (10.24) and (10.26) are combined to eliminate the fictitious value of
T(mn+1,-1,j) and re-arranged to form equation (10.27):-

K,At"  K,At"\ 2a;Ar
Twop + Ar2  2rAr ( Ay )TP(HH)
2K,At"  (K,At"  K,At'\ 2a;Ar
|14 n _ ( ) T . (10.27)
l Ar? ( Ar? Zrl-Ar> Aw wn+1,04)

2K, At’
TTw(n+1,1,j)

At the outside wall, equation (10.18) becomes:-
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2K, At’ K,At" K,At'
2z ) Tweriwp — |\ a +2To AT Twm+iw+1j)

Twmwj = (1 +
(10.28)

K,At' K, At
\ Arz _ZroAr Twmtiw-1))

Equations (10.25) and (10.28) are combined to eiminate the fictitious value of
Twm+1,w+1,j) and re-arranged to form equation (10.29):-

2K, At’ K,At'"  K,At'\ /2a,Ar
Tw(n,W.j) = I1+ = +< - + == )( k )l Tw(n+1,W.j)

Ar? Ar? 21, Ar Aw
2K, At
- (#) Twm+1w-1,) (10.29)

KyAt K, At <2aoAr) .
Ar? 21, Ar Aw m(n+1)

The constant termsin equations (10.18), (10.20), (10.27) and (10.29) will be shortened as

follows:-

K, At'
e =b (10.30)
KrréAZ = b, (10.31)
A
L, (10.32)
Ay
A
27" b, (10.33)
Ay
KpAt’ == b5 (1034)

Thus equations (10.18), (10.20), (10.27) and (10.29) respectively become:-

Tw(n,i,j) = (1 + 2bl)Tw(n+1,i,j)
-b, (1 + p)Tw(n+1,i+1,j) —b,(1- p)Tw(n+1,i—1,j)
(1 - bz)Tm(n+1,j—1) + bZTw(n+1,W,j—1) = (1 + bz)Tm(n+1,j) - szw(n+1,W,j) (10-38)

(10.37)

Twmop T+ 2b;bs(1 — pi)Tp(n+1) = beTwm+1,0) — 2b1Twm+1,1) (10.39)

Twawj = b7Twmerw — 2b1Twmerw-15) — 2b1ba(1 + po)Trnn+1j) (10.40)
b _ Ar _ Ar _ Ar (10.41)

wherep =o. pi_Zrl-' pO_ZrO '
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Equations (10.37) to (10.40) form a tridiagonal system of equations, which can be
represented in the form:-

D(n,j) =S(T(n+1,j) (10.42)
(1= b)Tmmerj-1) + b2Twmerw,j-1)]
Twmw,
T s
where D(n, j) = W WL ' (10.43)
Twn,1
Tw(n,O,j) + 2b1b3(1 - pi)Tp(n+1)
Tm(n+1,j)
Twm+1w)
T s
T(n+1,j) = | "OHw-tD (10.44)
Twm+1,1))
| Tw(n+1,0,j) |
and S(j) =
1+b, —b, 0 0
—2b,b, (1 + p,) b, —2b, 0
0 —by(1+p) 1+2b;, —by(1—-p) - (10.45)
0 0
O _2b1 b6'

Initialy, the vessel and contents are all at an initial temperature T, when the jacket
heating fluid inlet temperature T,,,; is increased with a step change for pre-heating. The
thermal response to heating can now be studied. For j = 0 at any time step, the top values
inthe vectorsof D(n,0) and T(n + 1,0) are set both equal to T,,,; and thetoprow of S is
changed so that:-

sSO®O=[1 0 0 0 ..l (10.46)

Initialy, and at zero height, equation (10.43) is set to:-

D(0,0) = : (10.47)

Ts + 2bsb3(1 — pi)Tp(l)

For thefirst time step, at any other height, equation (10.43) becomes:-
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(1 = b)Tmm+1j-1) + b2Twmerw,j-1)
T,
T,

D(0,j) = [
Ts + 2b1b3(1 — p) Ty

‘ (10.48)

This means that for every time step, the distance profile can only be found once
Twm+1,w,j-1) has been found, from the next time step. This poses no significant problem
asit has been assumed, as previously stated, that each temperature profile along the length

isindependent from the temperature profile in the wall at any time step.

To perform Thomas' Algorithm to find the temperature distribution at the next time step,
the known matrices §(0) and S(j) must be broken down into known vectors A(0), B(0),
€(0), A(j), B(j) and C(j), where A(j) is the right diagonal, B(j) is the middle diagonal
and C(j) is the left diagonal. For every term in each vector, the row number is the same
as for the matrix, therefore the top term in vector A(j) and the bottom term in vector C(j)
must always be zero. Wikipedia (2011) had a pre-written MATLAB function named
“TDMAsolver.m”, displayed in figure 10.42. This has been used to solve the tridiagona
system at each time step. Once the average vaue of Tw(nﬂ,o,j) has been found, T (n+2),

is found using equation (10.19) for the next time step.

function x = TDMasolveria,b,c,d)
% a, b, c are the column vectors for the compressed tridiagonal matrix, d
¥ i= the right wvector
n = length(b); % n iz the number of rows
$ Modify the first-row coefficients
ci(l) = c(l) F bil): % Division by zero risk
dily = d(1) f bil}: % Division by zero would imply a =singular matrix
for 1 = 2:n
id=1/ (b(i) - c(i-1) * ai(i)): % Division by zero risk.
cf(i) = e(i)* id; ¥ La=st wvalue calculated iz redundant
di{i) = {(d{i) - d{i-1} * a(i)) * did;
end
¥ Now back substitute.
x(n) = din);
for 1 = n-1:-1:1
®x(1i) = d(1) — c(i) * =%(1 + 1);
end
end

Figure 10.42 — Implementation of Thomas' algorithm with “TDMAsolver.m” in
MATLAB. Based on code in Wikipedia (2011).
An example of the main program script for the distributed parameter model in MATLAB
is presented in the next section (10.6.2). Temperatures in this code are currently in K

rather than °C. The profiles for heat transfer rates at the outer wall (Q,,) and the inner
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wall (Qp) are worked out via equations (10.49) and (10.50). Central difference is not
needed here as the rates are found independently for each time step.

Qmemy = —(Mcp) (Tmam) — Tm1) = —(Mcp), (Trnen,z) = Tma) (10.49)
M T — T,
Qp(n) _ ( CP)P( P(Ani p(n 1)) (10.50)

10.6.2 MATLAB Code

% Distributed Parameter Model for steady initial temperature
clear
clf

% Ending time
tf =10000; %s

% Jacket height
Z=0.33 % m

% Process mass
Mp = 20; % kg

% Process specific heat capacity
cPp=4184; % Jkg"-1K~"-1

% Process fluid initial temperature
Tpl=293.15; %K

% Initial temperature of system
Ts=Tp];

% Jacket fluid mass flow
Mm =0.2631; %kgs*-1

% Jacket fluid specific heat capacity
cPm=1950.9; % Jkg*-1K~"-1

% Wall radii
ro=0.16; % m
rn=0154; %m

% Wall thickness
deltaw =ro-ri; % m

% Wall conductivity
lambdaw = 1.2; % W m"-1 K~-1

% Wall density
rhow = 2230; % kg m™-3

% Wall specific heat capacity
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cPw = 800; % Jkg'-1KA-1

% Outside area
Apro = 2*pi*ro; % m
Ao=Apro*Z;, % m"2

% Inside area
Apri = 2*pi*ri; % m
Ai =Apri*Z;, % m"2

% Resistances
alphao =293; % W m"-2K"-1
alpha = 2633; %W m"-2 K"-1

% Finite differences
dr = deltaw/10; % m
dz =0.01; % m
dt = 10; %Ss

% Number of steps
W = deltaw/dr;
J=17/dz;

N = tf/dt;

% Jacket fluid inlet temperature function
Tml = zeros(N+1,1);
for n=1:N/5
Tmi(n) = 293.15 + (373.15 - 293.15)*n/(N/5); % K
end
for n=(N/5)+1:N+1
Tml(n) = 373.15; % K
end

% Compressed constants 1

Kw = lambdaw/(rhow* cPw);
Km = aphao* Apro/(Mm*cPm);
Kp = aphai* Ai/(Mp* cPp);

% Compressed constants 2

pin = dr/(2*ri);

pout = dr/(2*ro);

bl = Kw*dt/(dr*2);

b2 = Km*dz/2;

b3 = aphai* dr/lambdaw;

b4 = alphao* dr/lambdaw;

b5 = Kp*dt;

b6 = 1+ 2*b1* (1 + b3* (1-pin));
b7 = 1 + 2*b1*(1 + b4* (1+pout));

% Pre-allocation of vector sizes
vecA = zeros(W+2,1);
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vecB = zeros(W+2,1);
vecC = zeros(W+2,1);
vecD = zeros(W+2,1);

% Components of known matrix at time n and height O

% Diagonal A
vecAnO = vecA,;
vecAn0(2) = -2*b1* b4* (1+pout);
fori=3:W+1
r=ri+ (i-2)*dr;
p = dr/(2*r);
vecAnQ(i) = -b1*(1+p);
end
vecCAnO(W+2) = -2*b1;

% Diagonal B

vecBn0 = vecB,;

vecBn0(1) = 1;

vecBn0(2) = b7,

fori =3W+1
vecBnO(i) = 1 + 2*bl;

end

vecBnO(W+2) = b6;

% Diagonal C
vecCnO = vecC;
vecCn0(2) = -2*bl;
fori =3W+1
r=ri+ (i-2)*dr;
p = dr/(2*r);
vecCnO(i) = -b1*(1-p);
end

% Components of known matrix at any time and nonzero height
vecAnj = vecAnQ;

vecBnj = vecBno;

vecBnj(1) = 1+b2;

vecCnj = vecCno;

vecCnj(1) = -b2;

% Pre-allocation of mean Tw(0,n) profile
TwOn = zeros(N+1,1);
TwOn(1) =Ts;

% Pre-allocation of Tp profile

Tpn = zeros(N+1,1);

Tpn(1) = Tpl;

Tpn(2) = b5* TwOn(1) + (1-b5)* Tpn(1);

% Pre-alocation of Qm and Qp profiles
Qm = zeros(N+1,1);
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Qp = zeros(N+1,1);

% Components of known vector at time 0 and height O
vecDOO0 = vecD;
vecD00(1) = Tm1(1);
fori=2:W+1
vecDO0(i) = Ts;
end
vecDOO(W+2) = Ts + (2*b1*b3* (1-pin))* Tpn(2);

% Initial outer and inner Tw profiles
TwWOj = zeros(J+1,1);
forj=1:3+1
TWWOj(j) =Ts;
end
TwO00j = zeros(J+1,1);
forj=1:3+1
TwO0j(j) =Ts;
end

% Initial Tm profile

TmOj = zeros(J+1,1);

TmOj(1) = Tm1(1);

forj=2:3+1

TmOj(j) = (b2/(1+b2))* TWWOj(j)...

+ ((1-b2)/(1+b2))* TMOj(j-1)...
+(b2/(1+b2))* TWWOj(j-1);

end

% Jacket exit temperature
Tm2 = zeros(N+1,1);
Tm2(1) = TmOj(JH1);

% Wall profile at time 1 and height O
vecT10 = TDMAsolver(vecAnO, vecBn0, vecCn0, vecDQO);

% Height profile vectors at time 1

Tmlj = TmOQj; % vector for Tm(j) at n=1

Tmlj(1) = vecT10(1); % =Tmlinthiscase

TwW1j = TwWO;; % vector for Tw(j) outer at n=1
TwW1j(1) = vecT10(2); % valuefrom previous TDMA solution
TwO01j = TwOO0j; % vector for Tw(j) inner at n=1

TwO01j(1) = vecT10(W+2); % value from previous TDMA solution

% Initialising for height profile
vecDOQj = vecDOO;

% Calculation of height profile at n=1
forj=2:3+1

% Components of known vector at time 1 and height |
vecDOj(1) = (1-b2)* Tm1j(j-1) + b2* TwW1j(j-1);
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vecTlj = TDMAsolver(vecAnj, vecBn;j, vecCnj, vecDQ));
Tmlj(j) = vecTlj(1);

TwW1j(j) = vecT1j(2);

Tw01j(j) = vecT1j(W+2);

end

% New exit temperature
Tm2(2) = Tmlj(J+1);

% Mean inner wall temperature at n=1
TwOn(2) = mean(TwO01j);

% Procedure applied for al further timelevels

% Ready for time steps
vecDnO = vecT10;
Tmnj = zeros(J+1,1);
TwWnj = TwW1j;
TwOnj = TwO01j;

for n=2:N % time steps

% Forward differenceto find Tp at n+1
Tpn(n+1) = b5* TwOn(n) + (1-b5)* Tpn(n);

% at zero height
vecDNO(1) = Tm1(n);
vecDNO(W+2) = TwOnj(1) + (2*b1*b3* (1-pin))* Tpn(n+1);

% Wall profile at time n+1 and height O
vecTnO = TDMAsolver(vecAnO, vecBn0, vecCnO0, vecDnO);

% Ready for height steps

Tmnj(1) =vecTnO(1); % =Tmlinthiscase

TwWhnj(1) = vecTn0(2); % vaue from previous TDMA solution
TwoOnj(1) = vecTnO(W+2); % value from previous TDMA solution

% Initialising for height profile
vecDnj = vecDnO;

% Calculation of height profile
forj=2:3+1

% Components of known vector at height

vecDNj(1) = (1-b2)* Tmnj(j-1) + b2* TwWnj(j-1);

vecTnj = TDMAsolver(vecAnj, vecBnj, vecCnj, vecDnj);
Tmnj(j) = vecTnj(1);

TwWWnj(j) = vecTnj(2);

TwOnj(j) = vecTnj(W+2);

end

% New exit temperature
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Tm2(n+1) = Tmnj(J+1);

% Mean inner wall temperature
TwOn(n+1) = mean(TwOn;));

% Ready for the next time step
vecDnO = vecTnO;

end % time steps

% Time axis

time = zeros(N+1,1);
forn=0:N
time(n+1) = n*dt;
end

% Qm profile
forn=0:N

Qm(n+1) = -Mm*cPm* (Tm2(n+1) - Tm1(n+1));
end

% Qp profile
Qp(1) =0;
forn=1:N
Qp(n+1) = (1/dt)*Mp* cPp* (Tpn(n+1) - Tpn(n));
end

% Plotting curves
plot(time, Tpn,'’k’)

hold on

plot(time, Tm1,'b’)
plot(time, Tm2,'r")
legend('Tp', Tm1','Tm2’)
xlabel(‘'Time/ S)
ylabel(‘'Temperature / K")
hold off

figure(2)

plot(time,Qm,'b")

hold on

plot(time,Qp,'T’)

legend('Qm rate','Qp rate)
xlabel('Time/ s)

ylabel (‘Heat transfer rate / W)
hold off
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10.7 Detail of the Experimental and Safety Procedures

10.7.1 Standard operating procedure
Here, only the standard operating procedure for the methanol distillation experiment will
be presented. The standard operating procedure for the water distillation experiment was

the same but without the recommended safety procedures for handling methanol.

Process summary
This distillation procedure has been designed to test the heat |osses associated with the

large scale system.
. Hazards:-

Methanol is colourless liquid. It is highly flammable. Its boiling point is 65°C.

It may cause eye irritation and may have a degreasing effect on the skin.

In the event of contact with either skin or eyes, wash immediately with plenty of
water — for eyes continue for at least 15 minutes — and obtain medical help as
soon as possible.

In the event of inhalation, remove from exposure and obtain immediate medical
help.

In the event of spillage, use the spill kit to soak up the liquid and place in adrum
for disposal.

. Personal Protective Equipment Required:-
Safety Glasses
Antistatic Lab Coat
Antistatic Steel Toe Capped Shoes
Industrial Marigold Gloves

Special Considerationsfor Safe Operation of the L ar ge Scale Glasswar e when using
Flammable Solvents

Always:-

. Wear antistatic safety shoes.

. Earth metal drums, funnels and scoops.

. Blanket vessel contents with nitrogen.
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. Break vacuum with nitrogen.
. Transfer solvents using residual vacuum (<1m/s line velocity) to prevent static
build up in transfer lines.
. Clean up spillages immediately.
Never:-
. Charge solidsto vessels from plastic bags. The static build up may discharge and
ignite the solvent.
. Place electrica items in the fume cupboard which are not ATEX rated when

flammable solvents arein use.

. Use non conducting plastics, beakers, funnels, scoops, filter funnels.
. Transfer 2-phase systems.
. Use the Large Scale Glassware Laboratory to store flammables.

Stage 1. PreBatch Checks

Step  Operation Comment Operator
No. Initials

11 Confirm that thefume cupboard air flow isgreater Acceptable: Y/N
than 0.4m/s and air flow falure aam is
functioning.

1.2 Confirm that the agitator failure aarms are Acceptable: Y/N
functioning.

13 Confirm that the high temperature alarms on the Acceptable: Y/N
Hubers are set to 180°C. (Temperature Class 3
solvents. Max jacket temp 180°C, max process
temp 156°C)

14 Confirm the earth testing to the fume cupboard, Acceptable: Y/N
scaffolding and floor mat isin date.

15 Inspect the silicon seal in the fume cupboard base Acceptable: Y/N
and confirm it is complete and intact.

16 Confirm there are only ATEX rated electrical Acceptable: Y/N
appliances are inside the fume cupboard.

1.7 Confirm all vessels are empty and al lines have Acceptable: Y/N
been drained.
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1.8 Confirm all valves are in the closed position and Acceptable: Y/N
manhole covers are closed.

1.9 Confirm the nitrogen supply is adequate for the Acceptable: Y/N
daily use.

1.10  Confirm the condenser water is switched on and Acceptable: Y/N
flowing.

1.11  Confirm that al hosing is attached to the Acceptable: Y/N
condensers and Huber units and that it is in good
repair with no leaks.

1.12  Confirm that hosing connects the scrubber unit to Acceptable: Y/N
the reaction units viathe condenser ventsand it is
good repair.

1.13  Confirm the scrubber vent is inserted into the Acceptable: Y/N
fume cupboard ducting.

1.14  Confirm all raw materials to be used are in the Acceptable: Y/N
Large Scale Glassware solvent storage area.

1.15 Confirm al Personal Protective Equipment is Acceptable: Y/N
available for use.

Stage 2. Set up the scrubber

Step  Operation Comment  Operator
No. Initials

21 Charge 15 litres Deionised Water to the scrubber
viathe manhole.

2.2 Open the vaves, on the scrubber column and Ventis
reactors, to the 25 and 50 litre vessels. open Y/N?

2.3 Turn on the scrubber pump.

Stage 3. Digtillation of Methanol Mixture

Step  Operation Comment Operator
No. Initials

31 Ensure the vent valves are open to the scrubber.

3.2 Flush the 25 litre vessel with 40 litres of nitrogen/min
for 15 minutes.



3.3

3.4
3.5

3.6

3.7

3.8

3.9

3.10

311

3.12

3.13

3.14

3.15

3.16

3.17
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Reduce the nitrogen flow to 5 litres’minute to ensure
that nitrogen is flowing through the vessel.

Earth the 25| drum.

Using the residual vacuum charge the vessel with 5
litres of methanol straight from the metal drum.
When the charge is complete, isolate the charge line
and rel ease the vacuum.

Open the valve and allow the contents of the measure
vessel to enter the 25 litre vessel.

Repeat steps 3.5t0 3.7 until 20 litres of methanol have
been charged.

Start the agitator and the Huber.

Ensure data logging of readings produced by
temperature reading/Huber at set intervals.

Record the water temperature and enter it as the set
point of into the Huber controller using “process
mode’, then alow the contents of the 25 litre vessel
to reach equilibrium.

Enter aset point of 60°C into the Huber controller and
heat the contents of the 25 litre vessel while
monitoring using Labview. Ensure the vessd is
configured for distillation to the receiver.

When the Huber internal temperature rise begins to
slow down, change the Huber control to “internal
mode’ and enter a set point of 75°C. Take care not to
overload the condenser.

Hold this setting for 10 minutes, pumping the
distillate back into the reactor when it is collected.
Take asample of the digtillates.

Enter aset point of 80°C into the Huber controller and
heat the contents of the 25 litre vessdl while
monitoring using Labview.

Repeat Step Nos. 3.14 — 3.15 with the set points of
85°C, 90°C, 95°C, 100°C and 105°C.

Set the temperature to 20°C using the Huber
controller, cooling the contents of the 25 litre vessel
while monitoring using Labview.
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3.18 Change the Huber control to “process mode”.

3.19 At this point set Huber temp to ambient and allow
process to cool.

Stage 4. Dischargeand Drying of the 25 Litre Unit
Step  Operation Comment Operator
No. Initials

4.1 Discharge 25 litre vessel and receiver viathe bottom
outlet valves straight into the drums and allow the
equipment to drain by leaving the valves open.

10.7.2 Safety and risk assessment

A single risk assessment document covered both the water and methanol distillation
experiments, as well as acetone (acetone was used in a training run before the main
experiments aswell as to clean out the reactors after use). It was signed by the author, the

primary supervisor and the laboratory manager.

The first section of the risk assessment document was entitled “Hazardous area
classification and basis of safety”. The basis of safety was the elimination of ignition

sources. This section had the following three questions:-

Q: “Are you using or making any chemicals which during processing are capable of

detonation, deflagration, high rate decomposition or have apyrophoric nature?’ A: “No.”

Q: “Do any of the chemicals or processing activities require a Basis of Safety of an Inert
Blanket rather than a Basis of Safety of Elimination of Ignition Sources?” A: “No. Inert

blanket will be used as a secondary safety measure.”

Q: “Do any chemicas fall outwith the scope of the electrical ATEX standard of
Temperature Class 4 and or Gas Type 2C?” A: “No.”

The second section of the document was entitled “Reaction scheme & brief summary of
reaction principles (Show or describe al processes, reagents, intermediates, products, by-
products, off-gases and summary conditions)”. In this section was written: “ M easurement
of heat flow across the reactor during various distillation rates of water, methanol and
acetone. Thereisno reaction.” No further information was required because there was no

reaction.
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Thethird section was entitled “COSHH — intrinsic chemical hazards (List all materialsin

scheme, including isolated intermediates, off-gases, scrubber liquors, clean-out solvents

and waste)”. The information displayed in table 10.9 was below it:-

Table 10.9 — COSHH details (part of the risk assessment).

Special Precautions

Material Quantity | Significant Intrinsic Hazardsand | or Personal

/ kg Risk Phrases Protective
Equipment
Methanol & Acetone: Highly Safety glasses,

Deionised flammable antistatic lab coat,

water 60 Methanol: Toxic —danger of very antistatic steel toe
serious irreversible effects through capped boots,
inhalation, in contact with skin and if | industrial marigold
swallowed. gloves.

Methanol | 20 Acetone: Irritating to eyes, repeated | Especially with
exposure may cause skin drynessor | methanol, avoid skin
cracking, vapours may cause contact or splashes,
drowsiness and dizziness. and take care not to

Acetone 60 .

inhale vapours.

The fourth section was entitled “Reactive chemical hazards of each material (List

sensitivities, incompatibilities (including interactions with condenser coolant, Huber oil

and scrubber liquors), thermochemical threats, flash points etc)”. The information
displayed in table 10.10 was below it:-

Table 10.10 — Reactive hazards and control measures (part of the risk assessment).

Reactive .
Material Hazards Control Measures Required
Flammable Elimination of ignition sources within the fume
Methanol, (reactlor_1 with | cupboard. |
acetone oxygenin Constant air flow to remove flammable vapours.
air) Nitrogen blanket

The fifth section was entitled “Energy hazards of the process (List energies present,
sources)”. It had two parts. “What is the Stability of the Raw Materials, Intermediates,

Products and Distillation Residues etc especialy if elevated temperatures are required?’

and “What Reaction Energy is Present?’
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The second question (“What Reaction Energy is Present?’) was not applicable, so this
section was about the boiling points of the substances (water 100°C, methanol 65°C,
acetone 56°C). The possible dangers were pressure rise due to possible excessive boiling
of the substances and overloading of the condenser. The substances greatly expand when
boiled and correspondingly greatly contract when condensed. The control measures were
to firstly keep the vent valves open to the scrubber to equalise the pressure, and secondly
to watch the condenser for signs of overload and cool the reactor if this were to occur.
The last line of safety was the bursting disk, set to release if the pressure difference

between the system and surroundings was 0.4 bars or more.

The sixth section was entitled “ Other physical hazards (List any other significant hazards
that could conceivably arise, including spillage and clean-up)”. The natures of the hazards
listed were spillage of the liquids and the flammability of the vapour. The hazards could
arise from charging or discharging the vessel, not collecting al the contents after the
experiment, and accidentally leaving the run-off valves open (this would be checked in
the standard operating procedure).

The control measures for spillage were firstly to use suitable gloves when cleaning. If a
small spillage were to occur, it would be soaked up with tissues (which would be l€eft in
the fume cupboard until any flammable liquid had evaporated). If alarger spillage were
to occur, the fume cupboard would be purged, all windows would be closed, and any
flammable liquid would be | ft to evaporate. If avery large spillage occurred, the spill kit
would be used, as well as closing all windows, purging the fume cupboard and leaving it

to evaporate.

The control measures for flammable vapour during these operations were to ensure that
al the drums (which were made of metal) were earthed during charging, and the
substances were charged using residual vacuum only (not pumped). Flammabl e solvents
would be discharged into glass bottles. Waste disposal binswould be placed into thefume
cupboard during filling, so any vapours would stay in the fume cupboard.

The seventh section was entitled “Potential hazards arising from mal-operation (List
process deviations that could give rise to a hazard)”. The potential deviations listed here
were if the run-off valves were open (causing large spillage), or the vent valves were
closed (causing pressure build-up), or if there was alarge enough temperature difference
(causing thermal shock to the vessel wall). The control measures for spillage were

discussed in the previous section. The control measures for pressure build-up were to
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check the vent valves were open (as part of the standard operating procedure) and to have
the bursting disk in place. The control measures for temperature difference were to
monitor the difference between the jacket inlet temperature and the process temperature
and to make sure this difference does not exceed 50°C. The Huber control system would

do this automatically if set to “process mode”.

The eighth section was entitled “Emergency shutdown procedures’. The emergency
situations identified were temperature spikes (from Huber malfunction or mal-operation),
the possibility of the fire alarm activating during an experiment and the possibility of

fume cupboard failure.

The control measures for temperature spikes were three temperature trips and alarms set
in the Huber unit. Firstly if there was a 50°C difference between jacket inlet temperature
and process temperature this would be controlled the system was in “process mode” and
monitored if the system was in “internal mode’. Secondly an alarm would activate if the
Huber temperature reached the set maximum temperature of 156°C. And lastly the Huber
would automatically shut down if the temperature of the DW-Therm reached 180°C asit
istoo closeto its boiling point of 200°C. Additionally, monitoring and observation of the

process was essential.

If the fire alarm were to go off, the emergency action was to use the radio to contact the
fire wardens and alert them to the situation. Then it was to be established whether it was
adrill or areal fire. If it was areal fire, the Huber control would be set to 20°C and all
personnel would evacuate (with the radio, so fire wardens could still be contacted). If it

was adrill, operators would keep working because the process required monitoring.

If the fume cupboard air flow failed, the Huber system would be set to 20°C immediately
upon discovery. If it was thought that significant flammable gases could escape (if there
was boiling methanol or acetone), amajor threat of fire or explosion would be present. In
this case, the fire alarm would then be activated and all personnel would evacuate. Fire
wardens would be informed of the situation.

The ninth section was entitled “Hazards arising from service or equipment failures (List
services required and consequence of failure)”. Possible hazards identified were
insufficient fume cupboard air flow, loss of nitrogen blanket on the contents of the system,
condenser overload, and high pressurein thereactor if the valveswere closed. The control

/ action measures from failures of the fume cupboard or temperature control (condenser
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overload) and pressure build-up were discussed in previous sections of the risk
assessment document. For the nitrogen blanket, part of the standard operating procedure

Isto ensure sufficient nitrogen is present before and during the experiment.

The tenth section was entitled “ Special detoxification of waste (List any special measures

required to safely detoxify waste)”. This section was not applicable to these experiments.

The eleventh section was entitled “ Cleanout of equipment (List equipment to be cleaned
and solvents required to clean out the equipment)”. The reactor was to be cleaned out at
the end with acetone, a flammable and irritant substance. Control measures for acetone
werethe use of ATEX-rated equipment in the fume cupboard, the fume cupboard air flow,
and the presence of a nitrogen blanket when flammable substances were in the system.
This cleaning would be done by the lab manager after the experiment was finished.

The twelfth section was entitled “Disposal of waste (List types of waste expected and
disposal method)”. For the deionised water, no hazards were present and the waste route
would be normal drainage. For methanol (flammable and toxic) and acetone (flammable
and irritant), disposal would be taken care of by the Chemistry Stores personnel.

The thirteenth section was entitled “Who is at risk from this experiment? (Address the
risk to al those who may come in contact with this experiment)”. All operators and
visitors were considered “at risk” and the risks were from coming into contact with the
solvents (liquid or vapour) and from entering the hazardous area (fume cupboard) which
was required at times such as when discharging the vessel. To aleviate these risks,
primarily, care wasto be taken to avoid skin contact and splashes, and to avoid inhalation
of the vapours. Personal protective equipment was also to be used — lab coats and safety
glasses were to be worn at all timesin thelab, and additionally, in the hazardous area and
when handling solvents, industrial marigold gloves and anti-static steel toe capped boots

were to be worn.

10.7.3 Risk Assessment Form
1.0 Processto be Operated

1.1 Sage1-—Materials Usage/ Batch



252

Material/Chemical Quantity

Water 60L —20L for 25L vessdl, 40 L in50 L vessel

Methanol 30L —usedin 25 L vessd only

Acetone 60L —20L for 20 L vessd, 40 L for 50 L vessd

Product generated / batch Total 20L eachfor 25 L vessel, 40 L each for 50 L
vessdl

1.2 Sage 1—Number of Batches Required: 4 for 25 L vessel, 2 for 50L vessel

1.3 Sage 1 - Estimated Cycle Time/ Batch: 1 day

1.4 Sage 1 - Estimated Clean-out Time: N/A (acetone will be used last in both vessels)
1.5 Sage 1 - Estimated Manufacturing Time: N/A

1.6 Sage1-—Brief Process Outline

Process Operation Volumein Vessd

1. Heating to reflux Full capacity (80% of total
volume)

2. Didtilling at different rates (increasing jacket temperaturesin | Full capacity (80% of total

steps) volume)

3. Cooling to ambient temperature Full capacity (80% of total
volume)

2.0 Sagel-Hazard & Operability Study

2.1 Consder all aspects of the chemical process and how they will be operationally carried

out. (Include: Movement and storage of chemicals, manual handling issues, weighing, splitting
bulk chemicals into manageable size packages, charging of chemicals and potential interactions
in charging lines, reaction, discharging from vessels, discharging from vac filter, drying, type of

product and waste drums, etc.)

No reactions present

Process Operation or Activity Action Required or Control Measure
1. Manual handling Trolley for main drums, maximum carrying
weight 10kg

2.2 Sage 1 — Additional Questions (if not covered in the above study)

Activity Action Required or Control Measure
Is the equipment of a suitable size for the Yes

reaction? Yes

Isthe agitator covered throughout the

processing?

Isthere any risk of serious frothing? No
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Arethere any anticipated viscosity or
physical form changes?

Boiling during distillation

Do any raw materials require melting before | No

use?

Is there enough cooling capacity around the | N/A

vessel jacket available to control exotherms?

Isthere a static hazard from charging any dry | N/A

powder?

Isthere adust cloud hazard? N/A

What high temperature alarm set point is OT = 180°C

required for operation of the Hubers? T Max = 156°C (Temperature classification
T3)

Isthe vent size (19mm) adequatetorelease | Yes

gas and avoid the reaction pressurising the
equipment?

Isany gas or vapour used or formed in the
reaction?

Is the scrubber required?

What scrubber liquor will be used and what
strength is required?

Y es, due to evaporation and boiling

Y es (for acetone and methanol experiments)
Deionised water (for acetone and methanol
experiments)

Isany out of hours working required to cover
the work?
If s0, how will this be managed?

Strict working hours 8am — 4pm, possibly up
to 5pm.
James may agree to supervise 4pm to Spm.

Isall electrical equipment to be placed inside
the fume cupboard of the standard required
to enable the use of flammable solvents and
flammable dusts?

A check isrequired on the thermometers to
be used on the outside of the jackets —see
action 1.

Are all operators of the Large Scale
Glassware fully trained?

Erik Bentham and Nick Fitch are trained.
Scott Shaw is not trained and is only allowed
in the presence of either Erik or Nick.

Areall heating and cooling activities
designed to prevent thermal shock to the
vessels?

Yes

2.3 Sage 1 —Materials of Construction Review

Reactor Charge/Discharge/Transfer Hosing
Chemical / Borosilicate PTFE Viton Rubber Silicone | Neoprene Other
Intermediate / Glass Required -
Product Marprene
Deionised water W v v _ _ v
Methanol W v X v - - v
Acetone W v X v B _ v

Repeat Hazard & Operability Sudy for each Sage of the Process.

N/A — the above risk assessment covers all stages.

3.0 Action List —(List al actions which arise from the above risk assessment. All actions must

be completed before commencing manufacture)
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Action Responsible Person | Completion Date
1. A static hazard risk assessment isrequiredfor | S Pollard to check | Before startup can
the thermometer probes to be attached to the | static risk. commence.

jackets. If astatic hazard is potentialy present, | F. Muller to supply
the written justification must be supplied before | written justification.
staring work.

4.0 Process Instruction Sheet

Have Process Instructions for operating the process in the Large Scale Glassware been
completed? Yes.

Process Instruction Document References:

. IPRD/K gL ab/PISheet — Erik/25 litre/water/heating profile

. IPRD/K gL ab/Pl Sheet — Erik/25 litre/methanol/distillation

. IPRD/K gL ab/PISheet — Erik/25 litre/methanol -water/distillation
. IPRD/K gL ab/Pl Sheet — Erik/25 litre/acetone/distillation

. IPRD/K gL ab/PISheet — Erik/50 litre/water/heating profile

. IPRD/K gL ab/PISheet — Erik/50 litre/acetone/distillation

o gk, wWDNPE




