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ABSTRACT

Pulmonary hypertension (PH) is a clinical condition characterised by an increased mean pulmonary arterial pressure (mPAP) of over 25 mmHg measured, at rest, by right heart catheterisation (RHC). RHC is currently considered the gold standard for diagnosis, follow-up and measurement of response to treatment. Although the severe complications and mortality risk associated with the invasive procedure are reduced when it is performed in a specialist centre, finding non-invasive PH diagnosis methods is highly desirable.

Non-invasive, non-ionising imaging techniques, based on magnetic resonance imaging (MRI) and on echocardiography, have been integrated into the clinical routine as means for PH assessment. Although the imaging techniques can provide valuable information supporting the PH diagnosis, accurately identifying patients with PH based upon images alone remains challenging. Computationally based models can bring additional insights into the haemodynamic changes occurring under the manifestation of PH.

The primary hypothesis of this thesis is that that the physiological status of the pulmonary circulation can be inferred using solely non-invasive flow and anatomy measurements of the pulmonary arteries, measured by MRI and interpreted by 0D and 1D mathematical models.

The aim was to implement a series of simple mathematical models, taking the inputs from MRI measurements, and to evaluate their potential to support the non-invasive diagnosis and monitoring of PH. The principal objective was to develop a tool that can readily be translated into the clinic, requiring minimum operator input and time and returning meaningful and accurate results.

Two mathematical models, a 3 element Windkessel model and a 1D model of an axisymmetric straight elastic tube for wave reflections were implemented and clinically tested on a cohort of healthy volunteers and of patients who were clinically investigated for PH. The latter group contained some who were normotensive, and those with PH were stratified according to severity. A 2D semi-automatic image segmentation workflow was developed to provide patient specific, simultaneous flow and anatomy measurements of the main pulmonary artery (MPA) as input to the mathematical models.
Several diagnostic indices are proposed, and of these distal resistance ($R_d$), total vascular compliance (C) and the ratio of reflected to total wave power ($W_r/W_{tot}$) showed statistically significant differences between the analysed groups, with good accuracy in PH classification.

A machine learning classifier using the derived computational metrics and several other PH metrics computed from MRI images of the MPA and of the right ventricle alone, proposed in the literature as PH surrogate markers, was trained and validated with leave-one-out cross-validation to improve the accuracy of non-invasive PH diagnosis. The results accurately classified 92% of the patients, and furthermore the misclassified 8% were patients with mPAP close to the 25 mmHg (at RHC) threshold (within the range of clinical uncertainty).

The individual analysis of all PH surrogate markers emphasised that wave reflection quantification, although with lower diagnosis accuracy (75%) than the machine learning model embedding multiple markers, has the potential to distinguish between multiple PH categories.

A finite element method (FEM) based model to solve a 1D pulmonary arterial tree linear system, has been implemented to contribute further to the accurate, non-invasive assessment of pulmonary hypertension.

The diagnostic protocols, including the analysis work flow, developed and reported in this PhD thesis can be integrated into the clinical process, with the potential to reduce the need for RHC by maximising the use of available MRI data.
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CHAPTER 1

Introduction & Literature Review

INTRODUCTION AND MOTIVATION

The pulmonary circulation is a low-pressure, high-flow vascular network, characterised by a multiple-branching circuit running from the right ventricle to the left atrium [1]. Under normal conditions, the right heart circulation has to accommodate the same amount of blood as the systemic circulation. Despite this common feature, the two have distinct anatomical and functional characteristics: the pulmonary system has shorter, tapered, more compliant vessels, that are less resistive to blood flow, with the flow driven by a significantly lower pressure than its left counterpart [2]. For many cardiovascular diseases, the onset or presence of the disease is manifested in haemodynamic and anatomical modifications. Due to the convoluted vessel network, with arteries and veins closely following the airways [3] and its hidden position, behind the thorax, the pulmonary circulation structure and function can be difficult to image effectively.

Pulmonary hypertension (PH) is a condition, clinically defined by an increased mean pulmonary arterial pressure (mPAP), ≥ 25mmHg at rest, measured by invasive right heart catheterisation (RHC)[4]. The RHC procedure is currently considered the gold standard for diagnosis, follow-up and response to treatment and the patient is often exposed to multiple
investigations [5]. RHC presents risks to the patient, including bleeding, hematoma formation, vessel puncture, reaction to the contrast dye, abnormal heart rate and, in extreme cases, heart attack, stroke and death [6], [7]. Although the severe complications are reduced when the procedure is performed in a specialist centre [8], [6], non-invasive methods for PH assessment are highly desirable.

PH is a complex disease, with multiple classifications (reviewed in Section 1.3 of this chapter), and with pathophysiological features that include intimal proliferation, vascular remodelling, vasoconstriction and increase in the vascular stiffness. Beside structural and morphological changes, evaluated usually through imaging techniques (Doppler Echocardiography, MR, PET, CT)[9], [10], [11], these phenomena are intimately related to: increase of the pulmonary vascular resistance (PVR), decrease of the vessel compliance (C), leading to increase in the ventricular afterload, followed by ventricular failure and death [9],[12].

The hypothesis of this PhD thesis is that the physiological status of the pulmonary circulation can be assessed using solely non-invasive measurements of the flow and anatomy of the pulmonary arteries measured by Magnetic Resonance Imaging (MRI), interpreted by simple mathematical models (Windkessel models and 1D wave transmission models).

The aim of the project is to implement and to clinically evaluate the above mentioned models, operating on MRI derived input data, as a non-invasive alternative to right heart catheterisation for diagnosis and monitoring of pulmonary hypertension.

**PULMONARY STRUCTURE**

The pulmonary circulation is a multiple branching circuit, extending from the pulmonary valve to the left atrium [13]. The main pulmonary artery (MPA) is tapered, about 5 cm long , with a diameter of approximatively 3 cm, although the dimensions vary between the sexes [14]. The pulmonary trunk is divided into the right and left branches, continuing to branch into smaller pulmonary arteries until they reach the capillary level, where gas exchange takes place. From there, oxygenated blood is transported to the left side of the heart through a system of pulmonary veins, which empty into the left atrium through the 4 pulmonary veins [13].

The pulmonary arteries and veins closely follow the topology of the airways, with the number of the blood vessels exceeding the airways (supernumerary vessels). Chang et al [15] state that there are 28 generations of arterial branches, with vessel diameters as small as 100μm.
The intricacy of the pulmonary vasculature and importance of computer modelling in assessing its mechanics in health and diseased cases was emphasised by Burrowes [3] through a complex structured anatomical model of the distribution of arteries and veins in the human lung.

**PULMONARY HYPERTENSION**

1.1.1 Definition, classification, diagnosis

Pulmonary hypertension is a condition that is clinically defined by an increase of the mean pulmonary arterial pressure (mPAP) ≥ 25mmHg, measured, at rest, by invasive right heart catheterisation [12]. Although a 30 mmHg value was proposed as an exercise threshold [1], it was showed [16] that even higher values can be found in healthy people during exercise.

For healthy volunteers, the normal pressure range at rest was reported to be 14.3 ±3.3 mmHg [17], giving rise to debate regarding the patients whose mPAP is higher than normal but smaller than the PH diagnosis definition [12]. The term ‘borderline PH’ defines patients with mPAP between 20 and 24mmHg [18] and remains an area that is not effectively covered by the official guidelines.

The most recent classification was done in 2008 at Dana Point, California. According to the pathophysiological modification, clinical presentation, and therapeutic approaches, PH was divided into 5 groups [12] as follows:

- Group 1: Pulmonary arterial hypertension (PAH)
- Group 2: Pulmonary hypertension due to left heart disease (PH-LHD)
- Group 3: Pulmonary hypertension owing to lung disease and/or hypoxia (PH-Lung)
- Group 4: Chronic thromboembolic pulmonary hypertension (CTEPH)
- Group 5: Pulmonary hypertension with unclear or multifactorial etiologies

These five groups can be divided into two major categories: pre-capillary PH (groups 1, 3, 4 and 5) and post-capillary PH (group 2), the names being suggestive of the site of the disease. A pulmonary wedge pressure (PWP) higher than 15 mmHg is clinically attributed to post-capillary PH, whereas smaller values are considered to characterise pre-capillary PH [4]. Although unreported in the guidelines, the situation where the patient has PWP > 15mmHg but also presents signs of pre-capillary PH is clinically possible, being attributed to a ‘mixed PH’ category [19].
Characteristics shared by the PH groups include vascular remodelling, vasoconstriction and intimal proliferation [4]. These features contribute to an increase in pulmonary vascular resistance (PVR) and decrease of pulmonary compliance (C) [20]. To overcome this increase in the ventricular afterload, the energy expended by the right ventricle increases, often leading to right heart failure, recognised as one of the most common causes of death in PH [21], [22].

The pathology specific to each of the five PH groups, along with their sub-groups, is illustrated in Figure 1.1. As graphically highlighted in this comprehensive diagram from [9], only group 1 (PAH) and 4 (CTEPH) have a defined clinical treatment. Whereas for the other three groups, the optimal treatment is not clear, being determined mainly by the treatment of the underlying cause.

As PH is a disorder with no specific symptoms [4], a complete series of tests is often undertaken. Imaging techniques (Echocardiography, CT, MR) play an important role in visualising the internal pulmonary structures and supporting the PH diagnosis within the groups [10]. However, the diagnosis is currently confirmed by the RHC method as the only clinical gold standard. The procedure is not used solely to measure the mPAP but also to determine the pulmonary wedge pressure (PWP) and the cardiac output (CO), and to compute the pulmonary vascular resistance (PVR): all of these parameters are important for PH sub-group classification, follow-up and treatment.
The PWP represents a marker used for the correct diagnosis of PH-LHD [23] and for exclusion of pre-capillary PH [4]. Despite its importance in the decision process, PWP does not always represent a good estimate for the left arterial pressure [24]. The erroneous computation of PWP can further lead to the erroneous estimation of PVR (Eq. 1.1), since the latter depends upon the PWP.

Clinically, PVR is defined as the ratio of the difference between mPAP and left arterial pressure (approximated by the PWP) and the CO.

$$PVR = \frac{mPAP - PWP}{CO}$$

(Eq. 1.1)

The measure, usually expressed in Wood units (WU) (equivalent to 80 dyn s cm$^{-5}$) corresponds to the Poiseuille resistance (Eq. 1.2), defined as the ratio between pressure drop ($\Delta P$) and volumetric flow rate ($Q$) through cylindrical pipes for incompressible, Newtonian fluids.

$$R_{Poiseuille} = \frac{\Delta P}{Q} = \frac{8l\mu}{\pi r^4}$$

(Eq. 1.2)

where $l$ is the vessel length, $r$ is the vessel radius and $\mu$ is the dynamic blood viscosity.

Normal PVR values lie between 0.13 and 1.24 WU, with an average of 0.7 WU [25], whereas values above 2-3 WU are indicative of PH [5]. Increased PVR values were associated in some studies [26], [27], [28], [29] with PH severity, and with a lower survival rate after heart transplantation [29], [28]. Different values have been adopted as a threshold between mild and severe PH: 4 WU [26], [27], 5 WU [28] or 6 WU [29].

1.1.2 Alternative, non-invasive diagnosis methods in PH

Non-invasive imaging techniques (Echocardiography, MRI) are currently used both for the clinical screening of the PH-suspect patients and in follow-up monitoring [4].

Furthermore, research has been conducted [26], [30], [31], [32], [33], [34], [35], [36], [37], [27] to derive non-invasive clinical significant parameters for the assessment of PH. The derivation of these ‘RHC surrogate markers’ seems to follow two trends, which might be classified as direct or model-based approaches. The latter constitutes the focus of the present PhD thesis and it is extensively reviewed in Section 0.
1.1.2.1 The direct approach

In the direct approach, parameters are derived solely based on the measured outputs (no further modelling is required).

Some of these studies propose qualitative/observational markers: Swift et al. [38] suggested that the artefacts from black blood images caused by slow flowing blood in the pulmonary trunk have diagnostic potential in the discrimination between PAH and no PH patients. Kitabatake et al. [39] observed changes in the shape of the pulmonary flow curve, obtained through Doppler Echocardiography, in patients with normal, moderate and elevated mPAP. Although showing promising results, these studies have the limitation of being subject to operator interpretation.

Other studies, falling under the same ‘direct approach’, propose quantitative anatomical or haemodynamic markers, derived in most cases from 2D pulmonary artery (PA) phase contrast and/or CINE cardiac MR images. These markers include: maximum, minimum and relative area change of the vessel, average and peak blood flow velocity, and acceleration and ejection times.

Measurements of the anatomy and function of pulmonary arteries (relative area change-RAC, pulsatility/distensibility and minimum area) were reported [26], [30], [31], [32] as having the potential to classify PH from no PH patients. Values of 15%, 24% and 40% RAC were indicated [26], [30] as thresholds to separate PH patients with and without the condition. A cut-off value of 10% was able to differentiate between responders and non-responders to vasodilators in IPAH patients [40]. The same parameter, measured for the RPA, was proposed [31] as a mortality predictor for a 16% threshold.

A series of studies based this time on cine cardiac MR images were conducted for the assessment of right ventricle mass (RVM) and ventricle mass index (VMI) [33], [34], interventricular septal curvature [35], right ventricle function (end systolic/diastolic volume) [36], peak and average velocity [41], [32], [34], acceleration (AT) and ejection times (ET) [32], [42]. Each of these has shown potential in differentiating patients without PH from those with the disease. It is however known that changes in right heart structure and function manifest late in the evaluation of PH. Hence, it is desirable to identify PH markers that are able to diagnose the presence of the disease in its earlier stages.
1.1.2.2 The model-based approach

A second, more indirect, approach for non-invasive PH assessment uses the output from the imaging techniques, in general flow and area measurements, as input for mathematically formulated models [43],[44],[45], [27], [46].

However, the majority of the model-based approaches that are reported in the literature are almost invariably based on invasive pressure and flow measurements in animals and humans, under normal as well as under induced PH conditions. There are very few published studies that use exclusively non-invasive measures, which constitute the major focus of this thesis.

MATHEMATICAL MODELS OF THE PULMONARY CIRCULATION

Finding alternative, non-invasive methods to assess pulmonary hypertension has received increasing interest in the pulmonary research community, [26], [30], [31], [32], [33], [34], [35], [36], [37], [43],[44],[45], [27]. Although the direct methods of determining PH markers have been shown to have clinical potential, their interpretation could be enriched by introducing additional knowledge from the application of mathematical models, which can bring insights into the haemodynamic system behaviour in health and disease.

Based on mathematical and physical principles including electrical circuit theory and wave transmission theory, cardiovascular models can offer a global (0D) or local (1D, 2D, 3D) representation of the flow, Q(t), and pressure, p(t), behaviour under different circumstances.

For instance, considering the pulmonary arterial tree as the system to be represented, a zero dimensional model will provide a general, lumped, description of it. The label ‘zero-dimensional’ indicates that there is no spatial variation of the parameters in the model: they are functions only of time. On the other hand, the increase of the model’s dimensionality will offer a local representation of the fundamental variables (Q(t) and p(t)). Distributed models break down the system into compartments in which the flow and pressure can vary in one (Q(x,t), p(x,t)), two (Q(x,y,t), p(x,y,t)) or three (Q(x,y,z,t), p(x,y,z,t)) dimensions [47].

Modelling the pathophysiology of the cardiovascular system requires understanding of the system’s behaviour under normal circumstances. In order to achieve today’s status, where mathematical models can be used as a non-invasive tool in disease assessment, they have followed an evolutionary path of in vivo and in vitro experimental validation. The majority of the models were derived at first from animal data, followed by application to human data. For validation the proposed model’s outcome was the compared with invasive
measurements. The following sections of this chapter are outlining the underlying concepts of zero and one-dimensional models and exemplifying their applications in modelling the pulmonary circulation.

1.1.3 0D models - underlying concepts

The lumped parameter models are represented as analogue electrical circuits, in which voltage represents pressure, $p(t)$, and electrical current represents blood flow, $Q(t)$.

The components of a 0D model are primarily linear, passive (resistor) and active (inductance, capacitance) elements. Each of the elements has a hydraulic equivalent as follows:

- **electrical resistance, $R$** - represents vascular resistance, associated with the viscous losses
- **capacitance, $C$** - represents vascular compliance, associated with the elasticity of the blood vessels and their capacity to accommodate volume changes
- **inductance, $L$** - represents vascular inductance, associated with the inertia of the blood.

Nevertheless, the three elements ($R$, $C$ and $L$) stated above are not the only ones that can be included in an electrical analogue circuit. Other electrical elements such as non-linear capacitors and resistors, or diodes can be used to simulate the myocardium’s compliance (elastance), variable peripheral vasculature resistance due to respiration, or heart valves as used by [48], [49], [50].

Four of the most commonly encountered configurations of the electrical parameters $R$, $C$ and $L$ to form a 0D model are exemplified in Figure 1.2.
Figure 1.2 0D (Windkessel) models in configuration of 2 (a), 3 (b) and 4 (c-d) electrical parameters.

The lumped parameter models can offer a representation of an entire system (systemic/pulmonary circulation) or they can illustrate smaller compartments such as the arterial/venous tree, large arteries, small arteries, veins, venules, capillary bed, etc. The ability to define system models of increasing complexity by assembling 0D models of individual components makes the 0D approach extremely versatile. 0D models can be used as standalone, in a mono or multi-compartment [47] description, or as boundary conditions for higher order models (1D to 3D) [51].

The first zero dimensional model, also known as the Windkessel model (in German, windkessel = air chamber), was mathematically formulated by Otto Frank in 1899 [52], who introduced the concept of using mathematical models to represent the heart afterload [53]. The first proposed Windkessel model was characterised by only two elements: a resistor in parallel with a capacitor (Figure 1.2.a). The compliance of the 2 element Windkessel defined the relationship between the fractional change of volume of blood in the systemic arteries and the change in pressure (Eq. 1.3). The circuit obeys the mass conservation law (Eq. 1.4) (equivalent to Kirchoff’s 1st law): any change in volume should equal the difference between the inlet and outlet blood mass flow.

\[ C = \frac{dV}{dP} \]  

(Eq. 1.3)
\[ \frac{dV(t)}{dt} = Q_{in}(t) - Q_{out}(t) \]  
(Eq. 1.4)

\[ Q_{out}(t) = \frac{P_{in}(t) - P_{\infty}(t)}{R_d} \]  
(Eq. 1.5)

where \( p_{\infty} \) is the distal pressure; for the RC-Windkessel model, \( p_{\infty} = 0 \) (ground)

Combining the above equations and using the nomenclature illustrated in Figure 1.2 a, leads to an ordinary differential equation (Eq. 1.6) which describes the RC Windkessel model in the time domain.

\[ Q_{i}(t) = \frac{P_{i}(t)}{R_d} + C \frac{dP_{i}(t)}{dt} \]  
(Eq. 1.6)

where, \( Q_{i}(t) \) is the inlet flow, \( P_{i}(t) \) is the inlet pressure, \( C \) is the total vascular compliance, \( R_d \) is the vascular distal (peripheral) resistance.

The electrical-analogue models of the cardiovascular system have since evolved as different authors started to add elements to the initial Windkessel model (Figure 1.2.b-d), and to analyse the results. Some of the fundamental contributions to the literature of 0D models are reviewed in the following paragraphs.

Westerhof and co-workers [54] proposed the introduction of an additional element to the Windkessel model to provide a better representation of the system response (Figure 1.2 b). A significant deficiency of the two-element Windkessel is its response at mid to high frequencies. The impedance at each frequency is described by (Eq. 1.7) and (Eq. 1.8).

\[ Z_{in}(\omega) = \frac{P(\omega)}{Q(\omega)} \]  
(Eq. 1.7)

where \( Z_{in} \) is the input impedance of a system, described by the ratio between the harmonic pressure and flow components.

\[ Z_{in2w}(\omega) = \frac{R_d}{1 + j\omega CR_d} \]  
(Eq. 1.8)

According to (Eq. 1.8), at high frequency the impedance tends to zero, which is not consistent with experimental data. To address this problem, a resistor \( R_c \), representing the characteristic impedance of the vessel proximal to the measuring site, was added in series with the initial configuration. The impedance of the 3 element Windkessel circuit is given by (Eq. 1.9). At \( \omega=0 \), corresponding to the direct current (DC) component, the modulus of the input impedance equals the sum of the 2 resistors, whereas at high frequencies, the input impedance modulus equals \( R_c \).
\[ Z_{in3W}(\omega) = R_c + \frac{R_d}{1 + j\omega C R_d} \]  
(Eq. 1.9)

The sum of the distal \( R_d \) and proximal \( R_c \) resistances is the total arterial resistance (Eq. 1.10), computed from the ratio of the mean pressure to mean flow [2].

\[ R_{total} = R_c + R_d = \frac{\bar{P}}{\bar{Q}} \]  
(Eq. 1.10)

Although the three element Windkessel model produced more realistic pressure and flow waveforms, it was noticed both for pulmonary and systemic circulation [55], [56], that better fits to measured data could be obtained by using a higher value than the characteristic impedance for the proximal resistance, and a lower value for C than the overall vascular compliance.

The next significant modification was to recognise that the 2 and 3 element Windkessel models do not take into consideration the inertia of the blood. Landes [47] and later Buranttini and Gnudi [57] addressed this deficiency by the introduction of an inductance \( L \), in series (Figure 1.2 d) and parallel (Figure 1.2 c), respectively, to the characteristic resistance, \( R_c \).

The difference in the performance of the 2 systems \( Z_{in4Ws} \) and \( Z_{in4Wp} \) can be seen in the equations for the input impedance: (Eq. 1.11) and (Eq. 1.12).

\[ Z_{in4Ws} = R_c + j\omega L + \frac{R_d}{1 + R_d j\omega C} \]  
(Eq. 1.11)

\[ Z_{in4Wp} = \frac{R_c j\omega L}{j\omega L + R_c} + \frac{R_d}{1 + R_d j\omega C} \]  
(Eq. 1.12)

At \( \omega = 0 \), the 4 element Windkessel with \( L \) in series with \( R_c \) returns a DC impedance equal to the one of the 3 element Windkessel, whereas in the higher frequency range, the input impedance does not equal just the characteristic impedance. On the other hand, adding \( L \) in parallel with \( R_c \) will have at low frequencies a behaviour similar to a 2 element Windkessel, and at high frequencies it will behave as a 3 element Windkessel. The latter approach is considered [58], [57] to better represent the real behaviour of the systemic circulation. It has been argued [58] that since \( R_c \) was added to simulate the characteristic impedance, it should not be included in the computation of the total vascular resistance in the 3 element Windkessel or in the 4 element Windkessel with \( L \) in series with \( R_c \).

In a study on dogs [58], the C values returned by two Windkessel models (with 3 and 4 elements- \( L \) in parallel with \( R_c \)) of the systemic circulation, were compared with the ones
returned by classical area and pulse pressure methods for the determination of compliance [59]. The experiment confirmed the previous findings [55], [56] regarding the overestimation of C and underestimation of Rc by the 3 element Windkessel, and showed that the 4 element Windkessel including the inertial effect of the blood returned more realistic values for the total vascular compliance.

Based on experimental data from animals (dogs and pigs), Segers et al. [60] investigated whether there are any circumstances in which a 3 element Windkessel will still return a realistic compliance. The findings showed that the 3 element Windkessel was overestimating the pulmonary compliance when modulus of the input impedance at low frequencies had a value close to the characteristic impedance. The authors suggested that the phenomenon (Zin at ω=0 close to Zc), was determined by the reduced reflections detected at the entrance of the measurement site.

All the lumped parameter models described above represent mono-compartmental models. As previously mentioned, one major drawback of a 0D model is its global character. To provide some spatial discrimination, a new category of models, the multi-compartmental ones, were introduced. These models, formed by a series of Windkessel circuits added together, are capable of characterising the cardiovascular system in terms of parameters in a series of segments: large arteries, small arteries, arterioles, veins, venules, capillaries etc. For every block of the cardiovascular system, a single R, RC or RLC combination, which better describes the respective segment, is used. In this sense, Formaggia et al. [61] proposed four possible configurations of an RLC combination: L-network, L-inverted network, T-network, and π-network, the names being suggestive to the position of each electrical element within the compartment (Figure 1.3). The choice of any one specific configuration as the basis of a particular model depends on the variables of the circuit that are known (inlet flow (Qi), outlet flow (Qo), inlet pressure (Pi), outlet pressure (Po)).
Based solely on combinations of mono-compartments, complex models had been proposed [62], [63] to represent the systemic, pulmonary or entire circulatory system. Even though these models have the great advantage to describe the vessel’s behaviour in more specific points, including segments such as the venous circulation (which is missing in the mono-compartment representation), the multi-compartment models have the disadvantage that the numerical values of each of the R-L-C elements have to be supplied for each single one. However, physiological data available to support the definition of all of the quantitative values for an individual are usually missing.

1.1.4 One dimensional distributed models

One dimensional (1D) distributed models (unlike previous zero dimensional models), represent the continuous variation of pressure and flow along the whole length of the system they describe. Obtained by breaking down the system into segments with known geometrical and mechanical properties, they can capture the effects of wave transmission, and the information that this carries, along the vasculature [64].

The complex phenomenon of blood flow through the circulatory system is governed by the non-linear Navier-Stokes equations, describing the conservation of mass (Eq. 1.13) and momentum (Eq. 1.14).

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0
\]  
\text{(Eq. 1.13)}

\[
f - \nabla p + \mu \cdot \nabla^2 v = \rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right)
\]  
\text{(Eq. 1.14)}
where \( p \) is pressure, \( v \) is velocity of the blood, \( \mu \) is the dynamic blood viscosity, \( \rho \) is the blood density and \( f \) represents the body force [64].

Although three dimensional models (3D) provide the most comprehensive description of the real flow behaviour, they require high computational resources, as well as appropriate boundary conditions, which are sometimes difficult to supply. Nevertheless, comparing the results of 3D with 1D models, it has been shown [65], [66] that the latter approach can produce good results, satisfactorily close to the more complex 3D formulation, and can be used as a simpler and more efficient modelling tool.

The 3D equations can be readily reduced to the 1D form by making assumptions including the representation of blood flowing through axisymmetric thin walled tubes.

The above equations, (Eq. 1.13) and (Eq. 1.14), contain two variables: pressure and velocity, but to reduce to 1D form the velocity has to be integrated across the cross-section to produce flow. This involves a third variable, the vessel area. Another equation is thus required, relating the pressure to the area (Eq. 1.15), often referred as the tube law equation.

\[
\frac{\partial p}{\partial A} = \frac{E h \sqrt{\pi}}{2 \cdot (1 - \nu^2) \cdot A_0} \cdot \frac{1}{\sqrt{A}} \quad \text{(Eq. 1.15)}
\]

where \( E \) is Young’s modulus, \( A \) is vessel area, \( \nu \) is Poisson’s ratio, \( p \) is pressure

The relationship, expressed in here in terms of the derivative represents only one of the many possible relationships that relate the two variables, as reviewed previously by N. Stergiopulos in [67].

By re-casting the equations in cylindrical form, eliminating the tangential velocity components, considering the axial velocity as dominant and assuming constant pressure over the cross-section, the three dimensional governing equation can be reduced to the 1D form for incompressible flow, through elastic tubes. If the flow and pressure are considered periodic, the 1D linearised equations can be readily solved in the frequency domain.

1D models allow representation of the \( Q(t) \) and \( p(t) \) at any location along longitudinal direction. However, the most important aspect that the one dimensional models capture is the wave behaviour. It is argued that waves are generated by the heart and travel along the system, exchanging energy with the blood flow and vessels walls [68]. If the travelling wave encounters any discontinuity (e.g. narrowing, stenosis, change in vessel diameter, bifurcation), part of the wave will be reflected back to the periphery and part will be
transmitted across the discontinuity. At any position, the measured wave can be described as the sum of forward and backward travelling waves. Measuring the amount of reflections can infer the status of the circulation in health and disease [69], [70].

Waves can be decomposed in the frequency domain from simultaneous measurements of flow, Q(t) and pressure, p(t), using Fourier analysis [52]. This is not however the only method that can separate the wave into forward and backward components. Unlike the frequency domain decomposition (also referred as the impedance analysis), that sees the waves as the superposition of sinusoidal wave trains, the time domain approach, wave intensity analysis (WIA) [71], considers the wave as a successive sum, of infinitesimal wave fronts. The two methods are, however, complementary and mutually consistent, as previously shown [72]. Several models [73], [74], [75], [76], [77], [78], [79], [80], [81], addressing wave reflections in the pulmonary circulation are discussed in the following section. Some of these models were developed in the time domain and some in the frequency domain.

1.1.5 Examples of pulmonary circulation 0D and 1D models

The discussion of 0-D and 1-D models presented in the preceding sections is focused mainly on the underlying concepts and theoretical background. The fundamental theory was developed and tested mainly on models of the systemic circulation. As mentioned in the introductory paragraph of this chapter, despite accommodating the same amount of blood, the systemic and pulmonary circulation have distinct anatomical and functional characteristics. Therefore the differences between the systemic and pulmonary circulation require further discussion.

The first pulmonary models were developed in animals, being supported by experimental data. In 1959, Engelberg and DuBois published measurements of the vascular impedance in the pulmonary network [82], in rabbits. The authors used a 3-element electrical circuit model to represent the entire pulmonary arterial tree. The circuit was formed by an inductance, a capacitance for the compliance of pulmonary arterial vessels and a resistor representing the whole pulmonary bed resistance. The mathematical model neglected the pulmonary veins, and was a reduced version of the previously discussed 4 element Windkessel model, without the characteristic impedance element. Using the proposed electrical analogue model, with the element values measured and computed experimentally, the overall response of the pulmonary arterial tree was tested under different pulsatile pressures. As the authors underlined, finding the pressure and flow waveforms knowing the system’s parameters returns a unique solution, whilst trying to infer the system properties from a set of flow and
pressure measurements is rather more difficult. All models produce approximations of the measured flow and pressure curves, and several combinations of parameters can produce solutions with similar errors. Furthermore the variation of the error with the parameters can often be small, or in other words the solution space can be relatively flat, so that a whole range of combinations of parameters can produce equally acceptable fits to the measured data. This issue remains a fundamental one for the methods developed in this thesis.

Since 0D models were designed to represent the heart afterload, as Westerhof and co-workers emphasised [54], the electrical analogue impedance of the circuit has to match the real input impedance of the arterial tree. Grant and Paradowski [83] characterised the input pulmonary arterial impedance using eight configurations of lumped parameter models and experimental haemodynamic measurements from cats. They sought to find the model that returns numerical values of characteristic impedance and vascular compliance closest to experimental values, and also which is the best representation of heart afterload. The electrical circuits varied from the simple two Windkessel to circuits with 5 elements.

The model proposed by Engelberg and DuBois [82] performed reasonably well, returning a vascular compliance close to the experimental value, calculated as the ratio between the change in volume to the change in pressure.

The model with the best performance was a modification of the model proposed by Engelberg and DuBois, which accounted for the viscoelastic properties of the vessel wall, by adding a resistor in series with the capacitor.

In their experiment, similar performance was returned by the classical 3 element Windkessel model [54], whereas the 2 element Windkessel scored a lot lower for the comparison criteria. Although the models proposed went up to 5 elements, the 4 element Windkessel with L parallel with $R_c$ was not included in the assessment.

The performance of the 4 element Windkessel with L placed parallel with $R_c$ was tested [84] on a coupled 0D-0D model which included 2 compartments, the heart (including variable elastance and heart valve) and the heart afterload (4 element Windkessel). The model performance was tested for both the systemic and pulmonary circulation. The Windkessel parameter values were derived by minimising the residual between the experimentally measured pressure and the one returned by the model, based on a fminsearch function. Although for the systemic circulation the results were in good agreement with the experimental data, the ones for the pulmonary circulation were less consistent. This
dissimilarity between the model’s performance for the systemic and pulmonary circulations can be either attributed to the different species the models were tested on (pigs for the systemic and dogs for the pulmonary) or raise the hypothesis that the 4 element Windkessel model is not a good representation of the right heart (pulmonary circulation) afterload. However, this suggestion requires further testing, since it was also shown that a 3 element Windkessel overestimated C for the pulmonary circulation [55], as it did for the systemic circulation [58].

Lankhaar et al. [20] used a 3 element Windkessel model to evaluate the difference between patients with two types of pulmonary hypertension (CTEPH and IPAH). Based on invasive pressure and flow measurements, the authors computed $Z_c$, C and $R_d$ and showed that, on average, the analysed parameters showed statistically significant differences between some of the evaluated groups. The vascular compliance, C, decreased from no PH patients to IPAH and CTEPH patients, but the values were similar for the two positive-diagnosis cohorts. The distal resistance and the characteristic resistance were both shown to increase from no disease to disease. Due to the overestimation of C, reported in earlier studies [55], [58], Lankhaar et al. [20] computed C through 2 other methods (pulse pressure and stoke volume methods). Although, indeed C was higher for the Windkessel method, between the evaluated groups the decrease in compliance was consistent. This might suggest that even if a 3 element Windkessel model does not return the true compliance, clinically, for the purposes of patient differentiation, it could be a valuable tool.

Moving forward from the mono-compartmental models of the pulmonary circulation, Pollack et al. [85], broke down the pulmonary tree into multiple segments to assess the pressure wave travelling effects in each of them and to quantify the reflection. The proposed model of a human pulmonary arterial tree has 55 arterial segments, each segment being represented by an electrical configuration of resistors, compliances and inductances, arranged based on structural rules deduced from a human lung cast. A function generator coupled with a diode simulated the right heart and the pulmonary valve and variable resistors were used at the end of each arterial branch, for branches with radius smaller than 2mm. Using Fourier analysis, the authors decomposed the pressure wave into harmonic components and quantified the local and global reflection for the first 10 harmonics at several measuring points along the circuit. The local reflection coefficient, defined as the ratio of the reflected wave to incident wave, was found to increase towards the periphery and close to major tapering or bifurcation points within the system. However, the global
reflection coefficient computed as the ratio of all reflected waves generated at and
downstream of the measuring point and incident wave, increases towards the inlet and
varied with the frequency. Although an ‘effective reflection site’ was indicated at ~15 cm
from the pulmonary valve, derived based on circuit impedance spectrum, the idea of several
distributed reflection points was endorsed following the quantification of global and local
reflection coefficients.

Huang et al. [86] experimentally validated a mathematical model of pulsatile flow for the
whole lung. The pulmonary arteries and veins were treated as elastic tubes based on the
Womersley [87] pulsatile flow solution, whereas for the capillary bed, a two dimensional
sheet model was introduced. It was demonstrated that the modulus of the input impedance
derived mathematically matched well the experimental results for frequencies lower than
7Hz. The importance of a good representation of the input pulmonary impedance in the low
range frequencies was noted [73], [88] as important, being indicative of the ‘pulsatile work’
performed by the right ventricle to push the flow through the vasculature.

A 1-D model of the pulmonary circulation in man, with direct clinical application, based on
morphometric and patient specific data for the pulmonary arterial tree was proposed by
Spilker et al. [89]. With the purpose of predicting treatment outcome, the authors developed
a 1-D model of the pulmonary arterial tree, with the proximal domain (main arteries) derived
based on MRI images of a patient and solved numerically, using 1-D non-linear Navier-Stokes
equations. The outflow boundary conditions were specified using arterial trees constructed
from morphometric data of human lungs. For each outlet of the main domain, a
morphometric arterial tree, solved recursively based on the Womersley solution for pulsatile
flow, was tuned to match the inlet flow and pressure. The proposed model was clinically
applied to simulate the haemodynamic improvement introduced by stenosis removal for
patients with the congenital heart defect of tetralogy of Fallot. The same idea, of using MRI
patient specific derived geometry for the main pulmonary arteries, with 1D tree structures
for the outlets was later used [44, 45] to simulate haemodynamic changes in normal
volunteers under PH conditions. Unlike in the study of Spilker et al., who tuned their outflow
trees based on morphometric data, Olufsen et al. [44] and Qureshi et al. [45] used asymmetric
structural trees. Although the first approach has more realistic outlet boundaries, taking into
account the observed trifurcations and not only the bifurcations considered in a structured
tree, tuning the trees requires measurements of both inlet flow and pressure. The second
approach requires the specification of the inlet flow and minimum radius. The latter
parameter was shown to influence the input impedance of the structural tree [90]. The
structural trees can be tuned to match the inlet conditions, as showed by Clipp and Steele [50], although they will still miss the level of structural detail that can be achieved through a morphometric model. In this model, the authors proposed a pulmonary arterial 1-D model based on sheep lung cast data for the major arteries, and modified structural trees for the outlet boundary conditions, taking into account the effects of respiration.

Several authors, [44, 45, 89] showed that their models can be used to simulate the pulmonary haemodynamics in health and disease. The stenotic condition in tetralogy of Fallot [89], as well the changes induced by pulmonary hypertension [44, 45], were simulated by altering the parameters of the model, on a healthy volunteer test case. The results provided in [44, 45], concerning the manifestation of PAH, CTEPH and PH associated with a hypoxic lung, were compared with relatively sparse literature data; neither of them was validated directly on a clinical cohort.

Being able to represent the pulmonary pressure and flow waveforms at different levels along the pulmonary circulation, in health and disease, has a crucial importance in quantifying the efficiency of the system. Although wave reflection quantification has shown potential in separating different categories of patients, when applied for the systemic circulation [69], [70], only a few studies [73], [74], [75], [76], [77], [78], [79], [80], [81] have been reported for the pulmonary circulation. Moreover, from these studies, even fewer were concerned with the human pulmonary circulation [75],[74], [81], whereas the others were performed in animals, mainly dogs and sheep. Furthermore all of the studies, both for animals and for human subjects, were performed using invasive pressure measurements.

van den Bos et al. [73] quantified the reflection in the pulmonary circulation of dogs under the effect of serotonin (a vasoconstrictor), arguing that this can simulate hypertension conditions. Serotonin increased the total pulmonary resistance, reduced vascular compliance and increased the reflection coefficient, on average, to almost double the control value. In another dog study, Hollander et al. [78], confirmed the finding of increased reflections when the subjects were subject to hypoxic conditions, which have a similar effect to serotonin administration. Furuno et al. [80], in another study on dogs, artificially induced emboli and constricted the pulmonary arteries. A mid-systolic flow deceleration was reported in half of the subjects with constriction, which was hypothesised to be induced by the backward travelling wave. Since this phenomenon was observed only in 50% of the cases, no clear conclusion was drawn. The wave reflections were found to be higher under constriction, whereas embolization had no significant effect. Later, Castelain et al. [81] reported the mid-
systolic flow deceleration in human data. An increase of reflections in pulmonary hypertension patients was demonstrated by Laskey et al. [75], who compared humans with and without PH at rest and exercise. As found by van den Bos et al. [73], the increase in the wave reflection for the PH condition almost doubled. The effect of exercise was minimal in both patient groups. Huez et al. [74] analysed the pulmonary vascular impedance in PAH patients and computed the reflection index as the ratio between the difference and the sum of the input impedance at $\omega=0$ and the characteristic impedance. The results were found to be similar to those of the PH group of Laskey et al. [75]. In all of these studies the wave reflections were quantified in the main pulmonary artery. Only Smolich et al. [79] and Pollack et al. [85] reported reflection indices at levels other than the MPA. Smolich et al. [79], in a study on sheep, analysed the effect of embolisation in both main and left pulmonary artery, showing elevated backward reflected waves at both locations. Pollack et al. [85], using an electrical analogue, multi-compartment model of the healthy human lung, quantified the local and global reflections at multiple sites. The main pulmonary artery bifurcation was identified [85], [76], [78], [79] as one of the reflection sites, and they attributed the effect to the impedance mismatch introduced by the main arteries tapering.

The above section emphasises the importance of the 0D and 1D computational models in inferring the status of the pulmonary circulation in healthy individuals and subjects with pulmonary hypertension, underlying the value which can be added by integrating them into clinical practice for non-invasive PH diagnosis.

**THEESIS OUTLINE**

The work developed during the course of PhD has been organised into four main chapters aiming to support the non-invasive characterisation of the pulmonary circulation in healthy and patients with pulmonary hypertension. The first chapter, this *Introduction and Literature review*, ‘sets the scene’ by introducing the clinical problem, emphasising the role of computational models for the PH diagnosis. Chapter 2 of the thesis, *From MRI images to area, flow and pressure waveforms as input for the mathematical models of pulmonary circulation*, describes the implementation of a workflow for processing MRI images of the pulmonary arteries in order to supply the mathematical models with personalised, patient specific, measurements: area, flow and radius based pressure surrogate. In Chapter 3, *0-D and 1-D model of a straight elastic thin-walled tube, for non-invasive pulmonary hypertension assessment*, two simple mathematical models are implemented and tested on a cohort of
healthy volunteers and patients who were clinically investigated for PH. Chapter 4, *Alternative, non-invasive PH diagnosis based on combining mathematical models and anatomy derived bio-markers into tree classifiers*, proposes a method which integrates computational markers for PH diagnosis computed in this thesis (chapter 3) with other clinical PH markers existing in the literature into a machine learning algorithm for the non-invasive diagnosis of PH. In order to contribute further to the accurate, non-invasive assessment of pulmonary hypertension, a finite element method (FEM) based model to solve a 1D pulmonary arterial tree linear system was implemented and described in Chapter 5, *Finite Element Model for 1D a Branching Tree of Pulmonary Arterial Circulation*. Finally, Chapter 6, *Conclusions, limitations and future work*, summarises the findings and lays out the new directions.
CHAPTER 2

From MRI Images to Area, Flow and Pressure Waveforms

MOTIVATION

In order to compute the patient-specific parameters in 0D models, including the Windkessel family, pressure and flow waveforms are required [91]. In 1D models the travelling wave can be decomposed into its forward and backward components from pressure and flow waveforms measured simultaneously at a specific location. Phase-contrast magnetic resonance (PCMR) imaging can provide accurate and reliable flow measurements, whilst the pressure in the pulmonary vasculature is currently measured invasively, using right heart catheterisation (RHC).

In this thesis, the focus is on the use of non-invasive in vivo measurements, with radius (again measured by MR imaging) rather than pressure changes over the cardiac cycle as an input. The correlation between changes in radius and pressure over the cardiac cycle has been studied by several groups [92], [93] (aorta), [94], [95] (coronaries) and pulmonary circulation (MPA), [96], [97]. These published correlations, together with data collected in Sheffield, have been used to compute pressure waveforms from measured radius waveforms.
In vivo, the arterial wall is viscoelastic, being composed by both elastin and collagen fibres. Under pressure, the two behave differently and a material made of the two exhibits a non-linear stress-strain relationship. Moreover, during loading and unloading, the changes in radius under pressure follow a different path, best described as a hysteresis curve. It is however assumed, that under very small variations of stress and strains, the hysteresis can be described as a straight line, and therefore, the material can be considered to be elastic. For the simplicity of the area-pressure model applied in this thesis, this assumption has been considered and the vessel wall is considered elastic, obeying the Hooke’s law.

These derived pressure waveforms, together with the flow waveforms from PCMR, are the input of the proposed mathematical models of this PhD thesis. The temporal changes in radius, used as pressure surrogate, and the flow waveforms were acquired simultaneously using two co-registered in time and space MRI sequences: radius was measured using a Balanced Steady State Free Precession (bSSFP) sequence and flow using Phase Contrast (PC) sequence. This chapter describes the workflow used to obtain reliable flow and pressure (radius as surrogate) from MRI images of the pulmonary arteries.

**PULMONARY ARTERY MR IMAGE ACQUISITION**

Magnetic resonance imaging (MRI) is a non-invasive, non-ionizing technique used for both qualitative and quantitative inspection of the cardiovascular system (the heart and blood vessels). The two pulse sequences used for data acquisition are briefly described in the following sub-sections.

**2.1.1 Pulse sequences**

**Phase contrast (PC)**

The phase contrast sequence is widely used in clinical practice for blood flow quantification. The sequence is underpinned by the measurement of phase shifts of blood’s transverse magnetisation [98]. The sequence depends on the application of bipolar gradients as shown in Figure 2.1. After the positive lobe of the first gradient is applied both stationary and moving spins change their position and register a phase shift. Then, when the negative lobe of the gradients is applied the stationary spins recover their initial phase, but the moving ones acquire some phase. Applying the same procedure with an inverted bipolar gradient and subtracting the two sets of data will eliminate the stationary spins phase shift introduced by the first gradient [99].
The phase shifts produced by the moving spins with a known constant which links velocity (v) and phase angle (Δφ), [98], are used to determine the velocity of the blood flow (Eq. 2.1).

\[ v = \frac{\Delta \phi}{\pi} \text{ } V_{\text{enc}} \]  

(Eq. 2.1)

The \( V_{\text{enc}} \) parameter is defined by [98] as ‘the velocity that produces a phase shift of \( \pi \) radians’ and is expressed according to relation (Eq. 2.2).

\[ V_{\text{enc}} = \frac{\pi}{\gamma \Delta M_1} \]  

(Eq. 2.2)

where, \( \gamma \) is the gyromagnetic ratio and \( \Delta M_1 \) is the difference between the two moments of the two bipolar gradient pulses used for velocity encoding.

The PC sequence produces two images for each slice, a magnitude image and a phase image. Magnitude images are used for anatomical orientation [100] whereas the phase images contain information about velocity of the fluid in every pixel. Although in principle the magnitude image can be used to delineate the vessel area, the main disadvantage of this approach is that extraction of accurate area during the diastolic period, when there is low flow in the PA and therefore low signal, is difficult because the vessel contour is not as well defined as during systole. To overcome this problem a balanced steady state cine anatomical sequence (bSSFP) with better vessel/blood delineation was used to extract the dynamic radius changes during the cardiac cycle (Figure 2.2).
Figure 2.2 Typical PC magnitude and bSSFP images of the MPA, during the peak systole and late diastole.
Images acquired using the bSSFP sequence have better blood to vessel delineation than PC magnitude images. The advantages of the bSSFP sequence are visible mainly during the diastole.

**Balanced Steady State Free Precession (bSSFP)**

The bSSFP sequence is a type of gradient echo sequence, with contrast dependent on the T2/T1 ratio. This technique is often used in clinical application for imaging the blood vessels due to the bright signal from blood (blood presents a high T2/T1 ratio). Also, due to the high signal-to-noise ratio (SNR) and short repetition time (TR) [101], the images can be acquired quickly and give a high level of anatomical detail. The pulse diagram of the bSSFP sequence is shown in Figure 2.3.

The above mentioned advantages make bSSFP a better choice in tracking the contour of the vessel than the SPGR PC images, used by other authors [102], [43]. The use of separate sequences for pressure and flow does, however, introduce its own issues of spatial and temporal registration between separate datasets, discussed in the following sections.
2.1.2 Sequences parameters

Using the previously described sequences, 40 cardiac images of the main, right and left pulmonary arteries were acquired for each sequence retrospectively, orthogonal to the pulmonary trunk, using ECG gating, during breath-hold on a GE HD x1.5T scanner.

Figure 2.4 shows an acquisition diagram for an ECG gated MR sequence. The acquisition starts after the R wave is triggered and the number of selected views is sent to the image ‘k-space’.

---

**Figure 2.3 Balanced steady state free precession (bSSFP) sequence diagram from [98]**

RF - radio frequency pulse, $G_{SS}$ – slice selection gradient, $G_{FE}$ - phase encoding gradient, $G_{TE}$ – frequency encoding gradient, $\alpha$ – flip angle

Figure 12.28, “True FISP sequence”, page 247, Chapter 12, Donald W. McRobbie, E.A.M., Martin J. Graves and Martin R. Prince, *MRI from picture to proton* [98] with permission from Cambridge University Press.
Before the parameters for each artery and sequence were established, the arteries were localised using sagittal and coronal views (Figure 2.5).

![Image of arteries localisation](image)

Figure 2.5 The choice of the localizer plans and the corresponding axial view for MPA, LPA and RPA.

- a) and d) sagittal and axial view of MPA,
- b) and e) sagittal and axial view for LPA,
- c) and f) coronal and axial view for RPA.

The PC and bSSFP images were spatially and temporarily synchronised, using the same pixel size (256x128 matrix dimensions, 480x288 mm FOV) and the same number of cardiac images (40). For the PC sequence a value of $V_{\text{enc}} = 150\text{cm/s}$, 5.85 ms repetition time (TR) 2.87 ms echo time (TE) and 10% arrhythmia rejection. For the bSSFP acquisition, a 3.73ms TR and 1.62 ms TE were used.

**PROCESSING OF MR IMAGES TO DERIVE AREA, FLOW AND PRESSURE WAVEFORMS**

2.1.3 Image segmentation

Image segmentation is a type of image analysis and interpretation characterised by separating a digital image into different parts [103], depending on the established aim. A typical 2D MR image of the main pulmonary artery (MPA) is shown in Figure 2.6. Quantification of area and flow in the MPA (or any other blood vessel) requires the vessel
cross-section to be separated from the background and surrounding anatomical structures (heart, blood vessels etc).

The extraction of the region of interest (ROI) from an image can be performed in various ways. The current gold standard is by manual segmentation, where the operator has exclusive control on segmenting the appropriate structure. The main drawbacks of the method are: long processing time (especially for segmenting time series images), and reproducibility, being susceptible to high inter- and intra-operator variations. It is expected that an experienced operator will draw the contours of the objects faster and more accurately. At the other extreme, automatic segmentation is reproducible and can be faster, but is not always accurate. The advantages and limitations of automatic segmentation algorithms were addressed by Sharma and Aggarwal [104] in a comprehensive review on MR and CT medical image segmentation. A semi-automatic segmentation approach can be used as a compromise between the two methods. The method adopted in this thesis minimises the operator’s intervention to the initialisation and final approval of the segmentations performed automatically.

A Graphical User Interface (GUI) was implemented in MATLAB (The MathWorks, Inc) to test the reproducibility (inter- and intra-observer variability) and efficiency for segmenting the main pulmonary arteries: MPA, RPA and LPA. The manual segmentation was compared with a semi-automatic segmentation approach, based on image registration, applied to derive the
area and flow waveforms used further as input for the mathematical models. Figure 2.7 displays the fields and functions available under the implemented MATLAB GUI.

![MATLAB segmentation GUI](image)

Figure 2.7 MATLAB segmentation GUI
Screen-shot of the starting window for the MATLAB segmentation GUI

The workflow behind the segmentation GUI follows logical steps:

- load the PC and bSSFP data corresponding to the patient to be analysed by pressing the corresponding push-buttons from the Load Data panel. The patient study ID, name of the segmented anatomical structure and operator’s name are specified within the Subject Info panel.

- select the type of segmentation that will be performed from the Segmentation Panel. A manual and three semi-automatic, registration-based-segmentations (discussed in details on the following sections), are available under the Segmentation Type panel. The segmentation starts at the press of Start Segmentation push-button and requires the operator to place a rectangular mask on the vessel to be segmented. All the images are cropped according to the size of the applied mask. The segmentation is performed by placing a series of discrete points around the artery, in each of the 40 time frames for the manual segmentation, or in just one image for the semi-automatic procedures.

- display and correct (if necessary) the generated vessel contours. The images are displayed together with the generated contours, frame-by-frame, allowing for manual corrections.
• compute the area and flow waveforms inside the artery. The flow and area waveforms are computed and displayed on the Display Panel.

• save and process the generated waveforms.

Intermediate messages, which serve to guide the operator through the workflow, are displayed in the Message Panel.

The segmentation and correction times are displayed and saved after each patient data set is analysed. The segmentation time records for the manual segmentation the time necessary for an operator to draw the contour of all the images in the time series. For the semi-automatic segmentations, it indicates the time an operator takes to segment the initial, start image, added to the actual computation time of the sequence. The correction time, as suggested by the name, indicates the time an operator takes for manual corrections. It is expected that the correction time for the manual segmentation should be minimal (equal to the time of visualising each slice), whereas for the semi-automatic segmentations it will vary; a short semi-automatic correction time will indicate that the automatic algorithm produced segmentation close to the operator expectations, minimising intervention. A longer correction time will suggest additional intervention by the operator on the automatically produced ROIs in order to obtain segmentations close to expectations.

A Display parameters panel was added to provide further information, computing and displaying a few simple parameters such as minimum and maximum area and flow, relative area change and mean flow.

2.1.3.1 Manual segmentation

Manual segmentation is considered to be the gold standard in the field of right heart and pulmonary artery MRI analysis. The human eye can distinguish image artefacts from the real anatomical structures and can ignore them. Unfortunately, because of different interpretations about where exactly the vessel wall should lie, manual segmentation is subjective and liable to the inter observer variability. Even more, segmenting a stack of temporal images is not only time consuming, but introduces variation even in the vessel contour appreciation from one time instance to another.

Three operators, two with previous experience in segmenting medical images (operator 1 and 3) and one non-specialist (operator 2), who never performed any type of segmentation, were asked to draw the vessels contours for the principal pulmonary arteries: MPA, RPA and LPA. Each data set corresponded to one artery having 40 time instances. One of the operators
(operator 1) segmented the arteries twice, a week interval between segmentations. The operators were blinded to the results of the other colleagues and no previous training, except the indication of which structure represents the targeted vessel in the image, was offered in the first instance.

2.1.3.2 Semi-automatic segmentation

Minimising operator intervention and reducing the segmentation time, especially in the clinic, where time spent on any intermediate process contributes to the total clinical diagnosis time, is highly desirable. A totally automatic process is ideal, but image artefacts or anatomical structures similar in shape and intensity present in the same image can affect the results of the automatic process. ‘Keeping the operator in the loop’ for initialisation and final approval/corrections of the results can produce a good trade-off between manual and fully automatic segmentation.

The semi-automatic method proposed in this thesis to extract the pulmonary artery cross-section from the MR images in order to derive the area and flow waveforms is based on image registration.

Operator input

The operator input was limited to:

- Reducing the size of the original image by applying a rectangular mask on the area where the PA is positioned. This step was performed for two reasons: to ‘zoom in’ and better position the initial vessel contour and for speeding up the process
- Draw the contour of the vessel in only one image from the time series. The choice of the “drawing image” is explained in the image registration section
- Display, approve and if necessary, correct the slices where the automatically generated segmentation might have failed

Both segmentation and correction time were recorded and compared with the manual segmentation time. The inter- and intra-operator variability was tested in the same manner as for the manual segmentation: three operators, two with previous segmentation experience and one without were asked to initialise and approve the semi-automatic segmentation generated ROIs.

Image registration

Image registration is widely used across different domains such as: cartography, topography, landscape, satellite weather forecast, motion detection, security, photography editing and
processing and medical imaging [105]. The area of medical imaging registration has gained increasing interest for clinical applications. Underlining the differences between registered images can help with: better diagnosis (combining functional imaging PET with anatomy imaging MR), treatment follow-up (images of the same patient acquired before and after surgical intervention), disease classification (by registering the patient image to a medical atlas) etc. In a comprehensive review on medical image registration, Maintz and Viergever [106] highlight the most common applications, in the context of the image acquisition modality as well as of the area of the human body/organ which was investigated.

Registration has been defined [103] as a process of aligning points from two different images using a geometrical transformation. More precisely, for every point in an image, characterised by a set of coordinates, a function can be written that will “move” that point to the corresponding point in the second image. The relationship between the two points is usually known as mapping function [107], and for the two points, characterised by coordinates \((x,y)\) and \((x',y')\), one can write (Eq. 2.3):

\[
\begin{align*}
x' &= u(x, y) + x \\
y' &= v(x, y) + y
\end{align*}
\]

(Eq. 2.3)

where \((u,v)\) is the mapping function in 2D.
Figure 2.8 Mapping function for a point present in 2 images
Assuming point \( P \) is present in both Image 1 and Image 2, but allowing for them to be in different locations within the images, the mapping function will describe the movement required to get from the first location in Image 1 to its corresponding location in Image 2.

The transformation function (mapping) between any pair of images (referred to as fixed and moved, or target and source image) can be used to project any series of points identified in one image into the other image. In this way, if the closed contour of points defines an object in image 1, the same object (if present) can be easily identified in image 2. Separating an object from the surrounding elements and background is exactly how segmentation was defined earlier.

The technique of registration-based segmentation has been already applied in several studies for (semi-) automatic segmentation of different organs or larger anatomical regions, as for example, the abdomen cavity. Few of these applications are included in the following: Barber and Hose [108] were the first proposing this method as a medical application for knee and kidney contour delineation. Odille et al. [109] implemented the method for segmenting the aortic cross-section. Later, the same group applied the technique to a study concerning the bowel movements [110]. Quail et al. [111], used the registration-based segmentation for extracting artery cross-section from 2D time-series of the pulmonary artery. Randall et al. [112] used the registration-based segmentation to extract the contour between two motion regions for identifying abdominal adhesions. The above exemplified applications are concerning the automatic ROI extraction from 2D images. Other applications of the registration-based segmentation technique, although they do not represent the focus of the work described in here, are obtaining the 3D geometry from patient specific data based on model deformation. The method relies upon constructing a general 3D model (usually having an ideal structure of the organ to be segmented), which undergoes shape deformation,
following the registration of the patient’s 3D images to the general model, as shown in [113], [114].

The registration algorithm used by Barber and Hose [108] is available under the departmental registration toolkit, ShIRT (Sheffield University Registration Toolkit) and it can be run either from the command line or through the MATLAB to ShIRT interface, IRLab. The pulmonary artery image segmentation process represents in this thesis only one of the steps required for testing the research hypothesis. The reliable results obtained in the previous studies using ShIRT [108, 112, 114-118] were one of the main reasons for taking advantage of the toolkit availability within the department, and use its functionality for the process of non-invasive assessment of pulmonary hypertension.

As described in [108] and later in [113], the registration algorithm implemented under ShIRT minimises the residual between the voxel intensities of the two images, in the sense of the sum of the squares of the difference (SSD). The algorithm deals however with the main limitation of the SSD method (high intensity difference may lead to incorrect mapping), by expanding the images dimensionality by one, in the intensity direction.

More precisely, if \( u \) and \( v \) are the mapping functions that relate the 2D moved image \( m \) to the fixed image, \( f \), the relationship between them can be described by (Eq. 2.4):

\[
f(x, y) = m(x + u, y + v)
\]

(Eq. 2.4)

By extending dimensionality, ShIRT’s authors expressed \( f \) and \( m \) as binary images, \( f_b \) and \( m_b \), in three coordinates: \( x, y \) and \( s \). \( s \) stores the pixel intensities from the original grey level images, \( f \) and \( m \) (Eq. 2.5).

\[
f_b(x, y, s) = m_b(x + u, y + v, s + h)
\]

(Eq. 2.5)

Equation (Eq. 2.5) is the starting point for defining the cost function which ShIRT minimises during the registration. The final cost function depends on two parameters: the nodal spacing, NS and the smoothness constraint, \( \lambda \). The mapping functions are defined at discrete points (grid nodes) in \( x \) and \( y \), taking interpolated values at the intermediate points. The NS is defined by an integer number and represents the distance (in pixel spacing) between two discrete nodes. The smaller the node spacing, the better the image is registered, but also this would increase the execution time. The \( \lambda \) parameter is a weighting of the smoothness constraint added in order to obtain a unique registration solution. As stated in the description of the registration algorithm [108], \( \lambda \) is chosen to optimise the condition number of the
matrix to be inverted in the solution process and its value depends on the application. A smaller $\lambda$ will generate a less smooth and less stable mapping. However, a larger $\lambda$ might constrain the solution too much.

The influence of NS and $\lambda$ was tested in [113] for the registration of 2 different 3D geometries (aorta and carotid artery). The $\lambda$ parameter was varied between 5 and 100, while two NS values, 2 and 4, were used to generate the patient specific geometries. The mean diameters of the aorta and carotid artery were compared, while the above mentioned values were applied. At NS of 2 or 4 similar results were obtained, while no clear optimal values could be indicated for $\lambda$.

Using a $\lambda$ value of approximately 30 and NS=4, Fenner et al. [118] obtained reliable results for the registration of abdominal images.

For the purpose of the semi-automatic segmentation of the pulmonary arteries, the default $\lambda$ value of 30 was used, while the NS values of 2, 4, 6 and 8 were tested. The quality of the segmentations, assessed visually, was similar for all the above stated NS. Based on these observations, and the values stated in [113] and [118] the default NS=4 was also used in this study. Each data set to be segmented contained a series of 40 temporal frames.

As discussed in [109], the choice of the reference image is important. It is recommended to choose an image which is not very different from the moved images. For this, three different approaches (cases) of extracting the blood vessel position and area were evaluated, differentiated by the choice of the fixed image in the registration process: the three choices for the fixed image were the one corresponding to peak systole, the average image over the cardiac cycle and successive registration of each image in the time series.

**Case 1: peak systolic image chosen as fixed image**

At peak systole the blood flow in the artery reaches the maximum and usually it determines a clear vessel contour, with better defined edges, making it suitable as a reference image. The rest of the images in the time series were considered moved images and registered one by one to the fixed image. The contour of the PA was drawn in the peak systolic images, and the inverse mapping resulting for each moved to fixed image registration was applied to determine the PA ROI for entire set of images. Figure 2.9 shows a schematic representation of the ‘case 1’ segmentation process.
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Figure 2.9 Registration-based segmentation: case 1, peak systolic fixed image
At Step 1 the fixed image, corresponding to the peak systolic image, is displayed and the vessel contour is drawn (green). The rest of the images from the time series are registered one by one into the fixed images, during Step 2. At Step 3, the inverse mapping is applied to warp the ROI from the fixed image into the moved images, resulting the final ROIs (blue).

Case 2: average image of all the slices used as fixed image
Case 2 is based on the same principle as case 1, registering all the moved images, one by one, into a fixed image. This time, the fixed image was chosen to be an average registered image of all slices. The method was proposed by Barber and Hose [108] for segmenting human kidneys. A first average, used as a temporary fixed image, was created from all 40 images of the time series. All 40 images were considered moved images and registered to the temporary frame. The resulting registered images were averaged again, creating a new fixed image where all the original frames were registered as moved images. The rationale of the registered average was that an average can work as a denoising filter, reducing some artefacts, but cannot necessarily guarantee the correct position of the vessel. That is why an intermediate step of registration was necessary.

Case 3: successive registration of each image in the time series
In the third case of segmentation, all the images played a dual role: fixed and moved image. The algorithm starts with the first frame as the fixed image and the second frame as the moved image. After manually defining the borders of the PA in the first frame, the images were registered, and a new ROI, corresponding to the second frame was obtained. On the next time step, the previous moved image was used as the fixed image and the third frame from the sequence was used as the target (moved) image. Instead of drawing again around the artery wall, the ROI generated from the previous time-step was used. The algorithm was then continued until the last slice. A graphical explanation of the process is presented in Figure 2.10.
Figure 2.10 Registration-based segmentation, case 3, sequential segmentation of the time series.
At Step 1 the contour of the vessel is drawn (green) onto the fixed image, selected as the first image of the time series. At Step 2, image 2 (moved) is registered to image 1 and ROI 1 manually drawn is warped, generating ROI 2. At Step 3 image 3 (moved) is registered to image 2 (which became fixed) and ROI 2 is warped into image 3, generating ROI 3. The process continues until image 40 is registered to image 39 and ROI 39 is warped to obtain ROI 40. The only manually drawn contour is the one represented in green in the figure. The blue ROIs are automatically generated.

All three operators segmented the fixed image for the main, right and left pulmonary, for each of the three cases. The resulting binary masks, containing 1 inside the ROI and 0 outside, were used to compute the area of the vessel corresponding to each temporal phase and as a mask for the phase images in order to extract temporal flow waveforms.

2.1.4 Area computation
In each of the 40 temporal frames, cross-sectional area was computed by multiplying the area of a pixel with the number of pixels inside the ROI (Eq. 2.6).

\[ A(t) = n_p \cdot ps_x \cdot ps_y \]  \hspace{1cm} (Eq. 2.6)

where \( n_p \) is the number of pixels with value 1 (all pixels inside the ROI), \( ps_x \) is the pixel size in \( x \) direction (Eq. 2.7), \( ps_y \) is pixel size in \( y \) direction (Eq. 2.8)

\[ ps_x = \frac{FOV_x}{N_x} \]  \hspace{1cm} (Eq. 2.7)

\[ ps_y = \frac{FOV_y}{N_y} \]  \hspace{1cm} (Eq. 2.8)
where FOV is field of view in x and respectively y direction, \( N_x \) is the matrix dimension in x, \( N_y \) is the matrix dimension in y.

### 2.1.5 Flow computation

The masks obtained from the segmentation were applied to the phase contrast (PC) images in order to isolate the pixels containing the phase shift introduced by the moving spins inside the pulmonary arteries.

During the PC sequence acquisition, the scanner multiplies the phase image by the magnitude one, in order to suppress the background noise [98]. Because of this aspect, computing the velocity requires the division between the phase and magnitude images.

For each temporal frame, an average velocity was computed (Eq. 2.9)

\[
v(t) = \frac{1}{n_p} \sum_{n=1}^{n_p} \frac{\Delta \phi_p V_{enc}}{\pi}
\]

(Eq. 2.9)

where \( n_p \) is the total number of pixels inside the ROI, \( \Delta \phi_p \) is the velocity phase shift inside the pixel and \( V_{enc} \) is the velocity encoding parameter prescribed within each phase contrast sequence.

For every time step in the cardiac cycle, the average flow was calculated using the area of the vessel multiplied by the corresponding average velocity (Eq. 2.10).

\[
Q(t) = v(t)A(t)
\]

(Eq. 2.10)

### 2.1.6 From area to pressure waveforms

For a complete characterisation of the 0D and 1D models, information about flow and pressure are essential. The aim of this PhD project, non-invasive characterisation of the pulmonary circulation, requires finding a modality for the pressure waveform estimation.

Simultaneous measurements, during an entire cardiac cycle, of arterial pressure and diameter in animals and humans were reported by several research groups, for the systemic [92], [93] (aorta), [94], [95] (coronaries) and pulmonary circulation [96] (MPA), [97], [119] (RPA), showing strong resemblance between the two waveforms (Figure 2.11).
In 1963, Greenfield and Griggs [96] measured the pressure and diameter of the human MPA in 11 patients undergoing open heart surgery (Figure 2.11 a), using a strain-gauge calliper. Three of the patients had pulmonary hypertension, with systolic and diastolic mean ± SD of 87.37 ± 19.11 mmHg and 39.63 ± 6.01 mmHg, respectively. The systolic and diastolic pressure for the rest of 8 patients with no PH was 28.45 ± 4.68 mmHg and 10.98 ± 4.39 mmHg. The authors reported higher similarity between the MPA diameter and pressure waveforms than the one between the aortic diameter and pressure, studied previously [93].

Jarmakani et al. [97] studied the relationship between right pulmonary artery (RPA) radius and pressure in normal and children with congenital heart disease, 7 of whom had pulmonary hypertension. These authors also reported a considerable resemblance between the radius and pressure waveform (Figure 2.11 b).

More recently, using Doppler tonometry, Hunter et al. [119] studied the RPA pressure-diameter relationship in the neonatal calf under normal and hypertensive conditions. As displayed in Figure 2.11 c, there are gross similarities between the RPA pressure (yellow line) and diameter (blue line).

The reported similarities are more obviously emphasised by the pressure-diameter (PD) graphs. Figure 2.12 a shows the correlation between the MPA pressure and diameter waveforms reported by Greenfield and Griggs [96] after digitising the waveforms from the original paper. Figure 2.12 b, represents the original PD graph from Hunter et al. [119]. The graph distinctly displays the two groups analysed, emphasising that the PD relationship might be linearly approximated, with a different slope of the line for normal and hypertensive subjects.
A direct translation of the vessel diameter into pressure waveform was proposed by Niki et al [120], in a study using Wave Intensity Analysis (WIA) to non-invasively assess wave reflection in patients with mitral regurgitation.

The authors proposed a linear scaling of the brachial pressure, measured with a cuff-type sphygmomanometer, to the carotid artery diameter. The linear pressure-diameter assumption was further tested by the same group [94], on 6 patients with heart disease, by simultaneous measurements of pressure (catheter) –diameter (echo-tracking) of the left carotid artery. The PD graphs of the study showed small non-linearity and hysteresis, behaviour specific to viscoelastic walls. However, the gross pressure-diameter behaviour was shown to be linear.

These experimental observations together with the argument that over small changes of pressure the PD relationship can be considered linear support the choice of a linear pressure-area relationship. A non-linear model taking into account the wall visco-elasticity can be mathematically implemented. Such a model will give a more realistic representation of the vessel wall behaviour but at the expense of a more complicated analysis. As stated in thesis introduction, the aim of this study is to infer the status of the pulmonary circulation based on simple, but clinically effective mathematical model.

Although the idea of scaling the measured pressure values into an area waveform, as proposed Niki et al. [120] can be valid, the range of pressures that could be obtained with a cuff-type sphygmomanometer from the branchial artery of a patient are outside the pressure range specific to the pulmonary or coronary circulation. Therefore, an alternative method for translating area into pressure is required in order to prescribe realistic pulmonary pressure.

Figure 2.12 Pressure-diameter correlation for the pulmonary circulation
(a) human MPA (normal) [96] (b) calf RPA (PH and normotensive) from Hunter et al. [119]
values. Feng and Khir [121] proposed a non-invasive WIA analysis which does not require any pressure measurement and no linear pressure-diameter scaling, making the method applicable to sites where no non-invasive pressure can be provided to be scaled as proposed by Niki et al. [120]. The principal assumptions in deriving non-invasive WIA method are that the vessel wall is elastic, thin, of circular shape and pulse wave velocity, c, can be derived from the linear slope between blood flow velocity (U) and natural logarithm of vessel diameter –lnDU loops [122]. Equation (Eq. 2.11) describes the relationship derived by Feng and Khir [121], which relates the small pressure changes to small changes of the vessel diameter (D). The pulse wave velocity, c (Eq. 2.12) is derived from ln(D)U loops [122], with the assumption that no reflections are occurring during early systole and the pressure and flow are linear for that period.

\[
dP = 2\rho c^2 \frac{dD}{D}
\]

\(c = \pm \frac{1}{2} \frac{dU_\pm}{dlnD_\pm}
\)

The WIA method of Feng and Khir [121] validated by the authors in vitro, using flexible tubes and a pressure pump generator, was later applied in healthy patients to derive local pulse wave velocity of the femoral and carotid arteries using Doppler echography [123], for evaluating wave reflections in patients with coronary disease, using MRI measurements [69] or in the pulmonary circulation to differentiate PH from no PH patients in a ‘proof of principle’ study of two subjects [124].

Using the same assumptions about the vessel wall (thin, circular shape with viscoelastic and dynamic effects neglected) and also considering that the vessel is formed from a series of rings, tethered axially and in static equilibrium at each time step, a pressure-area relationship is given by the equilibrium condition at the wall of the vessel [125].

The formula can be explained through the circumferential stress-strain relationship. The stress in the circumferential direction \(\sigma_\phi\) is given by (Eq. 2.13).

\[
\sigma_\phi = \frac{pR_0}{h}
\]

where \(p\) – pressure, \(R_0\) - minimum radius, \(h\) - wall thickness

The circumferential strain is given by the engineering definition of strain (Eq. 2.14).

\[
\varepsilon_\phi = \frac{2\pi R - 2\pi R_0}{2\pi R_0}
\]
In the conditions of plane strain for an elastic material, the Cauchy definition of stress relates stress and strain (Eq. 2.15).

\[
\sigma_{\phi} = \frac{E}{1 - \nu^2} \varepsilon_{\phi}
\]

(Eq. 2.15)

where \(E\) is the Young’s elasticity modulus, \(\nu\) is the Poisson’s ratio

After equating (Eq. 2.13) with (Eq. 2.15) and replacing (Eq. 2.14) the resulting equation relates pressure and radius non-linearly, through Young’s modulus and Poisson’s ratio.

\[
p = \frac{E h}{1 - \nu^2} \frac{(R - R_0)}{R_0^2}
\]

(Eq. 2.16)

Replacing the radius terms with the circular cross-sectional area terms in (Eq. 2.16) the tube law equation [125] is obtained.

Young’s elasticity modulus and vessel wall thickness are difficult to assess in vivo. Peterson’s elasticity modulus, \(E_p\) [126], relates diastolic radius to Young’s elasticity modulus and wall thickness (Eq. 2.17) and it is derived from the measured changes in diameter and pressure (Eq. 2.18).

\[
E_p = \frac{E h}{R_0}
\]

(Eq. 2.17)

\[
E_p = \frac{\Delta P}{\Delta D} D
\]

(Eq. 2.18)

At every moment in time during the cardiac cycle a pressure-radius relation, which takes into account the vessel wall elastic properties, can be written (Eq. 2.19).

\[
p(t) = \frac{E_p}{1 - \nu^2} \frac{\delta R(t)}{R_0} + P_d
\]

(Eq. 2.19)

where \(P_d\) –diastolic pressure, \(\delta R\) –change in lumen area at every instant in time, \(R_0\) –diastolic radius

The offset diastolic pressure (\(P_d\)) and the wall stiffness parameter (\(Eh\)), take different values in healthy subjects and in patients with pulmonary hypertension. In order to supply the model with appropriate values for each patient, three approaches are examined in this thesis, considering that both the 0D and 1D models require as input temporal pressure variation in the MPA:

1. Use the invasive reported data of Greenfield and Griggs [96] and create a model which relates \(P_d\) and \(E_p\) to the relative area change. The data set contains 11 patients,
3 of whom had pulmonary hypertension. The data was acquired during open chest surgery using a strain gauge-calliper device which simultaneously recorded the changes in pressure and diameter. A power law model best described the relationship between $E_p$ and relative change in area ($R^2=0.88$). A strong relationship, ($R^2=0.79$), described also by a power law model, was found between $P_d$ and RAC. Figure 2.13 a) and b), displays the two models on log-log axes.

2. Right heart catheter measured systolic and diastolic pressure and MRI calculated main pulmonary artery relative area change (RAC) acquired from 27 consecutive patients referred to the Sheffield Pulmonary Vascular Unit were used to derive the relationship between $E_p$ and $P_d$ for the second tested approach (Figure 2.13 c and d). A power law model showed good correlation between $E_p$ (computed from the invasive RHC pressure data and diameter using (Eq. 2.18)) and RAC ($R^2=0.78$). An exponential law best described the relationship between $P_d$ and RAC, although the correlation is weak ($R^2=0.23$).

3. Combine the data provided by Greenfield and Griggs [127] with the data derived from the RHC available measurements. The main drawback of this approach is given by the different acquisition protocols employed for each data set. As mentioned above, Greenfield and Griggs [127] acquired the diameter and pressure simultaneously using a strain-gauge calliper devise, during open heart surgery, while the pressure data from the Sheffield specialist centre were recorded during right heart catheterisation (RHC), and the diameter was measured following MRI images segmentation. However, in this case, the combination of the two data sets has its merit for two important reasons. Firstly, in order to meet the target of developing a diagnostic process for pulmonary hypertension, it is necessary to use underpinning data from individuals who have and do not have this disease. The Greenfield and Griggs data is especially valuable because it includes invasive catheter measurements on individuals who were investigated for another purpose, but did not suffer from pulmonary hypertension. The available RHC dataset is dominated by individuals with the disease, and includes only four cases in which the diagnosis was negative (clinical patients suspected of PH who received negative diagnosis upon RHC intervention – no PH). No invasive data were acquired on healthy volunteers. As for the previous two approaches, a power law best describes the $E_p$ – RAC relationship ($R^2=0.77$). The $P_d$ is best related with area change by an exponential law ($R^2=0.4$). Figure 2.13 e and f, displays the two models, $E_p$ – RAC and $P_d$-RAC, on log-log and log-lin axes.
RESULTS AND DISCUSSION

2.1.7 Image segmentation

Manual segmentation is currently the gold standard for medical image segmentation. It has the advantage of human eye rationality but this makes it highly operator dependent, introducing inter-operator variability. A semi-automatic registration-based-segmentation method was proposed in order to obtain area and flow waveforms in the principal pulmonary arteries. The operator’s intervention was limited to drawing the contour of the vessel in only one temporal frame, being also allowed to approve and eventually correct the automatically produced contours in the rest of the time frames. Depending on the initial frame, manually segmented, three different semi-automatic approaches were compared between themselves and with the manual segmentation.
The segmentations were performed once by three operators, two with previous image segmentation experience (op 1 and 3) and one unexperienced (op 2), to test inter-operator variability. The intra-operator variability was tested by one single operator (op1), who segmented the images twice, for each of the methods.

The segmentation results were assessed using 2 criteria:

1. **Efficiency.** The criterion tested how fast each of the methods is performing, by considering the segmentation and correction times for each operator.

2. **Reproducibility.** The criterion includes inter- and intra-operator variability, evaluated for area variation. The area waveforms, A(t), were plotted for each operator, together with the mean and ± 1 SD of the mean, corresponding to each of the 40 time frames existing in each data set. The slice-by-slice variation, C.V, was quantified using the coefficient of variation (Eq. 2.20). In order to assess the variation of each method based on a normalised measure, a mean coefficient of variation, expressed as the average of all 40 slice-by-slice C.V, was computed.

\[
C.V(\%) = \frac{SD}{\bar{A}} \times 100 \tag{Eq. 2.20}
\]

where \(\bar{A}\) is the mean area value computed at each time step from the three area values calculated by the independent raters, SD is the corresponding standard deviation of \(\bar{A}\).

Variability in area segmentation introduces variation in the flow quantification since it depends upon the correct masking of the phase-contrast images and upon the value multiplied with the average velocity, see (Eq. 2.10). The coefficient of variation for each proposed segmentation approach for assessing the variability introduced by area segmentation was reported.

### 2.1.7.1 Segmentation efficiency

The efficiency criterion takes into consideration the time taken by an operator to segment a set of 40 time frame images of principal pulmonary arteries. The total processing time, \(t_{\text{total}}\), was computed as sum of the segmentation time, \(t_s\), and correction time, \(t_c\). Table 2.1 displays the individual times for each operator, corresponding to each method of segmentation.
Table 2.1 Total segmentation times \((t_{\text{total}})\) for each of the proposed approaches

\(t_s\) corresponds to the time of segmenting all 40 time frames for the manual segmentation, while for the semi-automatic cases it accounts for the time taken to draw the vessel contour in the fixed image and actual algorithm computation time. \(t_c\) for both manual and semi-automatic approaches is the time to last editing and approving the ROIs before generating \(A(t)\).

<table>
<thead>
<tr>
<th></th>
<th>segmentation time (s)</th>
<th>correction time (s)</th>
<th>total time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(t_s) (t_c) (t_c)</td>
<td>(t_c) (t_c) (t_c)</td>
<td>(t_c) (t_c) (t_c)</td>
</tr>
<tr>
<td></td>
<td>op 1</td>
<td>op 2</td>
<td>op 3</td>
</tr>
<tr>
<td>Manual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPA</td>
<td>1228.80</td>
<td>893.15</td>
<td>1637.90</td>
</tr>
<tr>
<td>RPA</td>
<td>1473.50</td>
<td>894.75</td>
<td>1574.30</td>
</tr>
<tr>
<td>LPA</td>
<td>1337.00</td>
<td>1701.10</td>
<td>1544.60</td>
</tr>
<tr>
<td>Semi-automatic case 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPA</td>
<td>113.44</td>
<td>79.291</td>
<td>121.76</td>
</tr>
<tr>
<td>RPA</td>
<td>90.232</td>
<td>88.597</td>
<td>120.25</td>
</tr>
<tr>
<td>LPA</td>
<td>94.053</td>
<td>73.425</td>
<td>124.51</td>
</tr>
<tr>
<td>Semi-automatic case 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPA</td>
<td>125.12</td>
<td>142.17</td>
<td>108.27</td>
</tr>
<tr>
<td>RPA</td>
<td>129.79</td>
<td>125.55</td>
<td>123.1</td>
</tr>
<tr>
<td>LPA</td>
<td>118.86</td>
<td>104.27</td>
<td>118.45</td>
</tr>
<tr>
<td>Semi-automatic case 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPA</td>
<td>90.008</td>
<td>109.49</td>
<td>109.83</td>
</tr>
<tr>
<td>RPA</td>
<td>91.289</td>
<td>82.458</td>
<td>120.89</td>
</tr>
<tr>
<td>LPA</td>
<td>76.496</td>
<td>132.7</td>
<td>93.353</td>
</tr>
</tbody>
</table>

On average, the manual image processing took in total between 20 to 28 minutes, depending on the segmented structure. About 90% of the \(t_{\text{total}}\) was taken by the operators to segment all the individual slices, whereas less than 10% was allocated for the final corrections. The main pulmonary artery (MPA) was in general segmented faster than the right (RPA) and left (LPA) arteries. One potential explanation can be given by the relatively smaller size of the latter arteries, making it more difficult for the operators to decide where the vessel boundaries are.

The total processing time of the semi-automatic method was on average 5 times shorter than the manual segmentation, varying from 2.5 to 7.5 minutes. The segmentation time alone, \(t_s\), which represented the time for the operator to draw the vessel contour on the fixed images, together with the computational time for each approach, represented more than half of \(t_{\text{total}}\). Comparing with the manual segmentation, the correction time, \(t_c\) was as expected longer (approximately double), since at the time of segmentation inspection, minor adjustments were added in the majority of the cases. Analysing the times reported in Table 2.1, two outliers can be noticed for the semi-automatic segmentation. The RPA images contained a
large artefact in 15 of the time frames, which contributed to the partial failure of the semi-automatic algorithm for the first and third proposed approach. Hence, while $t_1$ is similar to that for the other arteries, the correction time was significantly higher. The second semi-automatic approach, which used an average fixed image, was able to deal with the artefact much better, performed in half the time of the other 2 cases, of the same artery.

Overall, operator 3, with previous experience in segmenting medical images (other than blood vessels) took the longest processing time, while the unexperienced operator 2, segmented the fastest. The longer time taken by the experienced operators is reflected in the smoothness of the manually segmented curves, which are less spiky than the ones quickly produced by operator 2, showing that previous experience made them aware of the high variability present in manual segmentation.

2.1.7.2 Segmentation reproducibility

The segmentation reproducibility criterion was evaluated from the perspective of inter- and intra-operator variability assessed for area quantification.

Area waveforms were plotted for each segmentation approach together with the corresponding mean ± 1SD from the mean. The SD has been calculated using (Eq. 2.21) for each of the 40 area time points segmented by the three individual operators.

\[
SD_t = \sqrt{\frac{1}{3} \sum_{n=1}^{3} (A_n(t) - \bar{A}(t))^2}
\]

(Eq. 2.21)

where $\bar{A}(t)$ is the mean area corresponding to a time point, $t$, $A_n(t)$ is the area value of the $n$ operator at a time point, $SD_t$ is the corresponding standard deviation at that time point, $n=1:3$ and $t=1:40$

The slice-by-slice coefficient of variation (C.V) was computed using (Eq. 2.20) and plotted for every studied case and artery. In order to compare the overall area segmentation reproducibility, a $\bar{A}$ ± SD of C.V was computed from the slice-by-slice C.V.

Inter-operator variability for area quantification

Figure 2.14, Figure 2.15 and Figure 2.16 display the area waveform variation of the MPA, RPA and LPA respectively, as segmented by the three evaluators. Initially, no training was provided to the operators on how big/small to draw the vessel’s contour. The lack of sharp
edges, characteristic to medical images, is the main reason for high variability between operators. Hence how the vessel contour is chosen is subjective to each operator’s rationale.

Top to bottom figures display computed area against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the individual segmentations of each operator: op 1 – continuous red, op 2 – dashed blue and op 3 – dotted green line.

The three waveforms resulting from the individual operators’ segmentations were averaged and displayed on the right column together with ± 1 SD from the mean (Å). The SD values were calculated for each point on the averaged area waveform which corresponded to one of the 40 time steps acquired. All the manual and semi-automatic cases, for each of the vessels, had the same ‘appreciation’ trend. The evaluators were consistent with their judgements of where the vessel contour lies. Operator 2 (blue), with no previous segmentation experience, drew the smallest contour, appreciating the artery boundaries to lie where the vessel-background had the highest change in gradient. In opposition, operator 3 (green), with previous clinical experience in segmenting different types of anatomical images (i.e heart, bowl, kidneys) excepting blood vessels, chose to draw the very outside contour, picking the contour at the last grey gradation. Operator 1 (red), from whom the waveforms were plotted as an average of the two measurements (performed for intra-variability assessment), had previous segmentation experience of blood vessels, and appreciated that the real vessel wall lies neither at the higher nor at the lower change in gradient, but rather somewhere in between. Inspecting the smoothness of the curves (Figure 2.14, Figure 2.15 and Figure 2.16), the manual segmentation is highly uneven, especially for the inexperienced operator. The semi-automatic segmentations have a consistent trend for all the proposed approaches, regardless of previous experience. This observation is confirmed by the slice-by-slice coefficient of variation which has a steady variation compared with the manual approach which displays large fluctuations (Figure 2.17).
Figure 2.14 Area variation obtained for each operator and every segmentation approach, together with average area and standard deviation for MPA

Top to bottom figures display computed area against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the individual segmentations of each operator: op 1 –continuous red, op 2 –dashed blue and op 3 –dotted green line. The corresponding averaged temporal area waveforms are displayed on the right column with ±1SD from the mean.
Figure 2.15 Area variation obtained for each operator and every segmentation approach, together with average area and standard deviation for RPA.

Top to bottom figures display computed area against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the individual segmentations of each operator: op 1 –continuous red, op 2- dashed blue and op 3 –dotted green line. The corresponding averaged temporal area waveforms are displayed on the right column with ± 1SD from the mean.
Figure 2.16 Area variation obtained for each operator and every segmentation approach, together with average area and standard deviation for LPA

Top to bottom figures display computed area against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the individual segmentations of each operator: op 1 – continuous red, op 2 – dashed blue and op 3 – dotted green line. The corresponding averaged temporal area waveforms are displayed on the right column with ±1SD from the mean.
Figure 2.17 Coefficient of variation for inter and intra-operator variability
Top to bottom are displayed the slice-by-slice coefficients of variation for area of MPA (top row), RPA (middle row) and LPA (bottom row) for all segmentation approaches: manual (black), case 1 (blue), case 2 (green) and case 3 (red). The right column corresponds to the intra-operator results, while the left column corresponds to the inter-operator results. The effect of training on inter-operator segmentation variability was tested for the 2nd semi-automatic approach and plotted as slice-by-slice coefficient of variation with green-dotted line on the same graph with the results before training.

Table 2.2 displays mean and standard deviation of the coefficient of variation of each segmentation approach. The inter-operator variability introduced by segmenting the MPA exhibits similar values for all the methods: 5.1 ± 0.8 % for manual and 5.6 ± 0.2 %, 5.4 ± 0.2 % and 5.6 ± 0.1% for the semi-automatic approaches. Although the manual segmentation exhibits the smallest mean C.V for the MPA, it is not the least varying method. The high
variation during systole is compensated by the smaller diastolic variation, resulting into a mean which it is not necessarily representative. Of the semi-automatic methods evaluated, the approach that uses an average image as a fixed image (case 2) has the smallest mean C.V for the MPA and for the LPA: 5.4 ± 0.2% and 5.4 ± 0.1% respectively. The smaller artery size of RPA and LPA introduces difficulties for the manual segmentation, displaying a higher mean C.V, 6.5 ± 0.7% and 8.5 ± 1.7%, than for the MPA, 5.1 ± 0.8%.

<table>
<thead>
<tr>
<th></th>
<th>MPA</th>
<th>RPA</th>
<th>LPA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean (%)</td>
<td>SD (%)</td>
<td>mean (%)</td>
</tr>
<tr>
<td>manual</td>
<td>5.06</td>
<td>0.84</td>
<td>6.50</td>
</tr>
<tr>
<td>case 1</td>
<td>5.56</td>
<td>0.24</td>
<td>4.14</td>
</tr>
<tr>
<td>case 2</td>
<td>5.40</td>
<td>0.19</td>
<td>5.02</td>
</tr>
<tr>
<td>case 3</td>
<td>5.56</td>
<td>0.09</td>
<td>7.48</td>
</tr>
<tr>
<td>training</td>
<td>2.14</td>
<td>0.11</td>
<td>0.93</td>
</tr>
</tbody>
</table>

It can be argued that in a real clinical scenario, the operators will receive training a priori to the segmentation of any medical images. A test was performed in order to investigate this hypothesis. Using just the second semi-automatic segmentation approach, shown to be fastest and most consistent for all 3 arteries, the 3 operators were requested to segment all the arteries one more time. This time, unlike previously where no indications had been given regarding how to choose the artery boundary in the fixed image, the operators were asked to draw the vessel contour midway between the area with the largest and that with the lowest change in gradient. This criterion is, however, arbitrarily decided, just to evaluate the potential ‘after-training’ change in variability. The results (Table 2.2), showed a decrease of the mean C.V for all arteries, suggesting that adequate clinical training can reduce the inter-operator variability for semi-automatic segmentations.

**Intra-operator variability for area quantification**

Operator 1 segmented all three arteries twice, at a one week interval. The results are displayed in Figure 2.18, Figure 2.19 and Figure 2.20 for MPA, RPA and LPA respectively. As noticed for the inter-operator variability, the manual segmentation had the highest slice-by-slice segmentation variation. The automatically produced segmentations were smoother than the manual ones with a smaller slice-by-slice C.V (Figure 2.17 -right column).
Figure 2.18 Area variation obtained for operator’s 1 segmentations for every segmentation approach, together with average area and standard deviation for MPA

Top to bottom figures display computed area against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the 2 individual segmentations of operator 1: (1) continuous red and (2) dashed blue. The corresponding averaged temporal area waveforms are displayed on the right column with ± 1SD from the mean.
Figure 2.19 Area variation obtained for operator’s 1 segmentations for every segmentation approach, together with average area and standard deviation for RPA

Top to bottom figures display computed area against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the 2 individual segmentations of operator 1: (1) –continuous red and (2)- dashed blue. The corresponding averaged temporal area waveforms are displayed on the right column with ± 1SD from the mean.
Figure 2.20 Area variation obtained for operator’s 1 segmentations for every segmentation approach, together with average area and standard deviation for LPA
Top to bottom figures display computed area against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the 2 individual segmentations of operator 1: (1) –continuous red and (2)– dashed blue. The corresponding averaged temporal area waveforms are displayed on the right column with ± 1SD from the mean.
The mean C.V and SD are reported in Table 2.3 showing that as expected the intra-operator variability is lower than the inter-operator variability for all the methods tested. Case 1 (peak systolic image as fixed image) as well as case 2 (average image as a fixed image) had a good overall performance, although case 3 showed a much better performance in segmentation of MPA.

<table>
<thead>
<tr>
<th></th>
<th>MPA mean (%)</th>
<th>MPA SD (%)</th>
<th>RPA mean (%)</th>
<th>RPA SD (%)</th>
<th>LPA mean (%)</th>
<th>LPA SD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>manual</td>
<td>2.35</td>
<td>1.03</td>
<td>1.30</td>
<td>1.23</td>
<td>3.31</td>
<td>1.93</td>
</tr>
<tr>
<td>case 1</td>
<td>1.77</td>
<td>0.44</td>
<td>0.49</td>
<td>0.33</td>
<td>0.34</td>
<td>0.18</td>
</tr>
<tr>
<td>case 2</td>
<td>1.44</td>
<td>0.14</td>
<td>0.48</td>
<td>0.17</td>
<td>1.21</td>
<td>0.24</td>
</tr>
<tr>
<td>case 3</td>
<td>0.14</td>
<td>0.09</td>
<td>0.72</td>
<td>0.30</td>
<td>1.25</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Case 1, peak systolic image as fixed image, and case 2, average image as fixed image, produced overall a smaller coefficient of variation in segmenting area than case 3 and the manual segmentation approach. Case 3, does not have a consistent performance throughout all the processed cases. Although the idea of registering successive images makes sense, since between two temporal successive frames the differences are minimum, propagating the manually drawn ROI (in the first slice) introduces a cumulative error in the other ROIs.

**Flow reproducibility**

The average flow during the cardiac cycle was computed by multiplying average velocity with the blood vessel cross-section, as described in Section 2.1.5. Quantification of the blood flow at every time step is doubly influenced by the vessel segmentation, firstly by the masking of the velocity images and secondly by the actual computed cross-section.

![Figure 2.21 Flow waveforms as reported in the MR scanner report for MPA (red), LPA (green) and RPA (blue) of the same patient](image)
Figure 2.22 Flow variation obtained for each operator and every segmentation approach, together with average flow and standard deviation for MPA
Top to bottom figures display computed averaged flow against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the individual segmentations of each operator: op 1 —continuous red, op 2—dashed blue and op 3—dotted green line. The corresponding averaged temporal flow waveforms are displayed on the right column with ±1SD from the mean.
Figure 2.23 Flow variation obtained for each operator and every segmentation approach, together with average flow and standard deviation for RPA.

Top to bottom figures display computed averaged flow against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the individual segmentations of each operator: op 1 – continuous red, op 2 – dashed blue and op 3 – dotted green line. The corresponding averaged temporal flow waveforms are displayed on the right column with ± 1SD from the mean.
Figure 2.24 Flow variation obtained for each operator and every segmentation approach, together with average flow and standard deviation for LPA
Top to bottom figures display computed averaged flow against time frames for each segmentation approach: manual, peak systolic image as fixed image, average image as fixed image and successive registration. The left column contains the individual segmentations of each operator: op 1—continuous red, op 2—dashed blue and op 3—dotted green line. The corresponding averaged temporal flow waveforms are displayed on the right column with ±1SD from the mean.
Figure 2.21 displays the blood flow waveforms in the main pulmonary arteries: MPA (red), RPA (blue) and LPA (green), obtained after digitising the graphs from the scanner report. If the scanner result is considered the gold standard, it can be used as a reference for the implemented MATLAB algorithm described in Section 2.1.5 above.

Figure 2.22, Figure 2.23 and Figure 2.24 show the average blood flow waveforms for all the segmentations performed by the three operators based on the described segmentation approaches. It can be noticed that the flow curve shapes are the same for all the cases. The differences introduced by the different segmentation approaches are obvious in signal amplitude. The shape of the flow is however preserved and as can be seen on the graphs (Figure 2.22, Figure 2.23, Figure 2.24), except for the max and min flow, the waveforms overlay is very good. The differences between the scanner results and the MATLAB generated waveforms were quantified through relative error for the maximum (Q_{minEr}) and minimum (Q_{maxEr}) flow and root mean squared error (RMS error).

\[ Q_{minEr} = \frac{Q_{minS} - Q_{minC}}{Q_{minS}} \times 100 \] (Eq. 2.22)

\[ RMS_{error} = \frac{||Q_S - Q_C||_2}{||Q_S||_2} \times 100 \] (Eq. 2.23)

where \( Q_{minS} \) is the min flow from scanner, \( Q_{minC} \) is the min flow MATLAB

Table 2.4 displays the values for \( Q_{minEr} \) and \( Q_{maxEr} \) computed using(Eq. 2.22).

<table>
<thead>
<tr>
<th>Table 2.4 Relative errors in flow quantification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q_{maxEr} (%)</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>MPA</td>
</tr>
<tr>
<td>manual</td>
</tr>
<tr>
<td>case 1</td>
</tr>
<tr>
<td>case 2</td>
</tr>
<tr>
<td>case 3</td>
</tr>
<tr>
<td>RPA</td>
</tr>
<tr>
<td>manual</td>
</tr>
<tr>
<td>case 1</td>
</tr>
<tr>
<td>case 2</td>
</tr>
<tr>
<td>case 3</td>
</tr>
<tr>
<td>LPA</td>
</tr>
<tr>
<td>manual</td>
</tr>
<tr>
<td>case 1</td>
</tr>
<tr>
<td>case 2</td>
</tr>
<tr>
<td>case 3</td>
</tr>
</tbody>
</table>


Manual area segmentation introduces the highest relative errors in quantifying maximum flow amplitude, for all the arteries and for all operators. Root mean squared error, RMS$_{error}$ lay however between 11 and 13%, suggesting that flow quantification is not highly influenced by area variability.

### 2.1.8 Influence of area segmentation of derived pressure waveforms

The first and second semi-automatic segmentation cases showed consistent results for most of the performed analysis. The resulting area waveforms of MPA from the two cases were transformed into pressure waveforms, using eq 2.19: $p(t) = \frac{E_p}{1-0^2} \frac{\delta R(t)}{R_0} + P_d$. The equation relates the temporal changes of the vessel’s radius, the minimum vessel radius, $R_0$, the Peterson’s elasticity modulus, $E_p$ and the diastolic pressure $P_d$. In order to determine the vessel radius at every acquired time step, the pulmonary artery cross-section was considered circular. As previously described in this chapter, the $E_p$ and $P_d$ values were derived from a power law and an exponential relationship respectively that best related the changes in the relative change of the cross-sectional vessel’s area to the RHC measured pressure.

The reduction in the variability can be attributed to the relatively constant offset between three segmented areas. Assuming a constant offset at every time point, the relative area change (RAC) would be constant, and therefore, $E_p$ and $P_d$ to be introduced in eq. 2.19 would be the same. Additionally, the $\frac{\delta R(t)}{R_0}$ term in the equation will be the same for a constant segmentation offset.

Therefore if the offset of the three segmentations will be exactly the same at every time step, the pressure waveforms would be identical after applying equation 2.19. This is not the case, and differences between the three resulting pressure waveforms can be noticed. However, due to this almost constant segmentation offset, these differences are small, reducing the coefficient of variation in the case of the pressure waveforms to nearly half of the one obtained for the area waveforms.
Figure 2.25 Pressure variation in MPA obtained for each operator, for cases 1 and 2 of the semi-automatic segmentation, together with averaged pressure and standard deviation. Top to bottom figures display computed average pressure against time frames case 1 and 2 of semi-automatic segmentation: peak systolic image as fixed image and average image as fixed image. The left column contains the individual segmentations of each operator: op 1 – continuous red, op 2 – dashed blue and op 3 – dotted green line. The corresponding averaged temporal pressure waveforms are displayed on the right column with ± 1SD from the mean.

The graphical results are confirmed by Table 2.5. Minimum and maximum area computed for case 1 and 2 of the semi-automatic process, of all three operators are displayed together with the corresponding coefficient of variation. The area inter-operator C.V varies between 6.27 and 6.85 %, while the corresponding pressure C.V is reduced by a factor of two.

Table 2.5 Coefficient of variation for minimum and maximum area and pressure segmented using semi-automatic cases 1 and 2

<table>
<thead>
<tr>
<th></th>
<th>Area (cm²)</th>
<th>Pressure (mmHg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>op1</td>
<td>op2</td>
</tr>
<tr>
<td>case 1</td>
<td>min</td>
<td>8.58</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>9.32</td>
</tr>
<tr>
<td>case 2</td>
<td>min</td>
<td>8.70</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>9.39</td>
</tr>
</tbody>
</table>
SUMMARY AND CONCLUSIONS

Inferring the status of the pulmonary circulation, non-invasively, in patients with PH and healthy volunteers, using 0D and 1D mathematical models requires quantification of flow and pressure waveforms at the same anatomical location.

Two MRI sequences were proposed to be used for deriving accurate flow Q(t) and area A(t) in the pulmonary arteries. A PC sequence was used to quantify the flow variation during the entire cardiac cycle, while a bSSFP sequence, chosen for its high blood-vessel wall delineation, was used to segment the arterial cross-sections and for masking the PC images.

A pressure-radius relationship derived from the equilibrium condition at the wall of the vessel was used to derive pressure waveforms p(t) from radius r(t). The Peterson’s elasticity modulus $E_p$ and diastolic pressure $P_d$, necessary to obtain subject-specific pressure waveforms were derived from two relationships which best fit a mixed data set, containing $P_d$ and $E_p$ variation with relative area change.

Three semi-automatic registration-based segmentation methods were developed and tested against the manual segmentation, considered to be the gold standard in the field. Three operators, with different previous segmentation experience, were asked to manually and semi-automatically segment three data sets, corresponding to main, right and left pulmonary arteries. Although semi-automatic segmentation introduces variability in the resulting waveforms, it has the advantage of human rationale in dealing with images artefacts.

All semi-automatic methods produced results comparable with the manual approach. However, the total segmentation time was considerably higher for the latter. Moreover, the semi-automatic segmentations showed lower slice-by-slice variability, producing smoother curves than the manual segmentation.

Due to its relatively smaller size in comparison with the MPA, the LPA showed overall higher inter-operator variability. On the other hand, the RPA showed similar or even smaller segmentation variability than MPA, supporting the hypothesis of the RPA being more stable. Although it is difficult to quantify categorically which of the three semi-automatic method is better, based on the consistency of the results, better performance in the images with artefacts and total execution times the case using an average image as the fixed image in the registration process was selected as the default option in future analysis. The third semi-
automatic segmentation case, using time-series successive registrations, propagates not only the ROI but also the error.

Segmented bSSFP images were used to mask the PC images and to derive the flow waveforms. The results were compared with the MRI scanner’s report and the relative error in maximum and minimum flow differences was quantified. The findings showed that while the flow waveform shape is not affected by the segmented areas, the difference in overall fitting, quantified by $\text{RMS}_{\text{error}}$, is approximately 16% in MPA, for all operators and segmentation approaches.

The inter-operator area variability, as expected, influences the derived pressure waveforms. Nevertheless, the variability quantified for maximum and minimum changes are reduced by a factor of two.

A GUI, developed in MATLAB, integrates all the imaging post-processing steps, outputting patient specific area, flow and pressure waveforms, for further use as input to mathematical models. Although it was shown that flow and pressure waveforms are less affected by inter- and intra-operator variability than area itself, it is expected that the final mathematical outputs will reflect this variability to a certain degree. Further variability assessment required for the 0D and 1D model outputs was performed in detail in Chapter 3 of this thesis.
MOTIVATION

Several authors [73], [74], [75], [76], [77], [78], [79], [80], [81] have described the use of mathematical models to characterise the pulmonary circulation of humans and of animals in health and disease. In the context of this thesis, the focus is on the determination of a diagnosis of pulmonary hypertension (PH). Although published models have proven to have the potential to characterise the status of the pulmonary circulation, in particular to distinguish between normotensive and PH patients, all of these reported studies use invasive pressure catheterisation as an input measure. The challenge of this thesis is to develop and to evaluate diagnostic methods that use only non-invasive, image-based, measures.

There are three pre-requisites for the characterisation of pulmonary hypertension using mathematical models to interpret non-invasive image data:
• Reliable segmentation and flow quantification from time-series image data

The methods developed in this thesis require the measurement of diameter and flow at a cross-section of the pulmonary vessel at each point in time. The achievement of the requisite temporal and spatial resolution is a significant challenge, and utilises state-of-the-art magnetic resonance imaging protocols developed by one of the thesis supervisors and collaborators in Sheffield. The image processing methods are described in Chapter 2.

• Establishment of the relationship between pressure and flow

The mathematical models adopted in this thesis are formulated using pressure and flow as the fundamental variables, because these are routinely used as the basis of such models. Although it is possible easily to replace pressure with a measurement that can be made on the images, for example local vessel diameter, the underlying equations remain the same. The fluid mechanics equations describe the conservation of mass and momentum, and for solution a further equation, an equilibrium equation relating pressure to area, is required. A change of variable would not remove the need for the establishment of a pressure-diameter relationship. The relationships used in this thesis, based on literature and our own measured data, are described in Chapter 2.

• Methods to compute the parameters in the mathematical models that are used to characterise the measured pressure-flow responses of the system.

The thesis describes both 0D and 1D models. For the 0D models the values of resistances and capacitances that best fit the measured time-series pressure and flow data are computed using a customised optimisation process. For the 1D models the wave reflections are characterised based on the 1D wave transmission equation, using a Fourier decomposition of the time series signals. The processing methods are described in Chapter 3.

The current chapter describes the methods used to evaluate the parameters in a three element Windkessel ($R_C R_d$) and to determine the wave reflections, based on a 1D straight, thin walled, axisymmetric elastic tube model, to characterise the pulmonary circulation in healthy volunteers and in patients with pulmonary hypertension. The models use as input time varying pressure (computed from the diameter using the relationship described in chapter 2) and flow, simultaneously measured in the main pulmonary artery (MPA) with Magnetic Resonance Imaging sequences.
The methods presented in this chapter were developed in the first two years of this PhD programme and are published, together with an evaluation of statistical significance of the proposed diagnostic measures on a cohort of 35 patients, in [27]. This chapter presents more detail, including additional tests of robustness and application to a larger cohort of 80 subjects.

MATERIALS AND METHODS

3.1.1 Subjects
The cohort of 80 individuals studied comprised 72 patients and 8 healthy volunteers. The 72 patients were referred to the Sheffield Pulmonary Vascular Disease Unit with symptoms of PH. The patients were scanned during routine investigations, approved by the North Sheffield Ethics Committee and no written consent was required. All the patients underwent right heart catheterisation (RHC) and MRI scanning within 2 days. 15 patients were determined by RHC to have mPAP <25 mmHg and were included in the NoPH group. 57 patients were diagnosed with PH, and these were divided into 2 subgroups, according to their measured pulmonary vascular resistance (PVR). PVR is taken as a measure of PH severity [29], [28], [26]. For the current study, a 4 WU threshold, as proposed by [26] was used to separate the PH group. Subgroup 1, with mild PH (PVR<4WU) contained 19 patients, and subgroup 2, severe PH (PVR≥4WU) contained 38 patients.

8 healthy volunteers were investigated to establish the ranges of the proposed parameters in normal individuals. No invasive measurements were performed on the healthy volunteers.

3.1.2 MRI images

Acquisition
MRI images of the MPA were acquired for all the subjects, under breath hold, using phase contrast (PC) and balanced steady state free precession (bSSFP) sequences. The two sets of acquired images were co-registered in time (same number of temporal phases) and space (same matrix dimensions) and were used to obtain simultaneous time varying flow and pressure (from the measured radius). The acquisition protocols, including the sequences parameters were discussed in Chapter 2, Section 2.2.
Post-processing
Using a semi-automatic registration based segmentation method, the images were post-processed in MATLAB in order to extract the MPA cross-sectional area and quantify the flow variation during the cardiac cycle. The chosen segmentation method was discussed in Chapter 2, Section 2.3, being referred as the semi-automatic segmentation approach using an average image as a fixed image.

3.1.3 0D Windkessel model
Pulmonary hypertension is associated with a combination of the phenomena of vasoconstriction, intimal proliferation and vascular remodelling, generally leading to an increase in pulmonary vascular resistance (PVR) and to a decrease in compliance (C). As previously described in Chapter 1, 0D models can offer a global characterisation of the system that they represent, and have been proposed by several authors [83], [54], [55],[84], [20] for the assessment of the status of the pulmonary circulation in healthy and diseased animals and humans.

Using the time varying pressure and flow derived from MR images of the MPA, the values of the electrical parameters of Windkessel model can be computed and used for the assessment of PH.

![Diagram of Windkessel model](image)

**Figure 3.1 Three element Windkessel model \((R_cC_{Rd})\) used for the analysis of pulmonary circulation in PH**
The elements of the circuit are the characteristic resistance \(R_c\), total vascular compliance \(C\) and distal resistance \(R_d\). The inlet pressure \(P_i\) and flow \(Q_i\) are measured in the patient main pulmonary artery (MPA).

3.1.3.1 Optimisation problem for computing Windkessel electrical parameters
The most challenging part in using 0D models is the derivation of the electrical parameter values. The circuit in Figure 3.1 is described in the time domain by an ordinary differential equation (Eq. 3.1).

\[
\left(1 + \frac{R_c}{R_d}\right)Q_i(t) + R_cC \left(\frac{dQ_i(t)}{dt}\right) - C \left(\frac{dP_i(t)}{dt}\right) - \frac{P_i(t)}{R_d} = 0 \quad \text{(Eq. 3.1)}
\]
where $Q_i(t)$ and $P_i(t)$ are the flow and pressure prescribed at the inlet of the domain (MPA).

The problem of solving the 0D models can be formulated in the sense of finding the set of electrical parameters $(R_c, C, R_d)$ that together with the measured flow- $Q_i(t)$ will return the measured pressure- $P_{\text{measured}}(t)$. It is unlikely that any combination of the parameter values will return a pressure wave that exactly conforms to the measured one, and so the problem is one of optimisation, or the determination of the optimum set of $(R_c, C, R_d)$ which minimises some measure of the error between the measured pressure $P_{\text{measured}}(t)$ and the analytical pressure solution $P_{\text{optim}}(t)$ for the measured flow $Q_i(t)$.

An optimisation problem comprises of two main parts: defining the cost function (error) and selecting the algorithm which will be applied for minimising that error. The method proposed for solving the three element Windkessel model, was implemented in MATLAB and uses its standard optimisation functions.

### 3.1.3.2 Searching algorithm

The searching algorithm employed for finding the best set of Windkessel parameters was chosen to reduce operator’s input and to be easy to implement on problems with higher degrees of freedom. The approach was to run in the first instance a Genetic Algorithm (GA) optimisation process followed by a gradient-based method for solution refinement. The GA is an algorithm that takes advantage of the randomness in the population, following evolutionary rules to find the best set of values. From an initial population of individual solutions the algorithm randomly selects values that will be used as parents to produce offsprings for the next generation. By allowing enough generations for a population to evolve, it is argued that algorithm will find the best individuals[128].

The GA routine is asking the user to specify an interval where the solution can be found. Gradient based methods, although faster and more efficient are sensitive to the starting point and therefore an erroneous initial guess applied by an operator unfamiliar with the solution space of these models can lead to misleading parameters values.

The bounds interval used by the GA can be modified by the user. However, since the optimisation algorithm is designed to run with minimum input from the operator, default values, showed in Table 3.1 The lower and upper bounds of the interval were decided upon evaluating the physiological values of the pulmonary resistance and compliance already reported in the literature, computed both from invasive measurements or model based. A warning was introduced in the routine to signal when one of the limits have been met by the
optimised parameter. In this way, the user can control the bounds, but also decide if the returned value might be physiologically reasonable or the 0D model cannot represent the input data provided.

Table 3.1 GA parameters’ interval

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_c/R_d$</td>
<td>0.0001-10</td>
</tr>
<tr>
<td>$R_dC$ (s)</td>
<td>0.01-10</td>
</tr>
</tbody>
</table>

Another method that minimises operator’s input is to populate the space with multiple initial values within the same wide range set up for the GA, run the gradient based method for all points and select the solution with the minimum rms. Although the latest method is more intuitive, for a problem with several degrees of freedom it is rather inefficient.

A Bayesian method, based on probabilistic inference, could be implemented as an alternative optimisation method. However, as for the gradient decent method, an initial value is required to supply the model. The method is however a global optimisation technique depending less on a good initial guess, than the gradient based technique. Further work is required to test the feasibility of a Bayesian method for optimising the Windkessel electrical parameters.

3.1.3.3 Defining the cost function

Expressing the error between two waveforms in the sense of the root mean square error (RMSer) (Eq. 3.2) is commonly used in optimisation processes.

$$\text{RMSer} = \sqrt{\frac{\sum_{t=1}^{n} (P_{\text{measured}}(t) - P_{\text{optim}}(t))^2}{n}}$$

(Eq. 3.2)

However, RMSer is an overall waveform fitting error measure and no special consideration is given to any pair of differences, all having the same weight. It has been noticed in practice that two fitting waveforms might have very similar RMSer, but yet the outcome in using one or another would be different. More specifically the optimal fit in the least squares sense, taking into account all of the measured time points, can lead to relatively large errors in the maximum and minimum pressures, at peak systole and in diastole respectively. Systolic and diastolic values are often used as reference points by the clinical community, and it is therefore required in finding a compromise in fitting the overall waveform, but keeping the
minimum and maximum values close to the target waveform. To address this issue a modification of the cost function was introduced (Eq. 3.3) so that extra weight was given to the matching of the extrema over the cardiac cycle.

The cost function, $f_{cost}$ chosen for the optimisation process represents a linear combination of the root mean square error over the cardiac cycle and the error in the peak systolic and minimum diastolic pressure.

$$f_{cost} = C_s \left( | \max (P_{optim}(t)) - \max (P_{measured}(t)) | \right) + C_d \left( | \min (P_{optim}(t)) - \min (P_{measured}(t)) | \right) + C_{RMS} \text{RMS} (P_{optim}(t), P_{measured}(t))$$  (Eq. 3.3)

where $C_s$, $C_d$ and $C_{RMS}$ are multiplication constants for the cost function, defined as proportions

$$C_s + C_d + C_{RMS} = 1$$  (Eq. 3.4)

There is no principled way in which to assign the relative weightings: it is a matter of human judgement as to which combination produces the optimal balance of fitting the extrema and the shape of the curve over the cardiac cycle. Based on a trial and error process and by qualitatively assessing the fitting results of an initial data set of 27 waveforms, the values chosen for processing of all data in this study were: $C_s=0.1$, $C_d=0.1$ and $C_{RMS}=0.8$. These values can be however modified by the user.

### 3.1.3.4 Analytical solution for the Windkessel inlet pressure

A numerical solution for pressure can be obtained from (Eq. 3.1) in the time domain by using numerical discretisation schemes, and this might be the most appropriate solution methodology if, for example, the resistances and/or capacitance are nonlinear. The solution will be dependent on the discretisation time, $dt$. A big $dt$ might produce erroneous pressure outputs, whereas a small $dt$ increases computation time.

In this thesis and for this simple linear model, rather than generate a numerical solution, the analytical pressure solution has been derived using the Fourier transform as follows:

Any periodic signal, $F(t)=F(t+T)$, where $T$ is the period of the signal, can be written as a sum of its harmonic components (Eq. 3.5), with $A_n$ and $B_n$ the sine and cosine harmonic coefficients [2].
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\[ F(t) = A_0 + \sum_{n=1}^{\infty} A_n \cos(n\omega t) + B_n \sin(n\omega t) \quad (\text{Eq. 3.5}) \]

\[ \omega = \frac{2\pi}{T} \quad (\text{Eq. 3.6}) \]

where \( n \) is the number of harmonic components and \( \omega \) is angular frequency.

In complex notation, (Eq. 3.5) is equivalent to (Eq. 3.7).

\[ F(t) = \frac{1}{2} \sum_{n=-\infty}^{\infty} (A_n - iB_n) e^{i\omega t} \quad (\text{Eq. 3.7}) \]

Considering the pressure and flow measured at the inlet of the \( R_0C_0R_d \) circuit as the sum of the harmonic components they can be expressed using (Eq. 3.12), replacing the generic A and B terms with corresponding flow (Q) and pressure (P) terms (Eq. 3.8) and (Eq. 3.9).

\[ P_i(t) = \frac{1}{2} \sum_{n=-\infty}^{\infty} (P_0.cn - iP_0.sn) e^{i\omega t} \quad (\text{Eq. 3.8}) \]

\[ Q_i(t) = \frac{1}{2} \sum_{n=-\infty}^{\infty} (Q_0.cn - iQ_0.sn) e^{i\omega t} \quad (\text{Eq. 3.9}) \]

where \( P_{0.cn}, P_{0.sn}, Q_{0.cn}, Q_{0.sn} \) are the harmonic pressure and flow components, \( P_0 \) and \( Q_0 \) are the direct current (DC) pressure and flow components.

A single harmonic component (\( n^{th} \) component) of pressure and flow can be expressed in terms of the amplitude of the cosine and sine coefficients as (Eq. 3.10) and (Eq. 3.11).

\[ P_i(\omega) = (P_0c - iP_0s)e^{i\omega t} \quad (\text{Eq. 3.10}) \]

\[ Q_i(\omega) = (Q_0c - iQ_0s)e^{i\omega t} \quad (\text{Eq. 3.11}) \]

The inlet pressure and flow are related by the complex input impedance of the circuit \( Z_{in3W} \) through the transfer function in (Eq. 3.12).

\[ P_i(\omega) = Q_i(\omega) Z_{in3W}(\omega) \quad (\text{Eq. 3.12}) \]

The complex impedance can be expressed alternatively in terms of \( Z_{re} \) and \( Z_{im} \), the real and imaginary parts of the signal.

\[ Z_{in3W}(\omega) = Z_{re}(\omega) - iZ_{im}(\omega) \quad (\text{Eq. 3.13}) \]

Replacing \( P_i(\omega) \) and \( Q_i(\omega) \) from (Eq. 3.10), (Eq. 3.11) and (Eq. 3.13) into (Eq. 3.12), (Eq. 3.14) is derived.
\[
(P_0 c - i P_0 s) (\cos(\omega t) + i \sin(\omega t)) = (Z_{re} - i Z_{im}) (Q_0 c - i Q_0 s)
\]
\[
= (Z_{re} - i Z_{im}) (Q_0 c - i Q_0 s)
\]
\[
= (Z_{re} - i Z_{im}) (Q_0 c - i Q_0 s)
\]
\[
= (Z_{re} - i Z_{im}) (Q_0 c - i Q_0 s)
\]
\[
\text{Eq. (3.14)}
\]
\[
\text{Eq. (3.15)}
\]

After equating the real and imaginary part in (Eq. 3.15), the sine and cosine pressure coefficients, \(P_0 c\) and \(P_0 s\), can be expressed at each harmonic as a function of sine and cosine flow coefficients, \(Q_0 c\) and \(Q_0 s\), and the real and imaginary part of complex input impedance, \(Z_{re}\) and \(Z_{im}\) (Eq. 3.16).

\[
\begin{align*}
(P_0 c(\omega)) &= Z_{re}(\omega) Q_0 c(\omega) - Z_{im}(\omega) Q_0 s(\omega) \\
(P_0 s(\omega)) &= Z_{im}(\omega) Q_0 c(\omega) + Z_{re}(\omega) Q_0 s(\omega)
\end{align*}
\]

The equivalent impedance of the three element Windkessel model is given in complex by (Eq. 3.17).

\[
Z_{in3W}(\omega) = R_c + \frac{R_d (1 - j \omega R_d C)}{1 + (\omega R_d C)^2}
\]

Which can be further separated into real (Eq. 3.18) and imaginary (Eq. 3.19) components.

\[
Z_{re}(\omega) = R_c + \frac{R_d}{1 + (\omega R_d C)^2}
\]

\[
Z_{im}(\omega) = -\frac{\omega R_d^2 C}{1 + (\omega R_d C)^2}
\]

Replacing the real and imaginary impedance components, \(Z_{re}\) and \(Z_{im}\) in \(P_0 c\) and \(P_0 s\) expressions in (Eq. 3.16), and further in (Eq. 3.8), the expression for the analytical pressure at the inlet of the \(R_c C R_d\) Windkessel circuit is given by (Eq. 3.20).

\[
P_i(t) = \frac{(R_c + R_d) Q_0}{2} + \sum_{n=1}^{\infty} \left( \frac{R_d}{1 + (n \omega R_d C)^2} \right) Q_{0cn} \\
- \left( \frac{n \omega R_d^2 C}{1 + (n \omega R_d C)^2} \right) Q_{0sn} \cos n \omega t \\
+ \left( \frac{n \omega R_d^2 C}{1 + (n \omega R_d C)^2} \right) Q_{0cn} \\
+ \left( \frac{R_d}{1 + (n \omega R_d C)^2} \right) Q_{0sn} \sin n \omega t
\]

\[
P_0 \text{ from (Eq. 3.8) was replaced in (Eq. 3.20) with the ratio between the sum of the two resistors and the DC flow component, } Q_0.
\]
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3.1.3.5 Four element Windkessel model

As discussed in Chapter 1, although the three element Windkessel model produced more realistic pressure and flow waveforms, it was noticed both for pulmonary and systemic circulation [55, 56], that better fits to measured data could be obtained by using a higher value than the characteristic impedance for the proximal resistance, and a lower value for C than the overall vascular compliance. The addition of a fourth (inertial) element, L, in parallel with the characteristic resistance $R_c$, would behave at low frequencies similar to a 2 element Windkessel, whereas at higher frequencies, the response would behave like a three element model. However, when tested on the pulmonary circulation of animals by Segers et al. [84] the four element Windkessel model did not reproduce the satisfactory results that had been demonstrated for the systemic circulation. Nevertheless, the option of using the four element Windkessel for the human system is evaluated in this chapter.

Using the same protocol described for the three element model, a four element Windkessel (Figure 3.2) was implemented and solved for the values of its components.

![Figure 3.2 Four element Windkessel model ($R_c$, LCRd) used for the analysis of pulmonary circulation in PH](image)

The elements of the circuit are the characteristic resistance $R_c$, inductance $L$, total vascular compliance C and distal resistance $R_d$. The inlet pressure $P_i$ and flow $Q_i$ are measured in the patient main pulmonary artery (MPA).

The real and imaginary impedance of the $R_c$, LCRd circuit are given by (Eq. 3.21) and (Eq. 3.22).

$$Z_{re} = \frac{\omega^2 L^2 R_c}{R_c + (\omega L)^2} + \frac{R_d}{1 + (\omega R_d C)} \quad \text{(Eq. 3.21)}$$

$$Z_{im} = \frac{\omega R_d^2 C}{1 + (\omega R_d C)^2} - \frac{\omega LR_c^2}{R_c + (\omega L)^2} \quad \text{(Eq. 3.22)}$$

Following the same steps for determining the analytical solution for the inlet pressure of a three element Windkessel model (Eq. 3.20), and using relationships (Eq. 3.21) and (Eq. 3.22),
the analytical expression for the inlet pressure of a four element Windkessel model can be readily determined.

### 3.1.4 1D model of a straight elastic tube

A 1D model of a straight elastic tube was implemented to locally quantify the wave reflections present in the main pulmonary artery, originating from reflection sites in the downstream vasculature. Since the pulmonary vasculature is characterised by short, tapered tubes with multiple branches and bifurcations (or even trifurcations) with a pulsatile flow, it might be expected that wave reflections will play an important role.

Pulse wave propagation in an elastic tube can be described in the frequency domain [52], or in the time domain using wave intensity analysis (WI) [71]. The classical frequency domain approach has been adopted in the current work, but both approaches produce identical results in terms of the computed power in forward and backward travelling components as proved by Hughes and Parker [72].

Linearization about a reference state of the 1D Navier-Stokes equations returns the standard one-dimensional wave equation (Eq. 3.23).

$$\frac{\partial^2 p}{\partial t^2} - c^2 \frac{\partial^2 p}{\partial z^2} = 0$$  \hspace{1cm} (Eq. 3.23)

The general solution of equation (Eq. 3.23), expressed in terms of forward and backward components is:

$$p(\omega, z, t) = P_f e^{i(\omega t - kz)} + P_b e^{i(\omega t + kz)}$$  \hspace{1cm} (Eq. 3.24)

And similarly for flow:

$$Q(\omega, z, t) = Q_f e^{i(\omega t - kz)} + Q_b e^{i(\omega t + kz)}$$  \hspace{1cm} (Eq. 3.25)

$$k = \frac{\omega}{c}$$  \hspace{1cm} (Eq. 3.26)

where $k$ is the complex wave number, $c$ is the complex wave speed, $\omega$ is the angular frequency, $P_f, P_b, Q_f$ and $Q_b$ are the amplitude of the forward and backward pressure and flow waves.

For an inviscid fluid and using real components of the forward and backward pressure flow components, the general pressure and flow solution is given by (Eq. 3.27) and (Eq. 3.28).
\[ p(\omega, z, t) = (P_1 \cos(kz - \omega t) + P_2 \sin(kz - \omega t)) \]
\[ + (P_3 \cos(kz + \omega t) + P_4 \sin(kz + \omega t)) \]  \hspace{1cm} (Eq. 3.27)
\[ Q(\omega, z, t) = (Q_1 \cos(kz - \omega t) + Q_2 \sin(kz - \omega t)) \]
\[ + (Q_3 \cos(kz + \omega t) + Q_4 \sin(kz + \omega t)) \]  \hspace{1cm} (Eq. 3.28)

Where,
\[ p_f(\omega, z, t) = P_1 \cos(kz - \omega t) + P_2 \sin(kz - \omega t) \]  \hspace{1cm} (Eq. 3.29)
\[ p_b(\omega, z, t) = P_3 \cos(kz + \omega t) + P_4 \sin(kz + \omega t) \]  \hspace{1cm} (Eq. 3.30)

Respectively,
\[ Q_f(\omega, z, t) = Q_1 \cos(kz - \omega t) + Q_2 \sin(kz - \omega t) \]  \hspace{1cm} (Eq. 3.31)
\[ Q_b(\omega, z, t) = Q_3 \cos(kz + \omega t) + Q_4 \sin(kz + \omega t) \]  \hspace{1cm} (Eq. 3.32)

where \( P_1 \) to \( P_4 \) and \( Q_1 \) to \( Q_4 \) are the real components of pressure and flow waveforms.

At the inlet of the domain, \( z=0 \), the expressions for pressure and flow are:
\[ p(\omega, 0, t) = P_1 \cos \omega t - P_2 \sin \omega t + P_3 \cos \omega t + P_4 \sin \omega t \]  \hspace{1cm} (Eq. 3.33)
\[ Q(\omega, 0, t) = Q_1 \cos \omega t - Q_2 \sin \omega t + Q_3 \cos \omega t + Q_4 \sin \omega t \]  \hspace{1cm} (Eq. 3.34)

Which can be further expressed in terms of sine and cosine pressure and flow coefficients (Eq. 3.35) and (Eq. 3.36).
\[ p(\omega, 0, t) = P_{0c} \cos \omega t + P_{0s} \sin \omega t \]  \hspace{1cm} (Eq. 3.35)
\[ Q(\omega, 0, t) = Q_{0c} \cos \omega t + Q_{0s} \sin \omega t \]  \hspace{1cm} (Eq. 3.36)

Equating (Eq. 3.33) with (Eq. 3.35) and (Eq. 3.34) with (Eq. 3.36) and separating the sine and cosine coefficients results in (Eq. 3.37) and (Eq. 3.38).
\[ \begin{cases} P_1 + P_3 = P_{0c} \\ -P_2 + P_4 = P_{0s} \end{cases} \]  \hspace{1cm} (Eq. 3.37)
\[ \begin{cases} Q_1 + Q_3 = Q_{0c} \\ -Q_2 + Q_4 = Q_{0s} \end{cases} \]  \hspace{1cm} (Eq. 3.38)

The pressure and flow are related by the vessel characteristic impedance. For a straight, axisymmetric, thin walled elastic vessel, neglecting viscosity, the characteristic impedance is given by (Eq. 3.39).
\[ Z_c = \frac{\rho c_0}{A_0} \]  \hspace{1cm} (Eq. 3.39)

where \( c_0 \) is the Moens-Korteweg wave speed, \( \rho \) is the blood density, \( A_0 \)-diastolic area
\[ Z_c = \frac{P_f}{Q_f} = -\frac{P_b}{Q_b} = \frac{P_1}{Q_1} = \frac{P_2}{Q_2} = -\frac{P_3}{Q_3} = -\frac{P_4}{Q_4} \]  \hspace{1cm} (Eq. 3.40)
Using (Eq. 3.37) and (Eq. 3.38) and expressing \( Q_{1:4} \) as a function of \( P_{1:4} \) and \( Z_c \) (Eq. 3.40) a system of simultaneous equations results (Eq. 3.41).

\[
\begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
\frac{1}{Z_c} & 0 & -\frac{1}{Z_c} & 0 \\
0 & \frac{1}{Z_c} & 0 & -\frac{1}{Z_c}
\end{bmatrix}
\begin{bmatrix}
P_1 \\
P_2 \\
P_3 \\
P_4
\end{bmatrix} = \begin{bmatrix}
P_{0c} \\
P_{0s} \\
Q_{0c} \\
Q_{0s}
\end{bmatrix}
\]  
(Eq. 3.41)

Pressure and flow sine and cosine coefficients (right hand side –RHS) are determined after applying a Fast Fourier Transform (fft) of the measured \( Q(t) \) and \( p(t) \) signals in MATLAB.

After solving the system of equations (Eq. 3.41), the forward and backward pressure components, \( P_{1:4} \) are given by (Eq. 3.42)

\[
\begin{align*}
P_1 &= \frac{1}{2} (P_{0c} + Q_{0c}Z_c) \\
P_2 &= -\frac{1}{2} (P_{0s} + Q_{0s}Z_c) \\
P_3 &= \frac{1}{2} (P_{0c} - Q_{0c}Z_c) \\
P_4 &= \frac{1}{2} (P_{0s} - Q_{0s}Z_c)
\end{align*}
\]  
(Eq. 3.42)

The inviscid characteristic impedance was computed by replacing the pulse wave velocity \( c_0 \) with a model derived \( c_{0\text{model}} \) (Eq. 3.43).

\[
c_{0\text{model}} = \sqrt{\frac{E_p}{2\rho(1-\nu^2)}}
\]  
(Eq. 3.43)

\( Eh/r_0 \) term from Moens Korteweg wave speed equation was replaced with \( E_p \) where Peterson’s elasticity modulus was derived as showed in Chapter 2, Section 2.3.

\[
E_p = \frac{Eh}{r_0}
\]  
(Eq. 3.44)

\[
p_f(\omega, 0, t) = P_1 \cos \omega t - P_2 \sin \omega t
\]  
(Eq. 3.45)

\[
p_b(\omega, 0, t) = P_3 \cos \omega t + P_4 \sin \omega t
\]  
(Eq. 3.46)

The amplitude of the forward and backward pressure waves for a single harmonic component are given by (Eq. 3.47) and (Eq. 3.48).

\[
P_f = \sqrt{P_1^2 + P_2^2}
\]  
(Eq. 3.47)

\[
P_b = \sqrt{P_3^2 + P_4^2}
\]  
(Eq. 3.48)
where $P_w$ can be replaced with the amplitude of the harmonic component of the backward or forward pressure wave.

The power contained in one harmonic wave component, is given by (Eq. 3.49).

$$W_{pw}(\omega) = \frac{P_{w(\omega)}^2}{2Z_c}$$  \hspace{1cm} (Eq. 3.49)

The total power of the forward and backward wave ($W_{pf}$, $W_{pb}$) is given by the sum of the power in the individual harmonics, (Eq. 3.50) and (Eq. 3.51)

$$W_{pf(t)} = \sum_{n=1}^{\infty} W_{pf}(\omega_n)$$  \hspace{1cm} (Eq. 3.50)

$$W_{pb(t)} = \sum_{n=1}^{\infty} W_{pb}(\omega_n)$$  \hspace{1cm} (Eq. 3.51)

where $n$ is the number of harmonic components considered.

The total power measured at the inlet of the 1D domain was defined as the sum of power contained in the forward and backward waves (Eq. 3.52).

$$W_{p\text{total}} = W_{pf(t)} + W_{pb(t)}$$  \hspace{1cm} (Eq. 3.52)

### 3.1.5 Coupled 1D and 0D models

The previous sections describe two simple mathematical models used to represent and infer the status of the pulmonary circulation in health and disease. The 0D Windkessel model can be used to quantify the overall distribution of resistances and compliance, but cannot give any information about the traveling waves. On the other hand, a simple 1D model of a straight elastic tube, described locally by the measured inlet flow and pressure waveforms, quantifies the reflections sensed at the measuring site, without providing any information about where those reflections have come from.

Several authors, [85], [76], [78], [79] have identified the bifurcation of the MPA as one of the reflection sites. Pollack et al. [85] argued that in a healthy human, although more local reflection sites are present, an ‘effective reflection site’ is found at ~15 cm from the pulmonary valve.

Assuming that in the pulmonary circulation an effective reflection site exists and that it is unique, a simple model to determine where it is located can be designed by coupling a 1D model of a straight elastic tube with a 0D Windkessel model. Under this assumption, by
solving the coupled 1D-0D model for the length of the tube and Windkessel parameters, it can be tested whether the effective reflection site can be used as a PH discriminant.

The model is described in the following section.

At the end of a 1D elastic tube, with unknown length \( l \), a 0D \((R_{lc}C_lR_{ld})\) is added.

The boundary conditions of the coupled 1D-0D model are the following:

**Boundary conditions for the inlet of the 1D domain**

\( p_0(\omega,0,t) \) and \( Q_0(\omega,0,t) \) are the pressure and flow at the measuring site, given by (Eq. 3.33) and (Eq. 3.34). The sine and cosine inlet flow coefficients can be written in terms of pressure coefficients and characteristic impedance, for one harmonic (Eq. 3.53).

\[
\begin{align*}
\frac{1}{Z_c}(P_1 - P_3) &= Q_{0c} \\
\frac{1}{Z_c}(-P_2 - P_4) &= Q_{0s}
\end{align*}
\]  

(Eq. 3.53)

**Boundary conditions for the outlet of the 1D domain**

From the general expressions of pressure and flow, (Eq. 3.27) and (Eq. 3.28), at an arbitrary position \( z \) along the tube, the pressure and flow at the end of 1D domain \( p_l(\omega,l,t) \) and \( Q_l(\omega,l,t) \), can be written.

\[
\begin{align*}
p_l(\omega, l, t) &= (P_1 \cos(kl - \omega t) + P_2 \sin(kl - \omega t)) \\
&\quad + (P_3 \cos(kl + \omega t) + P_4 \sin(kl + \omega t)) \\
Q_l(\omega, l, t) &= (Q_1 \cos(kl - \omega t) + Q_2 \sin(kl - \omega t)) \\
&\quad + (Q_3 \cos(kl + \omega t) + Q_4 \sin(kl + \omega t))
\end{align*}
\]  

(Eq. 3.54)  

(Eq. 3.55)

Equations (Eq. 3.54) and (Eq. 3.55) can be expressed as a function of sine and cosine coefficients, at the end of the 1D domain (Eq. 3.56) and (Eq. 3.36).

\[
p_l(\omega, l, t) = P_{lc} \cos \omega t + P_{ls} \sin \omega t
\]  

(Eq. 3.56)
\[ Q_I(\omega, l, t) = Q_{lc} \cos \omega t + Q_{ls} \sin \omega t \]  
(Eq. 3.57)

Equating the sine and cosine coefficients of (Eq. 3.54) and (Eq. 3.55) with (Eq. 3.56) and (Eq. 3.57), and using relationship (3.40) between flow and pressure individual components, results in (Eq. 3.58) and (Eq. 3.59).

\[
\begin{align*}
(P_1 \cos kl + P_2 \sin kl + P_3 \cos kl + P_4 \sin kl &= P_{lc} \quad \text{(Eq. 3.58)} \\
(P_1 \sin kl - P_2 \cos kl - P_3 \sin kl + P_4 \cos kl &= P_{ls} \\
\frac{1}{Z_c} (P_1 \cos kl + P_2 \sin kl - P_3 \cos kl - P_4 \sin kl) &= Q_{lc} \\
\frac{1}{Z_c} (P_1 \sin kl - P_2 \cos kl + P_3 \sin kl - P_4 \cos kl) &= Q_{ls} \quad \text{(Eq. 3.59)}
\end{align*}
\]

### 1D-0D ‘coupling’

Using the method described in Section 3.1.3, the pressure at the inlet of the 0D domain can be expressed as a function of 0D model equivalent complex impedance and the flow entering the 0D domain.

\[
\begin{align*}
(P_{lc}(\omega) &= Z_{ire}(\omega) Q_{lc}(\omega) - Z_{lim}(\omega) Q_{ls}(\omega) \\
(P_{ls}(\omega) &= Z_{lim}(\omega) Q_{0c}(\omega) + Z_{ire}(\omega) Q_{ls}(\omega) \\
Z_{ire}(\omega) &= R_{lc} + \frac{R_{ld}}{1 + (\omega R_{id} C)^2} \quad \text{(Eq. 3.60)} \\
Z_{lim}(\omega) &= -\frac{\omega R_{id} C}{1 + (\omega R_{id} C)^2} \quad \text{(Eq. 3.61)} \\
\end{align*}
\]

Since the pressure and flow at the end of the 1D domain must be the same as the ones at the inlet of the 0D domain, (Eq. 3.58) can be equated with (Eq. 3.60) at each harmonic, resulting (Eq. 3.64).

\[
\begin{align*}
(P_1 \cos kl + P_2 \sin kl + P_3 \cos kl + P_4 \sin kl - Z_{ire} Q_{lc} + Z_{lim} Q_{ls} &= 0 \quad \text{(Eq. 3.63)} \\
(P_1 \sin kl - P_2 \cos kl - P_3 \sin kl + P_4 \cos kl - Z_{ire} Q_{lc} - Z_{lim} Q_{ls} &= 0
\end{align*}
\]

After replacing all the known terms, a system of equations can be written in matrix form, as follows:

\[
\begin{pmatrix}
\frac{1}{Z_c} & 0 & -\frac{1}{Z_c} & 0 \\
0 & \frac{1}{Z_c} & 0 & -\frac{1}{Z_c} \\
\left(1 - \frac{Z_{ire}}{Z_c}\right) \cos kl + \frac{Z_{lim}}{Z_c} \sin kl & \left(1 - \frac{Z_{ire}}{Z_c}\right) \sin kl - \frac{Z_{lim}}{Z_c} \cos kl & \left(1 + \frac{Z_{ire}}{Z_c}\right) \cos kl + \frac{Z_{lim}}{Z_c} \sin kl & \left(1 + \frac{Z_{ire}}{Z_c}\right) \sin kl - \frac{Z_{lim}}{Z_c} \cos kl \\
\left(1 - \frac{Z_{ire}}{Z_c}\right) \sin kl - \frac{Z_{lim}}{Z_c} \cos kl & \left(1 - \frac{Z_{ire}}{Z_c}\right) \cos kl + \frac{Z_{lim}}{Z_c} \sin kl & \left(1 + \frac{Z_{ire}}{Z_c}\right) \sin kl + \frac{Z_{lim}}{Z_c} \cos kl & \left(1 + \frac{Z_{ire}}{Z_c}\right) \cos kl - \frac{Z_{lim}}{Z_c} \sin kl
\end{pmatrix}
\begin{pmatrix}
P_1 \\
P_2 \\
P_3 \\
P_4
\end{pmatrix}
\]

(Eq. 3.64)

Solving the above system of equations returns the pressure coefficients (P_1 to P_4) which are dependent on the tube length \( l \) and the values of the Windkessel parameters added at the
end of the tube $R_d$, $R_c$ and $C$. By applying the same optimisation steps described in Section 3.1.3, the length of the tube can be estimated together with the other electrical parameters.

### 3.1.6 Statistical analysis of the results

Statistical analysis of the results was performed using SPSS for data analysis and GraphPad Prism for graphical representation.

Statistical analysis was performed for: differences between independent variables, variable correlations and measurements of agreement, as following:

**Independent sample tests**

Independent multiple sample significance tests were performed for the parameters proposed as differentiation criteria in normal and PH subjects: $W_b/W_{total}$, $R_d$, $R_c$ and $C$.

A one way ANOVA test for independent groups, with Tukey’s post-hoc correction, was applied for the parameters which satisfied the normality and variance homogeneity conditions. The normality criterion was tested by visual inspection of the histograms and confirmed by the Shapiro-Wilk test on each independent group. The homogeneity of variance was tested using Leven’s test. The non-parametric Kruskal-Wallis test for independent data was applied for the parameters for which the above criteria were not met [129]. Differences were considered significant for $p$-values < 0.05.

Data were represented graphically using box and whiskers plots according to Tukey’s method [130]. The significance $p$-values resulting from pairwise multiple comparisons were marked on the graph.

**Agreement between raters**

Intra- and inter- operator variability for the derived metrics of the 0D and 1D model were tested using the Bland-Altman method [131] and by computing the intraclass correlation coefficient [132]. MRI image data sets of 20 subjects were selected at random from the entire cohort and segmented by two operators, A and B. Operator A performed the image segmentations twice within one week. Inter and intra operator variability analysis was performed on the final derived parameters: $W_b/W_{total}$, $R_d$, $R_c$ and $C$.

The intraclass correlation coefficient (ICC) was also used to test the agreement between parameters derived using modified versions of proposed methods.
Correlation
The strength of linear correlations was tested using Pearson’s correlation coefficient. Spearman’s coefficient was used to express the strength of non-linear relationships.

RESULTS AND DISCUSSION

A cohort of 80 subjects was assessed using two simple mathematical models, a 0D –$R_cCR_d$ Windkessel model and a 1D model of a straight elastic tube, in order to infer the status of the pulmonary circulation. The cohort was divided into 4 groups: healthy volunteers (n=8), NoPH (n=15), PH patients with PVR< 4WU, mild PH (n=19) and PH patients with PVR ≥4WU, severe PH, (n=38). The input to the mathematical models was derived non-invasively using MRI images of the MPA acquired during an entire cardiac cycle. The protocol for segmenting the images and computing the area $A(t)$, flow $Q(t)$ and pressure $p(t)$ waveforms was described in Chapter 2 of the current thesis.

The methods describing the two proposed mathematical models were previously published in “MRI model-based non-invasive differential diagnosis in pulmonary hypertension” [27] and re-stated in more detail in the above Materials and Methods section. The Results and Discussions section of the current chapter presents the results following the extension of the cohort from 35 to 80 subjects, together with further amplification of the results corresponding to the pilot study.

Using the non-invasively derived pressure waveforms, the mean, systolic and diastolic pressures were compared with the corresponding invasive RHC values. Figure 3.4 shows the relationship between the invasive and model-derived pressures. Although the trends are consistent, the linear correlation between invasive and model-derived values, as assessed using Person’s correlation coefficient, $r$ and goodness of fitness, $R^2$ values, was weak. The model overestimates mPAP in the NoPH group and underestimates it for the diseased groups.
Figure 3.4 Relationship between invasively measured (RHC) and model derived mean (mPAP), systolic (sPAP) and diastolic (dPAP) pressures

The derived model’s pressures (computed) show weak linear correlation (Pearson’s $r_{\text{sPAP}}=0.33$, $r_{\text{dPAP}}=0.39$, $r_{\text{mPAP}}=0.5$) with the measured (RHC) values.

It is not unexpected that the radius-to-pressure model does not reflect entirely the individual values of measured pressures. At some point during PH manifestation, the PA can continue to enlarge independent of arterial pressure [133]. However, the derived pressure waveforms had been applied together with the flow waveforms as input for the mathematically models described previously, hypothesising that although some parameters values are solely influenced by the magnitude of the waves ($R_{\text{total}}$), others ($W_0/W_{\text{total}}$, $R_d$, $C$) depend also on the variations of waveforms during the cardiac cycle and these might prove less sensitive to scaling caused by errors in the pressure-radius relationship.

3.1.7 0D model

3.1.7.1 Results

The electrical parameters of an $R_C R_d$ Windkessel model were derived using an optimisation method based on stochastic and gradient decent algorithms available in the MATLAB Optimisation Toolbox.

Overall, the parameter fitting process performed reasonably well, returning root mean squared error values with an average of $0.13 \pm 0.08$ and a 95% CI of 0.11 to 0.14. However, approximatively 10% of the analysed cases were fitted poorly, with an error reaching 0.45.
Figure 3.5 shows a few examples, including the best, the worst and two intermediated fitted curves. The fitted waveforms were reconstructed using (Eq. 3.2) using 10 harmonic components. It can be noticed that for the best fitted case the original waveform resembles that expected for an R-C-R circuit response, and therefore the fitting is very good. Conversely, the ‘ripples’ present in the measured signals on the other examples are not characteristic of the expected response of these simple Windkessel representations, and so it is not surprising that the fit was poorer. The model tried to give the best approximation of the original shape, while preserving the systolic and diastolic values, as was defined through the cost function.

As outlined above, there were some cases for which the fit was relatively poor, based on the calculated RMSer (Eq.3.2), and visual inspection of the overlaying waveforms. However, all the results were considered for the statistical analysis of the significance of the differences in the parameters for the study cohort. The quality of the fit is discussed in more details in the context of groups’ outlier presence. The derived values were proposed to be used as differentiation criteria between healthy volunteers, clinical patients with no PH and two sub-groups of PH patients, separated according to the measured PVR value in mild and severe PH.
The results of the electrical parameters are shown in Figure 3.6 for all the analysed groups. Data were represented using box and whiskers plots as proposed by Tukey's method [130]. The values that were outside the whisker bands were marked in each group as outliers. The median and mean of the group were marked with a horizontal line and a plus symbol, respectively.

Figure 3.6 The results for the 0D Windkessel model on the 80 patient cohort: (a) distal resistance $R_d$, (b) characteristic resistance $R_c$, (c) total resistance $R_{total}$, (d) total compliance $C$

$R_d$ and $R_{total}$ show statistically significant differences between the healthy volunteers and each of the PH groups and between NoPH and severe PH group. $C$ shows statistically significant differences between healthy volunteers and each of the PH groups, between NoPH and severe PH and between the two PH sub-groups. $R_c$ shows no statistical difference between groups.

All electrical parameters ($R_{total}$, $R_d$, $C$ and $R_c$) of the 0D model were not normally distributed within the groups, as assessed visually by histogram inspection and confirmed by Shapiro-Wilk test ($p<0.05$). Due to the violation of the normality assumption, the non-parametric Kruskal-Wallis test for independent samples, with multiple comparisons, were run for each
variable to determine whether there were statistically significant differences between the 4 subject groups.

\( R_{\text{total}} \)

The total resistance, \( R_{\text{total}} \), defined as mean pressure over mean flow in the MPA, increased, as expected, with the disease status. It increased progressively from 0.24±0.08 mmHg s/ml in healthy volunteers to 0.42±0.3 mmHg s/ml in the NoPH group, to 0.59±0.3 mmHg s/ml and to 1.09±1.1 mmHg s/ml in the mild and severe-disease PH subgroups. The mean \( R_{\text{total}} \) value of the second PH subgroup is highly driven by the presence of outliers. Therefore, more representative of the group is the median \( R_{\text{total}} \) value, of 0.68 mmHg s/ml. The total pulmonary resistance showed statistically significant differences between the healthy volunteers and both of the PH subgroups (p<0.001) and between the NoPH and severe PH group (p<0.001).

The values of the total pulmonary resistance are influenced by the mean pulmonary arterial pressure since this metric is defined as the ratio between mean pressure and mean flow. As displayed in Figure 3.4, the non-invasively computed mPAP is overestimated for the NoPH group and marginally underestimated for the two PH groups. Therefore, it is expected that \( R_{\text{total}} \) of the NoPH group would be overestimated, while for the two PH groups it will be underestimated, if the measured (RHC) mPAP were to be used instead of the computed mPAP.

In order to understand how the surrogate pressure model influences total resistance, the parameter was also computed using RHC mPAP. On average, \( R_{\text{total}} \)RHC was lower in the NoPH group while the two PH groups were less affected. However, the trend between the groups remained the same as for \( R_{\text{total}} \), showing an increase with the disease status. The total pulmonary resistance computed using RHC mPAP showed statistically significant differences between all the analysed groups. The NoPH group displayed a mean \( R_{\text{total}} \)RHC of 0.24±0.1 mmHg s/ml, 43% smaller than the one predicted by \( R_{\text{total}} \) for this group. The two PH subgroups had mean \( R_{\text{total}} \)RHC of 0.49±0.31 mmHg s/ml and 1.04 ±1.02 mmHg s/ml, being 15% (PH sub-group 1) and 4% (PH sub-group 1) smaller than the non-invasive \( R_{\text{total}} \) (Figure 3.7).
Figure 3.7 Total resistance computed as ratio of invasively measured mPAP (RHC) and mean flow (MRI) $R_{totalRHC}$ was computed only for the groups where invasive pressure measurements were available. The parameter showed statistically significant mean rank differences between all the tested groups.

Although defined differently, the notion of pulmonary vascular resistance (PVR) and total vascular resistance are used interchangeably, since both represent the steady-state component of the ventricular afterload [134]. The first is defined as the difference between the mean pulmonary artery pressure and mean pulmonary wedge pressure divided by the cardiac output, while the second is defined as the ratio of mean pressure to mean flow. From the definition, it is expected for the two measures to have a strong correlation.

The relationship between $R_{total}$ and PVR can be approximated linearly, but the correlation between the variables is rather poor, Pearson’s $r=0.32$, $R^2=0.11$, $p<0.001$. In order to understand once again whether the poor relationship is determined by the pressure surrogate model, the invasive total resistance, $R_{totalRHC}$ relationship with PVR was also tested. Although the linear correlation with PVR was stronger for the latter, $r=0.47$, $R^2=0.22$, $p<0.001$, it remains poor. Figure 3.7 displays the relationship between $R_{total}$ and $R_{totalRHC}$ with PVR, together with the correlation line which best fits each data set. The differences between slopes and intercepts of the two fitting lines are not statistically significant ($p=0.42$ and $p=0.54$).
**Figure 3.8** Relationship between total resistances measured as mean pressure to mean flow and clinically derived PVR. 

$R_{\text{total}}$ and $R_{\text{total, RHC}}$ were computed as mean pressure to mean flow ratio. For the computation of the first, the model derived mPAP was used, whereas for the second the RHC mPAP was used. Although the trend is similar and consistent, both of the measures correlate poorly with the clinically derived PVR ($r=0.32$, $R^2=0.11$, and $r=0.47$, $R^2=0.22$).

$R_d$, $R_c$

The distal resistance, $R_d$, contributes on average $83.2 \pm 5.3\%$ to $R_{\text{total}}$ in the healthy volunteers group, $85.8 \pm 11\%$ in the NoPH group, $92.8 \pm 8.3\%$ in the mild PH sub-group and up to $96.7 \pm 2.5\%$ in the severe PH group. $R_d$, as well as $R_{\text{total}}$, increased with the disease status, varying on average from $0.2\pm0.07$ and $0.35\pm0.24$ mmHg s/ml in the healthy volunteer and NoPH groups to $0.54 \pm 0.28$ and $1.03 \pm 0.9$ mmHg s/ml in the two PH sub-groups. Similarly to $R_{\text{total}}$, the severe PH group contains 4 outliers which considerably increase the mean of the group. The median value characteristic of the second PH subgroup is $0.68$ mmHg s/ml. Statistically significant differences are shown by the $R_d$ parameter between the healthy volunteers and each of the PH groups ($p<0.001$), as well as between the NoPH and severe PH group ($p<0.001$).

The contribution of the characteristic resistance, $R_c$, to $R_{\text{total}}$ was much smaller than the $R_d$ contribution, with a $R_d$ to $R_c$ ratio of $\sim 1:8$ in the normotensive groups and $\sim 1:9$ in the PH groups. $R_c$ showed no statistical significance between the analysed groups.

$C$

The total pulmonary compliance, $C$, decreased with the disease status, from $2.71\pm2.2$ ml/mmHg in the healthy volunteers group, $4.74 \pm 12.9$ ml/mmHg in the NoPH group, $0.98 \pm 0.45$ ml/mmHg in the mild PH group and $0.6\pm0.32$ ml/mmHg in the severe PH group. The mean $C$ values in the healthy volunteers and NoPH groups were dragged up by the presence of the outliers. Therefore, the median values of $1.86$ and $1.29$ ml/mmHg for the healthy
volunteers and NoPH groups are more representative. Statistically significant difference was exhibited by C between the healthy volunteers group and both of the PH sub-groups (p<0.05 and p<0.001), between NoPH and severe PH (p<0.001), as well as between the 2 PH sub-groups (p<0.05).

The total pulmonary compliance, C, inversely correlates to the total pulmonary resistance, \( R_{\text{total}} \) (\( R^2=0.66, \) p<0.001), distal resistance, \( R_d \) (Spearman \( r=-0.72, \) \( R^2=0.7, \) p<0.001) and invasively measured pulmonary vascular resistance, PVR (\( R^2=0.79, \) p<0.001). The relationships are graphically displayed in Figure 3.9. From the data, the NoPH case which returned an extreme value for C, of 51.3 ml/mmHg, was eliminated because this produced gross distortion of the results.

\[ R_d C \]

The product of the distal resistance \( R_d \) and total pulmonary compliance, C, of a three element Windkessel model, representing the time constant of the model [135], showed no statistical
differences between the analysed groups Figure 3.10 a. Once again the average values in each group are driven by the presence of extreme outliers, and the median values are more representative: 1.86 ml/mmHg –healthy volunteers, 1.29 ml/mmHg –NoPH group, 0.86 ml/mmHg –mild PH group and 0.54 ml/mmHg –severe PH group. Upon the outliers’ removal, the $R_d C$ product remains almost constant across the groups, with a value of $\sim 0.4$ s (Figure 3.10 b).

![Figure 3.10 The variation of distal resistance-total compliance product within the analysed groups: (a) entire cohort (b) data from (a) without the marker outliers.]

The circuit’s time constant showed now statistical difference within the groups (a). The removal of the marked outliers, emphasises that the $R_d C$ product stays constant between groups, having an group average value of $\sim 0.4$ s

Four element Windkessel model

The results of the four element Windkessel are contrasted with those of the three element model in Table 3.2. Overall, the four element model returned similar values to those from the three element model. The waveform fitting to the original data remained on average the same as for the three element model, with RMS$_{\text{error}}$= $0.13 \pm 0.08$.

<table>
<thead>
<tr>
<th>Metric</th>
<th>HV</th>
<th>NoPH</th>
<th>PH (PVR&lt;4WU)</th>
<th>PH (PVR ≥4WU)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_d$ mmHg s/ml</td>
<td>3W</td>
<td>0.18</td>
<td>0.31</td>
<td>0.49</td>
<td>0.68</td>
</tr>
<tr>
<td>4W</td>
<td>0.18</td>
<td>0.31</td>
<td>0.48</td>
<td>0.54 ±0.29</td>
<td>0.004</td>
</tr>
<tr>
<td>$R_c$ mmHg s/ml</td>
<td>3W</td>
<td>0.04</td>
<td>0.05</td>
<td>0.02</td>
<td>0.004</td>
</tr>
<tr>
<td>4W</td>
<td>0.04</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05 ±0.06</td>
<td>0.001</td>
</tr>
<tr>
<td>$C$ mmHg s/ml</td>
<td>3W</td>
<td>1.86</td>
<td>1.29</td>
<td>0.86</td>
<td>0.98±0.45</td>
</tr>
<tr>
<td>4W</td>
<td>1.86</td>
<td>1.1</td>
<td>1.5 ±1.01</td>
<td>0.86</td>
<td>0.85 ±0.21</td>
</tr>
</tbody>
</table>

3W – three element Windkessel model

4W – four element Windkessel model
The distal resistance, $R_d$ was almost identical for all four groups, with an overall bias of the mean of 0.3±3.7 %. The compliance values calculated with the two models were however significantly different on average for the NoPH and severe PH groups. The source of the differences was the existence of two outliers, one in each of these groups.

In each outlier case the RMS associated with the fit was poor, suggesting that the proposed models do not adequately capture the measured responses of these individuals. Figure 3.11 shows the performance of the two 0D models in fitting the measured pressure waveforms. For the NoPH outlier case, this illustrates clearly how both of the models are failing in fitting.
the pressure waveform. For this particular case, it is observed that flow is leading pressure, which might question the quality of the acquired data. On the second analysed case, of the severe PH group outlier, the Rc C Rd model fits data more closely (rms=0.2), whilst the more complex four element model completely fails. Nevertheless it should be emphasised that, whilst this paragraph focuses on the outlier cases and the failure of the model fitting process, overall only 6 cases from the 80 that were studied exhibited this failure, and it is completely plausible that the failure might have been that of the data collection process rather than of the modelling process. These two outlier cases are examined in more detail in the discussion section following this summary.

3.1.7.2 Discussion

In pulmonary hypertension, stiffening and narrowing of the pulmonary vasculature are regarded as major causes of the increased right ventricular afterload, leading to right heart failure [136]. Mathematically, these phenomena can be described by an increase in pulmonary resistance and a decrease in pulmonary compliance. A three Windkessel element model was applied in order to better understand the pulmonary vasculature behaviour in health and disease and to test the hypothesis that the model can be used to compute differentiation criteria for patients with PH.

The results of this study agreed with previous published results [137], [138], [75], [20] in the demonstration of an increase in pulmonary vascular resistance as disease is initiated and progresses. In terms of the quantitative average values of the pulmonary resistance, our study produces results that are consistent with the literature for the diseased groups, but gives higher values for the normotensive ones (healthy volunteers and NoPH groups). These results are discussed in detail in the following paragraphs.

Milnor et al. [137], Reuben [138] and Laskey [75] reported average pulmonary vascular resistance in NoPH, measured based on the clinical definition of PVR, between 0.05 and 0.07 mmHg s/ ml in patients without PH. Lankhaar et al. [20] used a three element Windkessel model to evaluate the differences between NoPH patients and PH patients with idiopathic pulmonary arterial hypertension (IPAH) and chronic thromboembolic pulmonary hypertension (CTEPH). They determined the pulmonary resistance as mean pressure (measured at RHC) to cardiac output (measured using Fick’s method), and reported for the normotensive group pulmonary resistance of 0.11 mmHg s/ml. The same value was cited by Saouti et al. [134] in an article comparing parameters for the systemic and pulmonary circulations, reporting that the resistance of the latter is on average approximatively nine
times smaller than the systemic counterpart. The differences in the above reported values can be attributed to the different methods of calculation. While Milnor et al. [137], Reuben [138], Laskey [75] computed the PVR as the ratio of cardiac output (CO) to the difference between the mean pulmonary arterial pressure (mPAP) and the mean wedge pressure (mPWP), Lankhaar et al. [20] neglected from the equation the wedge pressure. For the same values of the CO and mPAP, a larger PVR value will be obtained using the second formula.

The higher pulmonary resistance values in the normotensive groups computed in this study are, as expected, influenced by the overestimation of the non-invasive mPAP. There were only 4 noPH cases in the cohort that we used to compute the pressure-radius relationship (methods described in chapter 2). For obvious reasons no invasive data were available for the healthy individuals. For the healthy cohort the model relies on the normotensive data published by Greenfield and Griggs [96]. Given the relative paucity of data, and thus the lower confidence in the pressure-radius relationship in the normotensive range, it is not surprising that the mPAP, and therefore the computed total resistance of the normotensive groups are different between studies. Using the mPAP measured at RHC in our cohort to compute the vascular resistance, the NoPH group average of $R_{\text{total RHC}}$ is 42% smaller (0.24 mmHg s/ml) than that returned by the derived relationship, but it remains high when compared with literature values.

The average values of pulmonary resistance reported in the literature for PH patients are in the same range as those computed in the current study. Laskey [75] and Reuben [138] reported average pulmonary vascular resistance (PVR) for PH patients of 0.66 and 0.54 mmHg s/ml respectively. Saouti et al. [139] computed vascular resistance as ratio of mean pressure to mean flow, reporting an average value of 0.51 mmHg s/ml. Huez et al. [74], reported an average value of 1.19 mmHg s/ml for the 0 Hz component of the impedance spectrum (a measure equivalent to mean pressure to mean flow ratio) in patients with pulmonary arterial hypertension (PAH). In their two analysed PH groups, IPAH and CTEPH, Lankhaar et al. [20] showed that on average the pulmonary resistance is higher for IPAH patients than for CTEPH, quoting the values of 0.73 and 0.64 mmHg s/ml, respectively. Only Milnor et al. [137] reported a much smaller value of pulmonary vascular resistance in PH, of 0.27 mmHg s/ml.

By using a three element Windkessel model, the total vascular resistance can be separated in its two components: distal resistance, $R_d$, and proximal resistance, $R_c$, which was introduced as an approximation of the pulmonary artery characteristic impedance.
The study of Lankhaar et al. [20] is the only one in which a three element Windkessel model is used for human patients to differentiate normotensive patients from the ones with pulmonary hypertension. The distal resistance showed increased distal resistance values in the PH groups, when compared with the control group. For the control group, the authors reported a Rd value of ~0.25 mmHg s/ml, slightly higher than our derived Rd for healthy volunteers (0.2 ± 0.08 mmHg s/ml) and lower than our NoPH cohort (0.36 ± 0.24 mmHg s/ml). For the diseased groups, separated in patients with CTEPH and IPAH, Rd values of ~0.75 mmHg s/ml and ~1.2 mmHg s/ml, respectively, were reported. The values are comparable with the computed Rd values from the PH groups of the current study (0.54±0.28 and 1.03±0.9 mmHg s/ml).

Quantification of the characteristic impedance, Rc, in the current study, showed an average value of approximatively 0.05 mmHg s/ml for each group studied, and the Kruskal-Wallis test for independent variables did not indicate significant differences between the groups. In contrast, Lankhaar et al. [20] reported an increase in Rc from normotensive to PH patients. On average, ~0.03 mmHg s/ml was found in their study for the no PH group, while ~0.1 and ~0.18 mmHg s/ml were their reported values for CTEPH and IPAH patients.

Another method of computing the ventricular afterload is based on the analysis of the input impedance spectrum: in this method the characteristic impedance is computed by averaging the impedance moduli following the first input impedance minimum (usually moduli > 2 Hz component). Using this method, Milnor et al. [137], reported in normotensive patients a characteristic impedance of 0.02 mmHg s/ml, while in PH the authors found an average characteristic resistance of 0.035 mmHg s/ml. Similarly, Laskey et al. [75], found in no PH patients an average characteristic impedance of 0.02, while in PH it doubled. A higher value, of 0.09 mmHg s/ml, closer to the one derived by Lankhaar et al. [20] using the Windkessel model, was reported in PH patients by Huez et al. [74]. Slife et al. [55], applied a three Windkessel model to evaluate the differences between normotensive patients during rest and exercise. The authors computed the values of the electrical parameters by curve fitting algorithms, but also by the means of more traditional methods in which the pulmonary resistance was computed as the 0 Hz input impedance component, the characteristic impedance was obtained by averaging the impedance moduli between the 3rd and the 10th harmonics, and the vascular compliance was computed as ratio of stroke volume to pulse pressure. There was no statistical difference between the average characteristic impedance computed from the Windkessel model and the one computed by impedance spectrum analysis, both indicating at rest a value of 0.016 mmHg s/ml. During exercise, the 2 methods
give different results, but the difference of the averages was not statistically significant. 0.011 mmHg s/ml was given by the Windkessel model, while the impedance spectrum analysis returned a $Z_c$ value of 0.017 mmHg s/ml.

It is noted that the characteristic resistance values computed for our subject groups, although not exhibiting a significant difference between the groups, are on average not far from the values computed using the input impedance spectrum method.

As previously described, for computing the pulmonary resistance there are two approaches usually applied: clinically-measured PVR or the ratio of mean flow to mean pressure. In contrast, in order to compute the arterial compliance, several methods have been reported. One of the most frequent in clinical use is the stroke volume method, in which the compliance is expressed as the ratio of stroke volume to pulse pressure. Sanz et al. [30], used the term capacitance to express the same concept, whereas the term compliance was used to define the ratio of maximum and minimum area difference to pulse pressure. The latter can rather be referred as a local compliance, since it accounts for the change in vessel area with the change in pressure, to avoid confusion of terminology.

The pulse pressure method [140], decay time period method [141] and balanced energy method [142] are all used for computing the arterial compliance by using the relationship between flow and pressure waveforms given by the assumption that the heart afterload can be represented by a Windkessel model. Lankhaar et al. [20], applied the stoke volume, pulse pressure and energy balanced methods to compute the pulmonary arterial compliance in normotensive and patients with IPAH and CTEPH. All the analysed methods showed that compliance decreases with disease progression. In general, the balanced energy method returned the highest group averages, followed by the stroke volume and pulse pressure results. While in the 2 PH sub-groups reported in this thesis the methods correlated well with the energy balance method, in the normotensive group, the correlation was weaker. Slife et al. [55], compared the pulmonary arterial compliance in normotensive patients using two methods: stoke volume and by a curve fitting algorithm used to estimate the elements of a three element Windkessel model. These methods returned different average values, with the stroke volume average compliance approximately one half of that returned by the Windkessel model. In patients with PH, Muthurangu et al. [143] computed the pulmonary arterial compliance using pulse pressure and stroke volume methods and reported that, although the two methods are in strong agreement, there is a consistent bias between them.
The method implemented in this thesis computes the arterial compliance through a curve fitting optimisation process, seeking to minimise the differences between the measured radius-derived pressure and the pressure expressed analytically based on a three element Windkessel model. Of the methods reviewed above, this approach is the most similar to the pulse pressure method and optimisation method applied by Slife et al. [55].

The analysis of the arterial compliance, determined by the optimisation of the three element Windkessel model, showed plausible results. However, two big outliers were identified: one in the healthy volunteer group and one in the NoPH group. The first outlier, with a value 8 ml/mmHg, from the healthy volunteers group, corresponds to a young male athlete (85 kg, 193 cm height). Although this value is rather higher than the range reported in the literature and is extreme in our own cohort, it might not be unreasonable: Lankhaar et al. [20] reported an average C of 4.8 ml/mmHg in no PH patients. The second outlier is almost certainly associated with a problem in the data collection or recording. Firstly, the fitting of the two pressure curves was poor, with an RMS error of 0.35. It might be argued that this is simply a failure of the optimisation process but, on a closer analysis of the input pressure and flow waveforms, for a reason which cannot be explained, it can be seen that the measured pressure leads flow in this dataset, conflicting with the statement from [2] that flow leads pressure and pressure gradient leads flow.

After understanding the nature of the two outliers in the estimation of C, the rest of the cohort can also be discussed. As stated in the results section, the total compliance decreased with the disease status, showing statistically significant differences between the healthy volunteers group and each of the PH sub-groups, between the NoPH group and the severe PH group, and between the two PH sub-groups. The average compliance values for the two PH sub-groups of 0.98 and 0.68 ml/mmHg respectively are in agreement with the values reported by Lankhaar et al [20] in IPAH and CTEPH, with averages varying between 0.5 to 1.8 ml/mmHg, depending on the computing method. Similarly, using the time decay period method, Reuben [138] computed the average C in PH of 0.7 ml/mmHg, while in no PH subjects, the reported value is 2.9 ml/mmHg.

It has been clearly demonstrated, both in the literature and in the current study, that the resistance increases and compliance decreases with disease progression. This naturally raises the question of whether there is a consistent correlation between these parameters.
The Windkessel model's derived total pulmonary compliance, inversely correlates with the total resistance, distal resistance and RHC derived PVR, confirming previous findings [135], [20], [144], [138], [143], [145].

Together with the type of correlation existing between the two compliance and pulmonary resistance, a question often concern their product. While for the systemic circulation this product, also known as the time constant, changes with the disease [144], for the pulmonary circulation it is reported to stay constant [139], [135], [20], [144] or at least that changes are small [138]. The current study supports the observation that the time constant does not change significantly in the analysed groups, remaining approximatively constant at 0.4 s, after removal of the outliers.

Reuben [138] reported a time constant of 0.2 s in normotensive patients, while in PH the value was higher, 0.38 s, but not statistically significantly different from the no PH group. Lankhaar et al. [135], studied PH patients before and after receiving specialist treatment, and concluded that the pulmonary resistance-compliance product does not change. Computed using clinical PVR and stroke volume compliance, the average time constant before and after the treatment were 0.61 s and 0.59 s respectively. The same group [20] reported a time constant of 0.75 s, computed as the product of distal resistance and compliance determined though the energy balance method. The product was found to be similar in normotensive and patients with IPAH and CTEPH. Saouti et al. [139] studied the time constant of the entire circulation and also of separated lungs in CTEPH patients. The authors showed that the time constant of the whole circulation stays constant, at ~0.45 s, regardless of whether the site of measurement was the main, right or left pulmonary artery. The difference in the reported values can be justified by the way the pulmonary resistance and compliance were computed. It was discussed in the previous paragraphs how the pulmonary compliance was reported to hold different values, according to the computation method. Additionally, there are discrepancies in the choice of resistance value. In some studies, the resistive component of the product is considered to be the total resistance computed as clinical PVR [138], [135] or as the ratio of mean pressure to mean flow [139], whilst in other studies [20] including the current one, the resistive component included in the product was the distal resistance of the three element Windkessel model. The current choice is justified by the definition of each of the components of the Windkessel model.
3.1.8 1D model

3.1.8.1 Results

The 1D model of a straight elastic tube was used to quantify the wave reflections present in the main pulmonary artery. As described in the Materials and Methods section, based on Fourier analysis, the pressure waveforms were decomposed into their forward and backward components. The power content was computed at each harmonic. The contribution of the reflected wave to the total wave was expressed as the ratio of the sum over all harmonics of the backward wave power to the total wave power.

Figure 3.12 and Figure 3.13 display the decomposition of total pressure wave (blue) into forward (green) and backward (red) wave components and the normalised wave power content for 25 harmonics in a normotensive and a PH patient respectively.

As can be seen, the wave power content is concentrated mainly in the first three harmonic components. In general, the first harmonic contains most of the wave power, while at high frequencies the power content is approaching zero. The finding is not surprising since in order to recompose a pressure or flow waveform from its harmonic components, the first six harmonics will give a very good approximation [146].

The backward (red) and forward (green) power were expressed at each harmonic as the contribution from the total (normalised) wave power at that harmonic. As displayed in Figure 3.12, for the normotensive patient the forward component represents more than 80% of the total power at each harmonic, whereas for the PH case Figure 3.13, the backward component’s contribution is increased, reducing the forward to ~65% of total wave power. The ratio of the backward to total power for the normotensive patient, \( W_b/W_{total} \) was 0.22, whereas for the PH patient, the ratio went up to 0.35.
The results are confirmed by the analysis of the whole cohort (Figure 3.14). Data are normally distributed within the groups, as assessed visually by histogram inspection and confirmed by Shapiro-Wilk test (p>0.05). The homogeneity of variance, tested using Leven’s test, was not
significant (p>0.05) and one way ANOVA test for independent groups, with Tukey’s post-hoc correction was applied to test if there are any significant differences between the group means.

\( \frac{W_b}{W_{\text{total}}} \) showed significant differences between all the analysed groups. On average, the backward wave contributes 13 ± 4% to the total wave in the healthy volunteers group, 25 ± 6% in the NoPH group, 35 ± 10% in the mild PH group and up to 42 ± 8% in the severe PH group.

![Figure 3.14](image.png)

**Figure 3.14 Results of the 1D model, within the analysed groups.**
The ratio of backward to total pressure wave power increased with the disease status. \( \frac{W_b}{W_{\text{total}}} \) shows statistically significant results between all the analysed groups.

### 3.1.8.2 Discussion

Quantification of wave reflections in the main pulmonary artery showed statistically significant differences between all of the analysed groups, supporting the hypothesis of increased reflections with PH severity.

The results are supported by previous findings in the pulmonary circulation of animals [73], [76], [77], [78], [79], [80] and humans [75], [74], [81], all reported based on invasive measurements.

As stated in the introductory thesis chapter few studies concerning wave reflections have been performed on humans. Laskey *et al.* [75] and Huez *et al.* [74], quantified wave reflections in the pulmonary circulation of man through the means of the reflection
Coefficient. The index, defined as backward to forward pressure waves amplitude, showed in the study of Laskey et al. [75] significantly increased values in PH, comparing with normal cases. The values found in PH were later confirmed also by Huez et al. [74].

Castelain et al. [81] argued that the wave reflections are augmenting certain features of the pressure wave, which can be quantitatively evaluated. The metric defined by the authors as augmentation, showed a statistically significant difference between chronic thromboembolic and primary pulmonary hypertension. The method depends on the identification of the second peak of the pressure waveform, which, argued by the authors, corresponds to the arrival of backward wave. In some situations, the identification of this wave feature can be very subtle and the analysis becomes challenging.

3.1.9 Coupled 1D and 0D models

3.1.9.1 Results and discussions

The main research question in implementing the 1D-0D coupled model was focused on whether an equivalent reflection site will be found in patients with PH.

The average root mean square error for fitting a coupled model to the original data had a minor decrease, comparing to the three and four Windkessel models, of 1%. Figure 3.15 shows two of the very few cases in which the coupled model performed better than the simpler 0D models in fitting the measured data.
Figure 3.15 Fitting quality of the 3 element Windkessel model: original waveform (continuous blue) and fitted (dashed red).

The length of the tube showed to have a very small average value, statistically not significantly different, between the groups. The mean values varied from 0.23±0.28 m in the healthy volunteers group, 0.19±0.24 m for the NoPH group, 0.12±0.09 m for the mild PH group and 0.13 ±0.11 m in the severe PH group. With the exception of the mild PH group, data are not normally distributed in the groups, making the median group value more representative. From healthy volunteers to severe PH group, the following median values were found: 0.15 m, 0.14 m, 0.12 m and 0.14 m.
3.1.10 0D and 1D models results’ influence factors

Throughout the previous sections of the current chapter the results from the 0D and 1D models were analysed and compared with findings reported in the literature. In order to develop the protocol to the models’ parameters proposed as differentiation criteria in normotensive and patients with PH, a series of judgements were made. These three decisions are now discussed further in order to understand their influence on the final results. Firstly, the highest uncertainty is that raised by the choice of the non-invasive pressure model. Secondly, the protocol used to compute the area of the main pulmonary artery is semi-automatic, introducing segmentation variability. Thirdly, the type of images proposed to be used to compute the area and flow waveforms came from different sequences.

This section explores the effect on the proposed differentiation parameters \( \frac{W_b}{W_{total}}, R_d \) and \( C \) introduced by the semi-automatic segmentation process, the use of two MRI imaging sequences for deriving area and flow waveforms and by the choice of the pressure model derived from mixed data set.

3.1.10.1 Influence of choosing the pressure model

Chapter 2 describes the process of transforming time varying MPA radius to pressure, necessary for the computation of the Windkessel model parameters and for solution of the 1D wave reflection model. In the proposed methodology, the translation of the radius waveform into a pressure one is dependent on two variables: the diastolic pressure, \( P_0 \) and
Peterson’s elasticity modulus, $E_p$. For each subject, their values were estimated using a relationship between change in area and $P_0$ and change in area and $E_p$, obtained by best fitting the data of 27 patients from the current cohort, combined with 11 patient datasets published by Greenfield and Griggs [96]. Combining data sets is not optimal, but this decision was taken because of the paucity of available data: Greenfield and Griggs had only a few PH cases (n=3), and the RHC clinical data had only a few no PH cases (n=4). Therefore, by their combination, the models are fitted to a larger set of both PH and no PH data.

For a cohort of 35 subjects, the results of the electrical parameters $R_d$, $R_c$, $C$ and ratio of backward to total pressure wave power, $W_{b}/W_{total}$ were computed using pressure waveforms derived only from the Greenfield and Griggs (GG) data and, separately, only from invasively measured (RHC) data and the results compared.

**Results and discussions**

Figure 3.17 displays the relationship between the ratio of the backward to total pressure wave power, $W_{b}/W_{total}$, computed using the pressure model derived from the mixed data sets (RHC+GG) against the same parameter computed from only RHC data (blue circles) and only GG data (green squares). $W_{b}/W_{total\ RHC+GG}$ showed strong linear correlation with $W_{b}/W_{total\ GG}$ (Pearson’s $r=0.98$, $R^2=0.99$, $p<0.0001$) and $W_{b}/W_{total\ RHC}$ (Pearson’s $r=0.99$, $R^2=0.97$, $p<0.0001$). Additionally, the intra-class correlation coefficient, ICC, for absolute agreement is for single measures 0.98.

![Figure 3.17 Relationship between $W_{b}/W_{total}$ determined using mixed data set (GG+RHC) and from solely from RHC and Greenfield and Griggs [96]](image)

Figure 3.18 shows correlation for the distal resistance $R_d$ parameter, computed from the 0D model with pressure waveform derived based on the three data sets. $R_d\ RHC+GG$ shows strong
correlation with $R_{d\ GG}$ (Pearson’s $r=0.97$, $R^2=0.94$, $p<0.0001$) and $R_{d\ RHC}$ (Pearson’s $r=0.97$, $R^2=0.95$, $p<0.0001$). The ICC for absolute agreement for single measures is 0.87.

![Figure 3.18 Relationship between $R_d$ determined using the mixed data set (RHC+GG) and solely RHC and Greenfield and Griggs [96]](image)

Similarly, the characteristic resistance, $R_c$, computed using pressure waveforms derived based on the mixed data sets, $R_{c\ RHC+GG}$ shows strong correlation with $R_{c\ GG}$ (Pearson’s $r=0.94$, $R^2=0.96$, $p<0.0001$) and $R_{c\ RHC}$ (Pearson’s $r=0.98$, $R^2=0.89$, $p<0.0001$). The results showed in Figure 3.19 have an ICC for absolute agreement of single measures of 0.92.

![Figure 3.19 Relationship between $R_c$ determined using mixed the data set (RHC+GG) and solely from RHC and Greenfield and Griggs [96]](image)

The total pulmonary compliance, $C$ is the only parameter showing reduced absolute agreement between the values computed from pressure waveforms derived based on the three data sets. The linear correlation between $C_{RHC+GG}$ and $C_{GG}$ is strong (Pearson’s $r=0.99$, $R^2=0.98$, $p<0.0001$), whereas between $C_{RHC+GG}$ and $C_{RHC}$ it is relatively poor (Pearson’s $r=0.63$, $R^2=0.4$, $p<0.0001$). The ICC for absolute agreement of single measures is also poor, 0.38. ICC
is sensitive to outliers. The elimination of the outlier from the $C_{\text{RHC}}$ data set increases the ICC value to 0.8.

![Figure 3.20 Relationship between $C$ determined using the mixed data set and solely from RHC and Greenfield and Griggs [96]](image)

### 3.1.10.2 Inter and intra operator variability

Computing area of the pulmonary artery at every time step is performed using a semi-automatic segmentation process. Chapter 2 describes the process in details and discuss the intra and inter-operator variability for area, flow and pressure waveforms. The tests performed showed that although there was a high variability in the area waveforms segmented by three operators, there was a consistent bias. Moreover, the effect of training seems to positively influence the results, by reducing the variability. Furthermore the flow waveforms were less affected by the actual value of computed area, as long as the segmentation resulting masks were correctly placed onto the phase contrast images. Likewise, in the process of transforming radius into pressure, the variability was further reduced. Due to the extra processing steps occurring from the images processing to the final result, it is a real challenge to quantify the cumulative error. Therefore, assessing the intra and inter operator variability on the final results is a sensible test.

### Results and discussions

Two operators, A and B, segmented at random from the 72 clinical patients of this cohort, 20 MRI images data sets. Operator A, with previous segmentation experience, segmented the images twice, within a week. Operator B, with no previous segmentation experience, received basic, training on MRI images of the pulmonary arteries.

Figure 3.21 and Figure 3.22 displays the inter-observer and intra-observer variability respectively, as Bland-Altman and regression plots for relative area change (RAC), backward
to total pressure power ratio (\(W_b/W_{total}\)), distal resistance, \((R_d)\) and arterial compliance \((C)\). As expected, the intra-observer variability is lower (approximatively half) for all four metrics, as shown by the Bland-Altman plots and confirmed by the bias and limits of agreement values displayed in Table 3.3. All the metrics are showing very strong correlations \((R^2 >0.9)\) between the sets of measurements. However, the limits of agreement are tighter and the bias is smaller for the RAC and \(W_b/W_{total}\) than for the \(R_d\) and \(C\) metrics, for both inter and intra variability. The RAC metric shows a small negative systematic bias, of 0.9 % between the A and B operators’ measurements, and even smaller, of 0.6% between the first and second measurements of operator A, with all data points but one, between the graph’s limits of agreement. While the RAC metric directly reflects the segmentation results, the next three metrics, \(W_b/W_{total}\), \(R_d\) and \(C\) are derived upon the RAC measurements but also influenced by the mathematical model’s initial assumptions (the pressure-area relationship) or parameters estimation (optimisation). Therefore the agreement between the computationally derived metrics is influenced by multiple factors, including the operator’s segmentations. The \(W_b/W_{total}\) displays a similar trend as RAC. The limits of agreement are tight, with small systematic bias of 0.007 for the inter-operator variability and 0.002 for the intra-operator variability. The Windkessel parameters, \(R_d\) and \(C\) have larger limits of agreement and systematic bias: 0.019 mmHg s/ ml and 0.004 mmHg s/ml for the \(R_d\) and -0.074 ml/mmHg and 0.034 ml/mmHg for the \(C\) metric, for inter and intra-operator variability. While for the RAC and \(W_b/W_{total}\) the values are in general evenly distributed around the bias line, the electrical parameters, \(R_d\) and \(C\) are showing an increase in the mean differences as the mean value of the measures increase. This disagreement between the calculated values is not surprising, and it can be attributed to the failure of the three element Windkessel model in fitting the input data, as previously discussed in the Results section of this chapter.

### Table 3.3 Bias and limits of agreement for the intra and inter-operator variability

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intra-operator</th>
<th>Inter-operator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>SD of bias</td>
</tr>
<tr>
<td>RAC (%)</td>
<td>-0.568</td>
<td>1.321</td>
</tr>
<tr>
<td>(W_b/W_{tot})</td>
<td>0.002</td>
<td>0.013</td>
</tr>
<tr>
<td>(R_d) (mmHg s/ml)</td>
<td>0.004</td>
<td>0.015</td>
</tr>
<tr>
<td>(C) (ml/mmHg)</td>
<td>0.034</td>
<td>0.081</td>
</tr>
</tbody>
</table>
Figure 3.21 Inter-observer variability. Bland-Altman (left) and regression analysis (right), showed for relative area change (RAC), ratio of waves power (Wb/Wtot), distal resistance (Rd) and pulmonary compliance (C) performed on 20 cases selected at random (using MATLAB) from the 72 patient cohort.
Figure 3.22 Intra-observer variability. Bland-Altman (left) and regression analysis (right), showed for relative area change (RAC), ratio of waves power (Wb/Wtot), distal resistance (Rd) and pulmonary compliance (C) performed on 20 cases selected at random (using MATLAB) from the 72 patient cohort.
3.1.10.3 PC vs bSSPF parameters

Phase contrast (PC) and balanced steady state free precession (bSSFP) images of main pulmonary artery were acquired in order to quantify area and flow waveforms. Due to better blood-vessel delineation, bSSFP images were chosen over PC magnitude images for segmentation.

Although the two sequences are acquired at the same anatomical position, using the same number of cardiac phases and same matrix dimensions, they are acquired at approximately 2 minutes difference. Therefore it is natural to enquire if the results are influenced by the choice of the segmenting images.

For the 35 subject cohort area and flow waveforms were computed after one operator segmented both PC magnitude and bSSFP images.

Results and discussions

Figure 3.23 shows the correlation between the ratio of backward to total wave power $\frac{W_b}{W_{\text{total}}}$ measured using bSSFP and PC magnitude images for area segmentation. The parameter derived using the two type of images showed strong correlation (Pearson $r=0.92$, $R^2=0.85$). The intra-class correlation coefficient for absolute agreement of single measures is 0.92.

Figure 3.24 shows the correlation between the distal resistance, $R_d$, derived using PC magnitude images and bSSFP images for MPA segmentation. $R_d$ derived using the two image sequences show strong correlation (Pearson $r=0.99$), $R^2=0.98$ and high ICC for absolute agreement of single measures 0.98.
Figure 3.24 Correlation and agreement between $R_d$ derived from solely PC images and bSSFP and PC images. The parameters derived from the two image sets show strong linear correlation ($r=0.98$, $R^2=0.98$) and good agreement. In general, the data lay between ± 1.96 SD from the mean, with 0.02 mmHg s/ml bias.

Figure 3.25 displays the relationship between total vascular compliance $C$, derived using bSSFP and PC magnitude images to segment MPA. The two measures correlate strongly (Pearson $r=0.95$, $R^2=0.91$) and have a high ICC for absolute agreement of single measures 0.8.

Figure 3.26 displays the relationship between characteristic resistance, $R_c$, derived using bSSFP and PC magnitude images to segment MPA. The two measures show a good linear correlation (Pearson $r=0.89$, $R^2=0.78$). The ICC for absolute agreement of single measures is 0.94.
The above results show that using only PC images to derive the proposed 0D and 1D parameters does not have a large influence on the final values, comparing with the ones derived by using spatially and temporally registered bSSFP and PC sequences. Therefore, it can be argued that it is totally justified using an MRI sequence with better blood to vessel delineation (bSSFP) than PC magnitude images, in order to obtain more accurate and quicker segmentations.

**SUMMARY AND CONCLUSIONS**

The pulmonary status in healthy volunteers and patients with stratified PH was assessed using a 0D, three element Windkessel model and a 1D model of a straight elastic tube. The mathematical models used as input non-invasive flow and pressure (radius used as surrogate) waveforms derived from MR images.

The analysis was applied to a cohort of 80 subjects, separated into healthy volunteers, NoPH, PH (PVR< 4WU) and PH (PVR ≥4WU) groups.

The Windkessel model was solved using an optimisation algorithm constructed from components available in MATLAB’s Optimisation Toolbox. In order to minimise the operator’s input in selecting the starting value required by gradient search methods, the implemented protocol firstly runs a search based on a Genetic Algorithm (GA) on a large interval. The resulting value is passed to a gradient descent minimisation function, in order to obtain a more accurate solution. During the optimisation process the differences between measured
and analytically defined pressure are minimised based on a mixed cost function, which accounts for overall, peak systolic and diastolic differences. Although the workflow might be unnecessarily complex for the two degree of freedom problem, it was developed as a general tool which can be applied to multiple parameters optimisation. In this thesis a four element Windkessel and a coupled 1D-0D model have also been parameterised following the same protocol.

The three and four element models performed similarly in terms of goodness of fit and values of the derived parameters. Therefore, the use of a more complex model was not justified and the values of the three element Windkessel were proposed as potential differentiation criteria in PH assessment. $R_d$ and $C$ showed statistically significant differences between healthy volunteers and both the PH sub-groups and between NoPH and severe PH group. Additionally, $C$, showed statistically significant differences between the two PH sub-groups. $R_c$ showed no significant difference between any of the analysed groups. Therefore, only $R_d$ and $C$ are proposed to be further used in the PH diagnosis process.

$R_d$ increased with the disease status, while $C$ decreased. Moreover, their relationship is best described by an inverse correlation and their product showed no significant differences between the groups.

The 0D, three Windkessel model's parameters individual values are directly influenced by pressure surrogate mean value. However, the trend is consistent with values reported in the literature computed based on invasive pressure measurements.

The results of the 1D model showed increased wave reflections in the PH groups, when compared with healthy volunteers and NoPH groups. $W_b/W_{total}$ showed statistically significant differences between all the analysed groups. The differences between the healthy volunteers and NoPH group are of great interest. It is suggested that this parameter is able to sense abnormal conditions. However this suggestion should be treated with caution, and the hypothesis should be further tested because the two groups are not age matched.

Inter and intra-operator variability was tested on 20 cases selected at random from the entire cohort for the parameters proposed as differentiation criteria in PH: $R_d$, $C$ and $W_b/W_{total}$. The results showed high intra-class correlation coefficient for absolute agreement of single measures for all parameters.

Additional tests were performed in order to understand the robustness of the results. While the 0D model’s parameters are more susceptible to variations due to change of the pressure
model or using only PC magnitude images for segmenting pulmonary artery, the 1D model parameter gives consistent and robust results for all the tests. Therefore, the 0D model requires further improvement of accuracy and robustness.

Following the 0D and 1D analysis on the study cohort, it can be concluded that both model parameters can be applied as differentiation criteria in PH and hypothesised that added diagnostic value might ensue by their combination under classification algorithms, and this is explored in the next chapter.
CHAPTER 4

Non-invasive PH Diagnosis using Computational and Image Based Indices Integrated into Classification Algorithms

MOTIVATION

Right heart catheterisation (RHC) is currently the standard clinical method for diagnosis, follow-up and evaluation of response to treatment in pulmonary hypertension (PH). In order to eliminate any complications that could be trigged by the invasive procedure, non-invasive PH metrics have been clinically proposed [26, 27, 30-32, 34, 35, 37, 147].

In *Chapter 3*, a three element Windkessel model and a 1D model of a straight elastic tube were solved using non-invasive MRI measurements of the flow in, and the anatomy of, the human main pulmonary artery (MPA). Based on the models’ results, three computational parameters, the distal resistance $R_d$, total vascular compliance $C$ and ratio of backward to total wave power, $W_b/W_{tot}$, were proposed as differentiation criteria between normotensive
and patients with PH. However, for any of these parameters to be proposed as a PH discriminant and to be clinically translated, further work is required.

The current chapter is designed to integrate the simple models’ results into direct clinical application. The main research question addressed is whether normotensive and PH patients can be separated by the means of non-invasively derived PH metrics. Cut-off values for the above enumerated computational indices were derived in a data-driven manner and their individual classification accuracies evaluated in terms of sensitivity, specificity and misclassification error.

As introduced in Chapter 1, there is increasing interest in the development of non-invasive methods for PH diagnosis, and a series of image-based PH metrics proposed by [26, 30-32, 34, 35, 37, 147] have shown promising results. In this chapter, eight such metrics (i) relative area change- RAC, (ii) main pulmonary artery systolic area, (iii) main pulmonary artery diastolic area, (iv) right ventricle end diastolic volume index -RVEDVI, (v) right ventricular ejection fraction -RVEF, (vi) ventricular mass index -VMI, (vii) systolic septal angle, and (viii) right ventricle mass index –RVMI) are evaluated on the same patient cohort used for the derivation of the computational metrics and the individual results are compared.

Finally, in order to maximise the use of MR images for non-invasive PH diagnosis, a machine learning classifier was trained and validated using leave-one-out cross validation, evaluating whether the integration of multiple indices improves the classification accuracy.

**MATERIALS AND METHODS**

**4.1.1 Subjects**

72 patients were referred to the Sheffield Pulmonary Vascular Disease Unit with symptoms of PH. All the patients underwent right heart catheterisation (RHC) and MRI scanning within 2 days. Based on the 25 mmHg threshold measured at RHC, as specified by the guidelines [148], the patient cohort was divided in two groups: ‘NoPH’ (mPAP < 25 mmHg, n=15) and ‘PH’ (mPAP≥ 25 mmHg, n=57).

The distribution within the PH group, following Dana Point classification was: 21 patients with pulmonary arterial hypertension (PAH), 11 patients with PH owing to left heart disease (LHD), 8 patients with PH associated with respiratory disease (PH-RESP), 16 patients with chronic thromboembolic PH (CTEPH), 1 patient with unclear/multifactorial PH.
4.1.2 Right heart catheterisation

RHC was undertaken using a balloon-tipped 7.5 Fr thermodilution catheter (Becton-Dickinson, USA). PH was defined by mPAP ≥25 mmHg at rest. Cardiac output (CO) was measured using the thermodilution technique. Pulmonary vascular resistance (PVR) was calculated as the ratio between transpulmonary pressure and cardiac output.

4.1.3 MRI images

Acquisition

All patients underwent MRI examination on a 1.5 T GE HDx whole-body scanner (GE Healthcare, Milwaukee, USA), using an 8 channel cardiac coil in supine position.

2D Phase-contrast (PC) and balanced steady state free precession (bSSFP) images of the main pulmonary artery were acquired to quantify flow Q(t) and area A(t) during the entire cardiac cycle. The two sequences were spatially and temporally synchronised using the same imaging dimensions (matrix dimensions 256 x128, 480 x 288 mm FOV) with the same cardiac gating, generating the same number of cardiac images per heart beat (40). The images were acquired during breath hold, with a slice perpendicular to the pulmonary trunk, at approximately 2 cm distance from the pulmonary valve. The PC parameters were: 5.85 ms repetition time (TR), 2.87 ms echo time (TE), 150 cm/s velocity encoding (Venc), 10% arrhythmia rejection. The bSSFP parameters were: 3.73 ms TR, 1.62 ms TE.

4 chamber and short axis cine cardiac images were acquired using a retrospective cardiac-gated multi-slice bSSFP sequence. A stack of images in the short axis (SA) plane with slice thickness of 8 mm with a 2 mm inter-slice gap or 10 mm with no inter-slice gap were acquired fully covering both ventricles from base to apex. The multi-slice bSSFP sequence parameters were: TR 2.8 ms, TE 1.0 ms, Flip angle of 50°, FOV=48 x 43.2, 256 x 256 matrix, 125 kHz bandwidth and slice thickness of 8-10 mm.

Post-processing

Following the protocol described in Chapter 2, the 2D MPA images were post-processed by applying a semi-automatic registration-based segmentation to derive the area, A(t), and flow, Q(t), waveforms for each subject. The segmentations were performed by an operator with previous experience in analysing MPA images. The resulting A(t) and Q(t) were used to compute the 0D and 1D model metrics and calculate the relative area change-RAC, main pulmonary artery systolic area-sArea and main pulmonary artery diastolic area-dArea.
An experienced radiographer manually traced the left and right ventricle epicardial and endocardial borders on the stack of SA images using software available on the MR workstation (GE Advantage Workstation ReportCard). The segmentations were used to calculate the cardiac images metrics: right ventricle end diastolic volume index -RVEDVI, right ventricular ejection fraction -RVEF, ventricular mass index -VMI, systolic septal angle and right ventricle mass index –RVMI.

4.1.4 Diagnosis metrics derivation

PH diagnosis metrics discussed in this chapter were separated into three major categories, each group labelled according to the main ‘source’ of its derivation.

4.1.4.1 Physiology-based computational modelling from image data

A graphical user interface (GUI) was implemented in MATLAB to integrate the workflow of computing the Windkessel electrical parameters (R_d, R_c and C) and the power content in the backward-travelling pressure wave relative to the total wave power (W_b/W_tot). The components of the 0D model were chosen as the set that best reproduce the relationship between measured pressure (p(t)) and flow (Q(t)): the metric for best fit is defined in chapter 3. The 1D model metric was computed from the summation of the wave power at each harmonic, after the total wave was decomposed into its forward and backward components. The methods used for deriving the computational metrics were introduced and extensively discussed Chapter 3 of the thesis.

4.1.4.2 2D MPA metrics

Under conditions of PH the main pulmonary artery dilates to adapt to the increase in pressure, in some cases reaching aortic dimensions [133]. Quantification of the size of the main pulmonary artery was shown to predict treatment failure [40] and low survival rate [31], [26]. Parameters including relative area change (RAC), systolic and diastolic area have also been evaluated in previous studies [32], [34], [26] with respect to their discriminative potential in separating normotensive from PH patients.

From the analysis of the 2D MPA bSSFP images alone, the minimal and maximal areas were selected and used to compute the relative area change –RAC (Eq. 4.3), diastolic -dArea area (Eq. 4.1) and systolic –sArea (Eq. 4.1).

The measurements were indexed for body surface area (BSA), by dividing the minimum and maximum area of each patient with the individual BSA. The metric was calculated using the
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formula proposed by Du Bois and Du Bois [149], where BSA [m^2] = Weight [kg]^{0.425} \times height (cm)^{0.725} \times 0.007184.

\[
dArea = \frac{\min(A(t))}{BSA} \tag{Eq. 4.1}
\]

\[
sArea = \frac{\max(A(t))}{BSA} \tag{Eq. 4.2}
\]

\[
RAC = \frac{sArea - dArea}{dArea} \times 100 \tag{Eq. 4.3}
\]

4.1.4.3 CMR metrics

Right ventricle (RV) assessment in patients with suspected pulmonary hypertension plays an important role given that right heart failure is one of the most common causes of death in PH [22]. Several studies [150], [36], [151] reported that RV derived parameters, including right ventricle ejection fraction (RVEF), right ventricle end diastolic volume index (RVEDVI), ventricle mass index (VMI) and stroke volume (SV) are predictors of treatment failure and mortality in PH.

Patients with PH show increased ventricular afterload, clinically quantified by higher pulmonary vascular resistance (PVR) and lower vascular compliance (C), compared with normotensive subjects [20, 135, 144]. The RV tries to compensate for this workload elevation by modifying its morphology and function, including: enlarged RV chamber (RV dilatation), increased wall thickness (RV hypertrophy), inter-ventricular septum (IVS) deformation [9], [152]. RVEDVI, VMI and IVS were shown to be diagnostic metrics of PH in several clinical studies [153], [33], [154], [35], [155], [34]. Due to its higher accuracy and repeatability than Echocardiography, time resolved cardiac imaging, obtained by the means of cine cardiac magnetic resonance (CMR), has become the gold standard for RV assessment [156].

Deriving CMR metrics is part of the standard protocol in our research group. Following the methods described in [147], five CMR indices (right ventricle end diastolic volume index - RVEDVI, right ventricular ejection fraction -RVEF, ventricular mass index -VMI, systolic septal angle, and right ventricle mass index –RVMI) were calculated and their individual accuracies derived on the current patient cohort.

An experienced radiographer manually segmented the endocardial surfaces on the short axes image, used to calculate the right ventricle end-diastolic (EDV) and end-systolic (ESV) volumes. Right ventricle ejection fraction (RVEF) was further calculated as (Eq. 4.4). The RV
epicardial and endocardial borders on each end-diastolic short axis slice image were carefully outlined. During segmentation the inter-ventricular septum was considered part of the left ventricle (LV). The RV and LV volumes were calculated by summation of the area-thickness product over all slices. LV and RV mass were estimated by multiplying the corresponding ventricular volume by the myocardium density, \( \rho_m \thicksim 1.05 \text{g/cm}^3 \) (Eq. 4.5). VMI was calculated by dividing the RV by the LV mass. Measurements were normalised for BSA where appropriate, using the same approach as for systolic and diastolic area indexing.

\[
RVEF = \frac{EDV - ESV}{EDV} \quad \text{(Eq. 4.4)}
\]

\[
RVMI = \frac{(\rho_m \cdot \sum _{n=1}^{n_s} A_{RV} \cdot s_h)}{BSA} \quad \text{(Eq. 4.5)}
\]

where \( n_s \) is the number of cardiac segmented slices, \( A_{RV} \) is the segmented area of the right ventricle, \( s_h \) is the slice thickness.

The inter-ventricular septum was assessed on the mid chamber short axis CINE cardiac images at the phase of maximal septal displacement. Inter-ventricular septal angle was measured by determining the angle between the midpoint of the inter-ventricular septum and the two hinge points.

4.1.5 Clinical diagnosis test

The simplest clinical diagnosis tests are binary, designed to discriminate between two classes the patients could belong to. An ideal classification metric should be able to attribute the correct class to every subject, being both sensitive and specific. Sensitivity (Eq. 4.7) and specificity (Eq. 4.8) measure the ability of a clinical test to correctly classify a patient as having or not having the disease [157]. However, in a real world scenario, a classifier can be either more sensitive, usually used as a screening method, or more specific, used to confirm the absence of the disease. Therefore, it is usually the case that a classifier is chosen based on a trade-off between sensitivity and specificity, dictated by the clinical application of the test.

Two types of classifiers, referred to in this chapter as individual and multiple parameters classifiers, were evaluated on the given PH cohort to segregate the normotensive individuals from patients with PH.

4.1.5.1 Individual metric classifier
In the category of individual metric classifier were included all the calculated PH metrics, which, based on a cut-off value derived in a data driven manner, can be applied as a disease/no disease discriminator.

In the process of selecting the discriminant threshold value, several steps were employed. Firstly, the receiver operator characteristic (ROC) curves were drawn for each of the individual metrics and areas under ROC curves (AUC) were calculated in order to obtain the overall test performances. The optimal threshold value was later selected from the curves as the point that maximises the Youden index (Eq. 4.9).

4.1.5.2 Multiple metrics classification

Machine learning algorithms, such as neural networks, support vector machines, classification and regression trees, are frequently used in the artificial intelligence domain and are gaining more interest for medical applications [158-161].

A direct application in classification of patients with and without pulmonary hypertension was implemented by Dennis et al. [161]. Based on heart sounds analysis integrated with a linear support vector machine, the authors proposed a non-invasive method for diagnosis of PH, showing that diseased patients can be differentiated from non-diseased with a 77% accuracy. A random forest algorithm, available in MATLAB, was used to assign the ‘PH’ and ‘NoPH’ label to the 72 patients in the study cohort.

A decision tree is used to classify a series of instances from A (eg. clinical patients with unknown diagnostic), described by a set of attributes \( f_A \) (eg. metrics) into the corresponding class (eg. disease group). The supervised learning process requires that before the classifier is applied to the unseen data (A), it has to be trained on a separate data set B (eg. clinical patients with known diagnosis) where the class labels \( L_B \) are known. Once the learning process finishes, the trained classifier will attribute to each element of set A a label \( L_A \) corresponding to its class (Figure 4.1).
In the first step (1), the model learns on the B data set, based on the values of the attributes, \( f_B \) to distinguish between different classes labelled \( L_B \). The trained model is applied during second step (2), to an unseen data set A in order to correctly classify the elements of A into the corresponding classes, labelled \( L_A \).

Although single classification trees are easy to interpret due to their binary format, the variance in the result can be high. An error at the top of the tree propagates to the leaves (final nodes) and alters the results [158]. The random forest algorithm, introduced by Breiman [162] overcomes this problem by using an ensemble of \( n \) trees, each of them trained on a subset of data \( -B_i (i=1:n) \) extracted at random with replacement from B. Every \( B_i \) has the same size as B, but some of the data might have been picked twice or more, while some of them will be left out (out-of-bag data). Once the forest is generated, the unseen set A will be tested and each tree of the forest will take a decision, based on the previous learning experience from the different subset \( B_i \). Set A will receive from each tree a set of labels \( L_{Ai} \). The final decision, \( L_A \), will be taken based on the number of votes each element in A will have from all \( L_{Ai} \) (Figure 4.2).
Figure 4.2 Schematic diagram of the random forest classification algorithm.

**Feature selection**

A classification problem based on machine learning algorithms is dependent on the set of features provided to the learner. It is expected that a feature which performs poorly as an individual discriminant is likely to affect the accuracy of the whole ensemble. Therefore, for deciding which individual markers from the twelve described earlier to include in the random forest algorithm, the following strategy was employed:

Firstly, without excluding any of the features, the change in accuracy given by the in turn addition of MPA and CMR metrics to the 1D-0D models metrics was tested. Secondly, from all individual markers, only the features that would have improved the model’s accuracy were selected. Testing all possible combinations of the metrics is computationally expensive even for the small number of attributes available. Therefore a naive feature selection method was employed, by considering only metrics which showed good individual performance (AUC>0.8).

The metrics included in the classification model following the feature selection were: distal resistance \(-R_d\), total pulmonary compliance \(-C\), ratio of backward to total pressure wave power \(-W_b/W_{tot}\), relative area change- RAC, systolic septal angle, and right ventricle mass index \(-RVMI\).
4.1.6 Statistical analysis of the results

IBM SPSS 20 (SPSS, Chicago, IL) was used for statistical analysis. GraphPad Prism 6.0 (San Diego California USA) and MATLAB (R2014a, The MathWorks Inc.) were used for data presentation.

All the variables were tested for statistical differences between groups. The statistical student t-test for independent variables was applied where the normality and equality of variances conditions were met. Otherwise, the non-parametric Mann-Whitney test for mean rank differences was applied. The normality condition was tested by visual inspection of histograms and confirmed by the Shapiro-Wilk normality test, whereas Levene’s test was applied to verify the equality of variances. A p-value < 0.05 was considered significant for all statistical tests.

The diagnostic accuracy of the proposed metrics was tested by computing the area (AUC) under the receiver operator curve (ROC), the misclassification error (Eq. 4.6), sensitivity (Eq. 4.7) and specificity (Eq. 4.8).

\[
\text{misclass err} = 1 - \frac{tp + tn}{tp + tn + fp + fn} \quad \text{(Eq. 4.6)}
\]

\[
sens = \frac{tp}{tp + fn} \quad \text{(Eq. 4.7)}
\]

\[
\text{spec} = \frac{tn}{tn + fp} \quad \text{(Eq. 4.8)}
\]

\[
\text{Youden index} = sens + spec - 1 \quad \text{(Eq. 4.9)}
\]

where tp is the true positive (patients that have PH and were identified by the test as having the condition); tn is the true negative (patients that do not have PH and were identified by the model as not having the condition); fp is the false positive (patients that do not have PH and were identified by the model as having the condition); fn is the false negative (patients that have PH and were identified by the model as not having the condition). Due to the relatively small sample size, the validation of the random forest classification model was performed using leave one out cross-validation -LOOCV. As showed in Figure 4.3, the classification algorithm is operated n times, with n equal to the number of subjects. For each iteration, one sample (subject) is left out whereas the rest of the n-1 samples are used to train the model. Although the method is exhaustive, not being recommended for high sample size, it is considered to be the least bias-affected of all cross-validation methods [163].
Figure 4.3 Leave-one-out cross-validation diagram
The diagram exemplifies the LOOCV method on a cohort of n=10 patients, with both normotensive (NoPH) and PH patients. The model is run for a total of n iterations and at each iteration, one individual is left out (dashed black line), whereas the rest (continuous red line), n-1, are used as training set. Following the training, the model will attribute a ‘NoPH’ or ‘PH’ label to the left-out individual, which, compared with the real label, will classify it as true positive, true negative, false positive or false negative.

RESULTS

4.1.7 Demographics and non-invasive metrics group values
Table 4.1 displays the patient demographics together with the median and mean ± standard deviation (SD) from the mean of the computed invasive (RHC) and non-invasive parameters. Data was found not to be normally distributed for all variables in at least one of the groups. Reported p-values from the table correspond to the non-parametric Mann-Whitney test. Excepting right ventricle end-diastolic volume index - RVEDVI, systolic MPA area – sArea and characteristic resistance Rc all the non-invasive indices showed significant statistical difference between the NoPH and PH group.
### Table 4.1 Patients demographics, RHC data, mathematical model and images derived parameters

<table>
<thead>
<tr>
<th></th>
<th>NoPH</th>
<th></th>
<th></th>
<th>PH</th>
<th></th>
<th></th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>median</td>
<td>mean ± SD</td>
<td>95% CI</td>
<td>median</td>
<td>mean ± SD</td>
<td>95% CI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>15</td>
<td></td>
<td></td>
<td>57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male/Female sex</td>
<td>7/8</td>
<td></td>
<td></td>
<td>25/32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, y</td>
<td>59</td>
<td>56 ± 16</td>
<td>47</td>
<td>65</td>
<td>67</td>
<td>64 ± 16</td>
<td>60</td>
</tr>
<tr>
<td>Right heart catheter data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mPAP, mmHg</td>
<td>22</td>
<td>21 ± 3</td>
<td>19.6</td>
<td>23.0</td>
<td>45</td>
<td>44.7 ± 14.3</td>
<td>40.9</td>
</tr>
<tr>
<td>PVR, WU</td>
<td>2</td>
<td>1.9 ± 0.7</td>
<td>1.5</td>
<td>2.3</td>
<td>6</td>
<td>6.9 ± 4.5</td>
<td>5.7</td>
</tr>
<tr>
<td>mRAP, mmHg</td>
<td>5</td>
<td>4.9 ± 2.4</td>
<td>3.5</td>
<td>6.2</td>
<td>10</td>
<td>11.3 ± 3.1</td>
<td>9.6</td>
</tr>
<tr>
<td>CO, L/min</td>
<td>7</td>
<td>6.5 ± 1.4</td>
<td>5.7</td>
<td>7.3</td>
<td>5</td>
<td>5.2 ± 1.5</td>
<td>4.8</td>
</tr>
<tr>
<td>1D model derived parameter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wb/Wtotal</td>
<td>0.26</td>
<td>0.26 ± 0.1</td>
<td>0.22</td>
<td>0.29</td>
<td>0.42</td>
<td>0.4 ± 0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>0D model derived parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rd , mmHg s/ml</td>
<td>0.3</td>
<td>0.36 ± 0.24</td>
<td>0.22</td>
<td>0.49</td>
<td>0.59</td>
<td>0.87 ± 0.73</td>
<td>0.64</td>
</tr>
<tr>
<td>Rc , mmHg s/ml</td>
<td>0.038</td>
<td>0.037 ± 0.013</td>
<td>0.027</td>
<td>0.048</td>
<td>0.003</td>
<td>0.051 ± 0.13</td>
<td>0.014</td>
</tr>
<tr>
<td>C, ml/mmHg</td>
<td>1.29</td>
<td>4.74 ± 12.9</td>
<td>-2.4</td>
<td>11.9</td>
<td>0.69</td>
<td>0.73 ± 0.4</td>
<td>0.62</td>
</tr>
<tr>
<td>PA imaging derived parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAC, %</td>
<td>26.2</td>
<td>25.9 ± 12.5</td>
<td>18.9</td>
<td>32.8</td>
<td>13.9</td>
<td>14.6 ± 7.41</td>
<td>12.6</td>
</tr>
<tr>
<td>dArea x 10^4</td>
<td>3.74</td>
<td>3.77 ± 1.01</td>
<td>3.19</td>
<td>4.35</td>
<td>4.74</td>
<td>4.78 ± 1.22</td>
<td>4.46</td>
</tr>
<tr>
<td>sArea x 10^4</td>
<td>3.74</td>
<td>4.77 ± 1.01</td>
<td>3.39</td>
<td>5.52</td>
<td>5.32</td>
<td>5.44 ± 1.26</td>
<td>5.1</td>
</tr>
<tr>
<td>CMR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RVEDVI, ml/m²</td>
<td>72.8</td>
<td>69.9 ± 21.9</td>
<td>57.7</td>
<td>82</td>
<td>78</td>
<td>87.6 ± 34.2</td>
<td>78.5</td>
</tr>
<tr>
<td>RVEF, %</td>
<td>50.3</td>
<td>51.4 ± 8.86</td>
<td>46.5</td>
<td>56.3</td>
<td>41</td>
<td>40.3 ± 13.5</td>
<td>36.7</td>
</tr>
<tr>
<td>VMI, ratio</td>
<td>0.23</td>
<td>0.28 ± 0.15</td>
<td>0.19</td>
<td>0.36</td>
<td>0.37</td>
<td>0.45 ± 0.27</td>
<td>0.37</td>
</tr>
<tr>
<td>RVMI, g/m²</td>
<td>10.3</td>
<td>12.1 ± 3.95</td>
<td>9.9</td>
<td>14.3</td>
<td>20.1</td>
<td>21.6 ± 11.2</td>
<td>18.6</td>
</tr>
<tr>
<td>systolic septal angle, °</td>
<td>142</td>
<td>144 ± 10.3</td>
<td>138</td>
<td>149</td>
<td>168</td>
<td>168 ± 22.3</td>
<td>162</td>
</tr>
</tbody>
</table>

*metrics abbreviations

- $R_d$: Distal resistance
- $R_c$: Characteristic resistance
- $C$: Total pulmonary compliance
- $W_d/W_{total}$: Ratio of backward to total wave power
- RAC: Main pulmonary artery relative area change
- $RVEDVI$: Right ventricle end diastolic volume index
- $RVEF$: Right ventricle ejection fraction
- VMI: Ventricular mass index
- RVMI: Right ventricular mass index

It is important to underline that the control group has a high average mPAP value of 21.3±3 mmHg, with a median value of 22mmHg. It is argued [5] that the normal mPAP values are between 17-21 mmHg, whereas higher values, between 21-24 mmHg are characteristic to borderline PH patients. However, this latter category it is not officially defined in the PH guidelines, remaining an open clinical debate.
4.1.8 Performance of individual parameters

The accuracies of the individual metrics were quantified in terms of AUC, misclassification error, sensitivity and specificity (Table 4.2). Excepting AUC, the other indices were computed for the threshold values which maximised the Youden index.

<table>
<thead>
<tr>
<th>Table 4.2 Non-invasive metrics’ individual accuracies evaluated for a cut-off value corresponding to maximum Youden index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1D model</td>
</tr>
<tr>
<td>$W_b/W_{tot}$, ratio</td>
</tr>
<tr>
<td>0D Model</td>
</tr>
<tr>
<td>$R_a$, mmHg s/ml</td>
</tr>
<tr>
<td>$R_c$, mmHg s/ml</td>
</tr>
<tr>
<td>C, ml/mmHg</td>
</tr>
<tr>
<td>PA imaging</td>
</tr>
<tr>
<td>RAC, %</td>
</tr>
<tr>
<td>$d_{Area}10^4$, ratio</td>
</tr>
<tr>
<td>$s_{Area}10^4$, ratio</td>
</tr>
<tr>
<td>CMR</td>
</tr>
<tr>
<td>RVMI, g/m$^2$</td>
</tr>
<tr>
<td>RVEDVI, ml/m$^2$</td>
</tr>
<tr>
<td>VMI, ratio</td>
</tr>
<tr>
<td>RVEF, %</td>
</tr>
<tr>
<td>systolic septal angle, °</td>
</tr>
</tbody>
</table>

Overall, at the selected cut-off values, the PH metrics showed higher specificity than sensitivity, suggesting that these metrics might better be used as confirmation tests, to exclude the NoPH patients, than as screening tests.

The 1D model derived parameter had the highest AUC, at 0.88, of all of the analysed metrics. At the chosen threshold value of 0.35, the ratio of the backward to total wave power, $W_b/W_{tot}$, discriminates between normotensive and patients with PH with a misclassification error of 25%, 68% sensitivity and 100% specificity. Maximum specificity is also shown by the systolic septal angle, at a cut-off value of 164° but its overall accuracy, sensitivity and AUC, of 35%, 56% and 0.81 respectively, are lower than $W_b/W_{tot}$. 
The 0D model parameters, distal resistance $R_d$ and total compliance $C$, performed similarly as discriminators showing good AUC of 0.85 and 0.83 respectively. A misclassification error of 25%, with 72% sensitivity and 87% specificity were found for both $R_d$ and $C$ at the cut-off values of 0.46 mmHg s/ml and 0.88 ml/mmHg respectively. Figure 4.4 displays graphically the ROC for the derived metrics of the computational models.

![Figure 4.4 ROC and AUC of the physiology-based computational metrics](image)

At a threshold of 16% relative change in area of the MPA, RAC misclassified 29% of the subjects, with 67% sensitivity and 87% specificity. At a chosen threshold value of $3.75 \times 10^4$, the diastolic area misclassified 21% of the subjects, with 86% sensitivity and 53% specificity, being the only metric which had higher sensitivity than specificity from all the analysed data. The BSA indexed systolic area, at a threshold of $5.01 \times 10^4$ misclassified 38% of the subjects with 61% sensitivity and 67% specificity. The corresponding ROC curves are graphically displayed in Figure 4.5 for the parameters derived from the 2D MPA images alone.

![Figure 4.5 ROC and AUC of the MPA derived metrics](image)
The right ventricle mass index, RVMI, and systolic septal angle were the only two parameters derived from cardiac images alone which had, on the analysed cohort, an AUC higher than 0.8. At a chosen threshold of 16.01 g/m$^2$, the RVMI misclassified 26% of the subjects, with 68% sensitivity and 93% specificity. The ventricular mass index, VMI, had the same misclassification error, of 26%, with 74% sensitivity and 73% specificity for a cut-off value of 0.27. The accuracy results for the right ventricle end diastolic volume index, RVEDVI were the least satisfactory from all the analysed metrics. For a selected threshold of 0.9 ml/m$^2$, only 49% of the patients were correctly classified, with 36% sensitivity and 93% specificity. Figure 4.6 displays graphically the ROC curves for the PH indices calculated solely from CMR images.

![Figure 4.6 ROC and AUC of the CMR derived metrics](image)

### 4.1.9 Random forest classifier performance

The addition of the 0D metrics to the ratio of backward to total wave power metric, $W_b/W_{tot}$, improved the misclassification error by 4%. The accuracy of the model which combines only 0D and 1D computational metrics is similar to the one obtained by Dennis et al. [161], using a linear support vector machine classifier combined with heart sound metrics obtained by Doppler Echocardiography. The authors reported a diagnosis accuracy of 77%, with 0.78 AUC for a validation cohort of 31 patients (out of 51).

A decrease of the misclassification error of 6% and increase in both sensitivity and specificity, of 5% and 6% respectively, was obtained by the addition of all MPA metrics. The addition of all CMR metrics, lowered the misclassification error by another 2%, whilst increasing the sensitivity to 97%, and keeping the specificity constant at 53%.
Table 4.3 displays the specificity, sensitivities and misclassification errors resulting from the operation of the random forest algorithm with different combinations of features.

<table>
<thead>
<tr>
<th>LOOCV</th>
<th>AUC</th>
<th>missclass. error</th>
<th>Sens.</th>
<th>Spec.</th>
<th>threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>0D +1D</td>
<td>0.89</td>
<td>0.21</td>
<td>0.88</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>0D+1D+PA</td>
<td>0.9</td>
<td>0.13</td>
<td>0.93</td>
<td>0.67</td>
<td>NA</td>
</tr>
<tr>
<td>0D+1D+PA+CMR (all)</td>
<td>0.89</td>
<td>0.14</td>
<td>0.97</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>0D+1D+PA+CMR</td>
<td>0.91</td>
<td>0.08</td>
<td>0.97</td>
<td>0.73</td>
<td></td>
</tr>
</tbody>
</table>

The information in Table 4.2 and Table 4.3 is displayed graphically in Figure 4.7, for better understanding of the changes in classification accuracy and sensitivity-specificity trade-off corresponding to individual discriminants and machine learning integrated classifiers.

At the left of the dotted vertical line, representing the individual discriminates accuracies at threshold values maximising Youden index, most of the metrics can be seen to be more sensitive to ‘NoPH’, having higher specificity than sensitivity. At the right of the dotted line, for all analysed feature combinations, the random forest classifier has higher sensitivity than specificity. It can therefore be suggested that the diagnostic process can be applied in two steps: firstly, a highly sensitive discriminate might be applied as a screening test, identifying patients with PH, followed by a highly specific test to eliminate any false positives.
Figure 4.7 Individual and random forest model’s accuracies
Individual PH metrics and random forest’s model’s accuracies are displayed in terms of misclassification error (red circles), sensitivity (blue squares) and specificity (green triangles). The accuracy values corresponding to the individual metrics (left to the vertical dotted line) were calculated for threshold values selected at maximum Youden index, while the ones for the tree ensembles (right of the dotted vertical line) were calculated with leave-one-out cross validation.

The model incorrectly classified 6 out of 72 patients: 2 PH subjects (mPAP >25 mmHg) as not having PH (false negative) and 4 NoPH subjects (mPAP <25 mmHg) as having PH. The high average mPAP of the control group supports the evidence that several of the patients were close to the diagnosis threshold using the gold-standard RHC. This suggested that it should be investigated whether those who were classified incorrectly by the algorithm were close to threshold.
The 2 false negative subjects, had mPAP of 28 mmHg and 26 mmHg respectively, being very close to the 25 mmHg PH threshold. Moreover, their pulmonary vascular resistance was 1.3 WU and 2.7 WU respectively, and so the clinical diagnosis, irrespective of the abnormal mPAP, was that neither of these patients had underlying PAH. All 4 false positive subjects had mPAP between 22 and 24 mmHg. Previous research has found the mPAP of healthy volunteers to be 14mmHg (±3.3), and patients with mPAP between 21-24mmHg are considered borderline PH [5]. These show that the classification model incorrectly classified only cases which were in the clinically-uncertain area. The overall performance was therefore excellent. This is illustrated in (Figure 4.8), which shows clearly where the incorrect classifications were made.
DISCUSSION

4.1.9.1 Individual metrics

The results showed that computational derived parameters, $W_b/W_{tot}$, $R_d$ and $C$, were the non-invasive metrics with the highest individual AUC, confirming the diagnosis potential exhibited by these metrics in the previous work (Chapter 3).

All three computational metrics included in the decision process had the same misclassification error (0.25), when a threshold that maximises Youden index was chosen.

Nevertheless, the combination of 1D and 0D derived metrics using the random forest classification algorithm improves the AUC. The classification accuracy is improved as well, from 75% to 79%, although the improvement is statically not significant ($p=0.32$), when tested with the McNemar statistical test for classification accuracy [164].

Three parameters were derived from the 2D MR images of the main pulmonary artery alone. The results confirmed the results of previous studies, indicating that the size of the artery is a PH discriminant. The normalised diastolic area size performed better than the normalised systolic area, in agreement with the findings of Swift et al. [34]. However, while on their analysed cohort Swift et al. [34] reported AUCs of 0.82 and 0.77 respectively for the two markers, on the current cohort none of these metrics reached an AUC of 0.8.

Although taken individually, the systolic and diastolic area have not shown a good discriminative performance, the combination of the two, into the pulmonary relative area change metric RAC, showed superior performance. Maximum sensitivity and specificity, according to the data-driven criteria, was obtained for a 16% value. The same cut-off value was found by [31], with measurements performed in the right pulmonary artery, as a mortality predictor. Other authors [26] and [30] indicated 15% and 24% respectively as the diagnosis thresholds for RAC quantified for the main pulmonary artery.

Previous studies [17, 32, 34, 36] have shown good results for PH assessment using CMR derived parameters. The ventricular mass index, VMI, showed high accuracy, 0.92 AUC, in the study of Hagger et al. [153]. Similarly, Swift et al. reported 0.91 AUC, on a large cohort of naively treated patients. However, our results showed poorer performance for VMI, of only 0.73 AUC. Our suggestion is that this reflects the relatively high number of subjects in the current cohort who had mPAP close to the 25mmHg threshold (30% from the entire cohort), making it a more challenging cohort than those used in several previous studies. RV
remodelling occurs secondary to changes in the pulmonary vasculature, suggesting that, for the borderline cases, the CMR derived parameters will have less diagnostic power. Nevertheless, a modification in the distal pulmonary vasculature or any system disturbance leading to an impedance mismatch will determine an increase in the quantity of waves reflected [27], which could be detected by the 0D-1D computational models.

4.1.9.2 Machine learning classifier
The improvement in the classification accuracy occurred gradually (from using just 0D+1D to adding the MPA and CMR metrics), suggesting that the more the model knows about the features defining an individual, the more confidently, with a higher probability, a decision about the unseen data is taken. However not just the quantity but the quality of the input data it is important, since the accuracy of the model using only selective metrics (AUC >0.8) was improved (p=0.21) by 5% relative to that using all parameters blindly.

For all the proposed combination of metrics, the random forest model performed better than the individual parameters, in terms of misclassification error and AUC. As reported in this chapter, the misclassification error, sensitivity and specificity of the random forest models were obtained following leave-one-out cross validation, which is considered a robust method, whereas the individual metrics accuracies were based on data-driven criteria, which are known to be biased [165, 166].

SUMMARY AND CONCLUSIONS
Non-invasive PH markers derived through the means of computational models, as well as those measured directly from MRI images of the main pulmonary artery and/or right ventricle, have been shown to differentiate between normotensive individuals and patients with PH [26, 27, 30-32, 34, 35, 37, 147].

The current chapter was designed to quantify the PH diagnostic accuracy of the 0D and 1D metrics proposed in Chapter 3 (Wb/Wtot, Rd, C), to compare their performance with other non-invasive metrics proposed in the literature and routinely calculated in our research group (RAC, dArea, sArea, RVMI, RVEDVI, VMI, RVEF, systolic septal angle), and to test whether combining the available metrics into machine learning classification algorithms can improve the diagnosis accuracy.
Several measures of accuracy were calculated (misclassification error, sensitivity and specificity and area under receiver operator characteristic curve) for each non-invasive metric. As the performance of the classification algorithm is affected by the features included, a naïve selection approach, considering only metrics with AUC>0.8, was applied. The computational metrics, ratio of backward to total pressure wave power (\(W_b/W_{tot}\)), distal resistance (\(R_d\)) and total compliance (\(C\)) showed the highest individual AUC, followed by relative area change (RAC), right ventricle mass index (RVMI) and systolic septal angle, all with AUC>0.8.

The selected imaging metrics were added in turn to the computationally derived discriminants and the performance of a random forest classifier implemented in MATLAB was tested with leave-one-out cross-validation for each proposed metric combination.

Combining the 0D model parameters, \(R_d\) and \(C\), with the 1D model parameter, \(W_b/W_{tot}\) correctly classified 79% subjects with an AUC of 0.89. Sensitivity, specificity and classification accuracy improved considerably when the anatomical parameters were added to the classification model. The addition of RAC reduced the misclassification error to 13%, increasing both sensitivity and specificity. Coupling all of the non-invasive PH markers with AUC>0.8, correctly classified 66 out of 72 patients (92%), with high sensitivity (97%) and specificity (73%).

It has been shown that a high accuracy non-invasive PH diagnosis can be achieved by maximising the use of MR imaging, by integrating already developed non-invasive PH metrics, derived by the means of different methods, into random forest classifiers. The approach may reduce the need for right heart catheterisation in patients with suspected pulmonary hypertension.
CHAPTER 5

Finite Element Model for a 1D Branching Tree of Pulmonary Arterial Circulation

MOTIVATION

Chapter 3 describes a method of characterising the pulmonary system efficiency in healthy volunteers and patients with stratified pulmonary hypertension through the means of the electrical parameters of a three element Windkessel model and the power contained in the backward pressure wave measured in the main pulmonary artery. Following the analysis, two of the electrical parameters ($R_d$ and $C$), and the ratio of backward to total pressure wave power ($W_b/W_{tot}$) showed great potential in differentiating between healthy volunteers and patients with stratified PH. In Chapter 4, the discriminative character of the computational metrics together with several other PH metrics calculated from MRI images alone was tested. The individual analysis showed that the $W_b/W_{tot}$ parameter performed the best of all metrics studied. The reflection ratio, in common with all of the analyses presented in the thesis so far, focuses on the interpretation of the pressure-flow relationship at the measured cross-
section to infer the status of the distal vasculature. It is a global measure, providing no immediate information about the spatial distribution of the disease. The distal vasculature that is being characterised is a branching tree structure. Two interesting questions arise.

- How deep into the vascular tree can this technique ‘see’? It seems likely that the strongest signal will come from the vessels that are closest to the reflection site, and that attenuation and wave-trapping effects will diminish the disease signal that returns from the more distal elements of the tree. Is there a point at which the disease cannot be detected, because the signal is lost in noise?
- Might it be possible to characterise the distribution of the disease within the vascular tree? The temporal forms of the pressure and flow signals will be different for wave reflections from different locations, so is it possible to use this information to localise the disease, or to define a spatial spectrum.

In order to answer these questions a model of the branching tree structure is required.

Olufsen et al. [44] and Qureshi et al. [45] conducted research to investigate the pressure and flow waveforms in healthy and under several simulated PH conditions. Both teams took a similar approach. They used 1D models of the major vessel network, solved numerically, to investigate the performance of the system, with the inlet flow defined from MRI measurements in a healthy volunteer and the outlet boundary characterised by 1D structured tree models. By altering the configuration of the outflow trees to simulate distal vasculature rarefaction, Olufsen et al. [44] computationally predicted the changes in pressure and flow waveforms at the inlet of the domain. Similarly, Qureshi et al. [45] changed the configuration of the structured tree and altered in turn the compliance of the large and small vessels to predict the haemodynamic changes induced by pulmonary arterial hypertension (PAH), chronic thromboembolic pulmonary hypertension (CTEPH) and hypoxic lung disease (HLD). Recently, Qureshi et al. [46] quantified the wave reflections using wave intensity analysis (WIA), on the same simulated conditions, showing an increase in the reflected waves. The proposed models, although they have only been exercised to investigate the consequences of variations on the data measured in a healthy volunteer, are a great tool for understanding the factors affecting the changes that might be measured at the level of major pulmonary arteries. Consistently with the work reported in this thesis, these computational studies emphasise the potential of wave reflections to distinguish not only between healthy volunteers and PH patients but also between PH sub-groups.
The aim of the current chapter is to establish a method to characterise the pressure and flow distribution throughout a pulmonary arterial tree model, with emphasis on the characterisation of the wave reflections and their distribution. It is anticipated that the application of this model will provide new insight as well as further diagnostic information when it is applied to the available patient data. The proposed model predicts the flow and pressure solution in each vessel by solving the 1D linearised Navier-Stokes equations for viscous flow in tubes with thin, elastic walls. The $W_b/W_{tot}$ parameter is computed for each node of the branching tree in order to quantify the amount of backward energy at each bifurcation that is not transmitted proximally towards the measurement site.

The 1D-linear solver developed in this chapter is based on a finite element modelling (FEM) approach implemented in the frequency domain. This is an efficient approach that lends itself to the capture and representation of the wave transmission effects. The results at the top of the tree were validated based on a recursive impedance approach. The latter method, applied in previous studies, [167], [89], [44], [45] is briefly reviewed.

**DEFINING THE PULMONARY ARTERIAL TREE**

The pulmonary tree has an intricate structure, with arteries and veins closely following the airways. Due to the convoluted nature of the vessel network, its location (hidden behind the thorax) and the small size of the vessels (< 100μm diameter), the pulmonary circulation structure and functions are difficult to image effectively. A compromise between the level of structural tree detail, computational cost and insights gained from simulation of pulmonary functions is often adopted. For constructing the pulmonary tree structure of a 1D model, Spilker et al. [89] used patient specific MRI angiography data for the main pulmonary arteries, coupled at each outlet with arterial trees based on morphometric rules derived from human lung casts. The outflow trees were solved recursively based on the Womersley solution for pulsatile flow, being tuned to match the inlet boundary conditions. Similarly, Olufsen et al [44] and Qureshi et al [45] used patient specific MRI based data for the inlet domain, but replaced the outflow morphometric trees with much simpler, asymmetric structural trees.

The structural trees, often used only as outflow boundary conditions for numerical 1D domains [167], [90], [44],[45], have binary, fractal like configurations, defined by simple, length-to-radius and parent-to-daughter radius, rules. Although simpler to construct, the trees are missing the level of detail provided by the morphometric data including, for example, the existence of trifurcations. However, for the purpose of the current work, describing the implementation of a 1D solver based on FEM method to characterise the
pulmonary arterial circulation in terms of wave reflection, a simple geometry is ideal. Therefore, using the set of rules and parameters values implemented by Olufsen et al. [44], a pulmonary arterial tree, including small and large arteries, was generated.

**Definition of the tree structure**
The pulmonary arterial tree is defined based on input (root) radius, output minimum radius and two relationships relating daughter branches to parent branch and vessel length to vessel radius.

- **Root radius**, $r_0$, represents the radius at the inlet of the tree.
- **Output minimum radius**, $r_{\text{min}}$, is the smallest generated branch radius in the tree and represents the stopping criterion for the depth of the tree.
- **Parent-daughter radius relationship**. The relationship is defined by the values of two coefficients, $\beta_1$ and $\beta_2$, describing the parent-to-daughter radius ratio for the two distal vessels branching from the parent vessel.

\[
\begin{align*}
  r_{d1} &= \beta_1 r_{\text{parent}} \quad \text{(Eq. 5.1)} \\
  r_{d2} &= \beta_2 r_{\text{parent}} \quad \text{(Eq. 5.2)}
\end{align*}
\]

As described in [167], the chosen values of $\beta_1$ and $\beta_2$ values represent some important characteristics of the change in the cross-sectional area of the parent to daughter vessels. The area of each daughter is smaller than the area of the parent vessel ($A_{d1}, A_{d2} < A_p$), whereas the sum of the daughters’ area is higher than that of the parent ($A_{d1}+A_{d2}>A_p$).

- **Length to radius relationship**. The length of each vessel is related to its radius by the value of the $\lambda$ coefficient.

\[
  l = \lambda r \quad \text{(Eq. 5.3)}
\]

**Tree connectivity and terminology**
Following the rules defined above, a function requiring the values of $r_0$, $\beta_1$, $\beta_2$ and $r_{\text{min}}$ was implemented to generate an explicit connectivity matrix. Each generated vessel corresponds to a 1D element with the two ends equivalent to the nodal points. The generations of branches are counted top-down, similarly to Weibel’s [168] airways numbering system, with the exception that the first (input) branch corresponds to generation 1 (not generation 0 as specified by Weibel). The generation number increases with 1 after each bifurcation. All the nodes describing a bifurcation (connecting three elements) are referred to as *internal nodes*, whereas the ones connected to only one element, except the inlet node of the first branch, are *terminal nodes*. The latter is referred as the *root node*, as also described in Figure 5.1.
Figure 5.1 Branching tree connectivity and terminology
Each branch of the asymmetric tree represents an element in the connectivity matrix. The elements and nodes are numbered top-down, as well as the generations. All nodes connecting three elements are internal nodes (red) whereas, the ones connected to only one element are the root (orange) and the terminal nodes (purple).

LINEARISED PRESSURE AND FLOW SOLUTION FOR A SINGLE 1D ELEMENT

As introduced in Chapter 3, the analytical pressure and flow solution of a linear system can be expressed using Fourier analysis. The oscillatory and steady components of the flow and pressure waveforms are treated separately. The latter does not affect the wave reflection analysis employed in this thesis and therefore the main focus lays on the first.

Oscillatory solution
At any instance in time a travelling wave is the superposition of a forward and a backward travelling wave. The solution for the linearised one-dimensional Navier-Stokes equation of a periodic pressure \( p \) and flow \( q \) wave travelling in the \( z \) direction, with a complex wave speed, \( c \), is of form:

\[
p(\omega, z, t) = P_f e^{i\omega(t-z/c)} + P_b e^{i\omega(t+z/c)} \tag{5.4}
\]

\[
Q(\omega, z, t) = Q_f e^{i\omega(t-z/c)} + Q_b e^{i\omega(t+z/c)} \tag{5.5}
\]
Where $P_f$, $P_b$, $Q_f$, $Q_b$ are the forward and backward pressure and flow amplitudes, $c$ is the complex pulse wave velocity, $\omega$ is the angular frequency of the periodic signal, $z$ is the travelling distance along the longitudinal axis.

The value of $c$ for a wave travelling through a system depends on its physical properties: (visco) elastic properties of the arterial wall and the blood viscosity. For an untethered, thin walled linearly elastic vessel filled with incompressible, inviscid liquid, the pulse wave velocity is real and equal to the Moens-Korteweg wave speed, $c_0$.

$$c_0 = \sqrt{\frac{Eh}{2\rho r}} \quad (Eq. 5.6)$$

If the same characteristics of the tube are maintained, but the fluid viscosity is considered, the travelling wave is attenuated and the pulse wave velocity is complex.

$$\frac{1}{c} = \frac{b - ia}{\omega} \quad (Eq. 5.7)$$

where $a$ is the attenuation constant, and $b$ is the phase constant.

The complex pulse wave velocity can be expressed using the complex wave number, $k$. Substituting (Eq. 5.7) and (Eq. 5.8) into (Eq. 5.9), the attenuation and phase constants can be expressed through the real and imaginary parts of $k$.

$$k = \frac{\omega}{c} \quad (Eq. 5.8)$$

$$k = k_r + ik_i \quad (Eq. 5.9)$$

$$\begin{cases} a = -k_i \\ b = k_r \end{cases} \quad (Eq. 5.10)$$

Using the relationship between $c$ and $c_0$ given in [87], $k$ complex has the form given by (Eq. 5.12).

$$\frac{c_0}{c} = \sqrt{\frac{1 - \sigma^2}{1 - F_{10}}} \quad (Eq. 5.11)$$

$$k = \frac{\omega\sqrt{1 - \sigma^2}}{c_0\sqrt{1 - F_{10}}} \quad (Eq. 5.12)$$

Where $F_{10}$ parameter is a function of the Womesley parameter $\alpha$, $\sigma$ is Poisson’s ratio, introduced in the term $(1 - \sigma^2)$ to take into account the longitudinal tethering of the artery.
\[ \alpha = r_0 \sqrt{\frac{\omega \rho}{\mu}} \]  
(Eq. 5.13)

\[ F_{10} = \frac{2J_1 (3\alpha z)}{\alpha (3\alpha z) J_0 (3\alpha z)} \]  
(Eq. 5.14)

where, \( \mu \) is the dynamic viscosity of the blood, \( \rho \) is the blood density, \( r_0 \) is the minimum radius of the vessel, \( J_1 \) and \( J_0 \) are the Bessel functions of the first kind of order 1 respectively 0.

After separating the real and imaginary part of the complex wave number, the pressure and flow waves, travelling in a thin elastic tube, filled with viscous fluid, are given by:

\[ p(\omega, z, t) = e^{-(-ki)z} P_f e^{i(\omega t - kr z)} + e^{-(-ki)z} P_b e^{i(\omega t + kr z)} \]  
(Eq. 5.15)

\[ Q(\omega, z, t) = e^{-(-ki)z} Q_f e^{i(\omega t - kr z)} + e^{-(-ki)z} Q_b e^{i(\omega t + kr z)} \]  
(Eq. 5.16)

Using the same notation introduced in Chapter 3, the forward and backward travelling waves can be expressed generally in any element \( el \), for any angular frequency \( \omega \), using real components of pressure and flow.

\[ p_{el}(\omega, z, t) = e^{-(-ki)z_{el}} (P_{1el} \cos(k_{r el}z_{el} - \omega t) \]
\[ + P_{2el} \sin(k_{r el}z_{el} - \omega t)) + e^{-(-ki)z_{el}} (P_{3el} \cos(k_{r el}z_{el} + \omega t) \]
\[ + P_{4el} \sin(k_{r el}z_{el} + \omega t)) \]  
(Eq. 5.17)

\[ Q_{el}(\omega, z, t) = e^{-(-ki)z_{el}} (Q_{1el} \cos(k_{r el}z_{el} - \omega t) \]
\[ + Q_{2el} \sin(k_{r el}z_{el} - \omega t)) + e^{-(-ki)z_{el}} (Q_{3el} \cos(k_{r el}z_{el} + \omega t) \]
\[ + Q_{4el} \sin(k_{r el}z_{el} + \omega t)) \]  
(Eq. 5.18)

The flow components can be expressed using the pressure components by replacing (Eq. 5.17) and (Eq. 5.18) into the continuity equation.

\[ C' \frac{\partial p}{\partial t} + \frac{\partial Q}{\partial z} = 0 \]  
(Eq. 5.19)

Where \( C' \) is the vessel compliance

\[ C' = \frac{A_0}{c^2 \rho} \]  
(Eq. 5.20)

where \( A_0 \) is the vessel unstressed area, \( c \) is the complex wave speed and \( \rho \) is the blood density.
\[ C'e^{-\left(-k_{i_el}\right)x} \left(P_{1_{el}} \omega \sin\left(k_{r_el}z - \omega t\right) - P_{2_{el}} \omega \cos\left(k_{r_el}z - \omega t\right) \right) \\
- P_{3_{el}} \omega \sin\left(k_{r_el} + \omega t\right) + P_{4_{el}} \omega \cos\left(kz + \omega t\right) \] \\
- \left(-k_{i_el}\right)e^{-\left(-k_{i_el}\right)x} \left( Q_{1_{el}} \cos\left(k_{r_el}z - \omega t\right) \right) \\
+ Q_{2_{el}} \sin\left(k_{r_el}z + \omega t\right) \] \\
+ e^{-\left(-k_{i_el}\right)x} \left( -Q_{1_{el}} k_{r_el} \sin\left(k_{r_el}z - \omega t\right) \right) \\
+ Q_{2_{el}} k_{r_el} \cos\left(k_{r_el}z - \omega t\right) \] \\
+ \left(-k_{i_el}\right)e^{\left(-k_{i_el}\right)x} \left( Q_{3_{el}} \cos\left(k_{r_el}z + \omega t\right) \right) \\
+ Q_{4_{el}} \sin\left(k_{r_el}z + \omega t\right) \] \\
+ e^{\left(-k_{i_el}\right)x} \left( -Q_{3_{el}} k_{r_el} \sin\left(k_{r_el}z + \omega t\right) \right) \\
+ Q_{4_{el}} k_{r_el} \cos\left(k_{r_el}z + \omega t\right) \] = 0 

(Eq. 5.21)

Since the above equation holds for all \( z \) and all \( t \), the coefficients of the terms must be equal, and \( Q_1, Q_2, Q_3 \) and \( Q_4 \) for a viscous flow can be expressed as:

\[
\begin{align*}
Q_{1_{el}} &= \frac{C' \omega}{\left(-k_{i_el}\right)^2 + k_{r_el}^2} \left(k_{r_el} P_{1_{el}} - \left(-k_{i_el}\right) P_{2_{el}}\right) \\
Q_{2_{el}} &= \frac{C' \omega}{\left(-k_{i_el}\right)^2 + k_{r_el}^2} \left(k_{r_el} P_{1_{el}} + \left(-k_{i_el}\right) P_{2_{el}}\right) \\
Q_{3_{el}} &= \frac{C' \omega}{\left(-k_{i_el}\right)^2 + k_{r_el}^2} \left(-k_{r_el} P_{3_{el}} - \left(-k_{i_el}\right) P_{4_{el}}\right) \\
Q_{4_{el}} &= \frac{C' \omega}{\left(-k_{i_el}\right)^2 + k_{r_el}^2} \left(k_{r_el} P_{3_{el}} - \left(-k_{i_el}\right) P_{4_{el}}\right)
\end{align*}
\] 

(Eq. 5.22)

The viscous characteristic impedance, as determined by Womersley is given by (Eq. 5.23).

\[ Z_c(\omega) = \frac{\rho c_0}{A_0 \sqrt{1 - \sigma^2}} \sqrt{1 - F_{10}} \] 

(Eq. 5.23)

**Steady component**

For the steady component of the problem, the Poiseuille flow component was considered (Eq. 5.25). The resistance to flow due to blood viscosity in a cylindrical vessel of constant cross-section, \( R_{dc} \), is inversely proportional to radius to the power of four (Eq. 5.24).

\[ R_{dc} = \frac{8 \mu l}{\pi r^4} \] 

(Eq. 5.24)
\[ Q_{dc} = \frac{P_{dc0} - P_{dc1}}{R_{dc}} \]  
(Eq. 5.25)

where, \( P_{dc0} \) and \( P_{dc1} \) are the steady pressure components at the vessel’s inlet and outlet, and \( R_{dc} \) is the Poiseuille resistance.

**PRESSURE AND FLOW SOLUTIONS FOR A BRANCHING TREE ENSEMBLE**

The above formulation describes the waves in terms of forward and backward travelling components in one arbitrary element, \( el \), of the branching tree. In order to characterise the pulmonary arterial tree globally and to quantify the power contained within the backward pressure wave at each generation of branches, the pressure and flow solutions for the entire ensemble are required.

For a set of given inlet and outlet boundary conditions the linear systems of branching trees are traditionally solved in the frequency domain using a recursive impedance approach. The method computes the input impedance of the tree by starting off with the impedance of the terminal branches and recursively advancing to the top of the tree, where flow or pressure is given. The input impedance and the measured flow or pressure allows the computation of the other fundamental variable at the inlet of the domain. In order to quantify the wave reflections throughout the domain, one of the motivations of the current chapter, a forward solution for the inlet pressure and flow needs to be executed to recover the pressure-flow distribution along the whole tree. Additionally, at each branch, the pressure waves need to be decomposed into their forward and backward components to compute the wave energy transmission characteristics at each bifurcation.

The development of a finite element approach is comprehensively described in this chapter, and is proposed as an alternative to the recursive method. It solves the linear system and decomposes the travelling pressure waves directly, using the same boundary conditions as those imposed in the impedance-based method.

The following sections describe the implementation of both recursive and direct fem-based methods, with a detailed description of the latter. The impedance method was used to validate the FEM approach.
5.1.1 Recursive impedance method

As introduced previously, the recursive method solves the branching tree bottom-up, starting with the outlet boundary conditions and computing, by recursive summation across the bifurcations, the impedance at the root of the tree. The computed impedance relates pressure and flow at the inlet of the domain. Therefore, providing one measurements (flow or pressure) is sufficient for retrieving the other.

\[ Z_{in}(\omega) = \frac{P(\omega)}{Q(\omega)} \]  
(Eq. 5.26)

Input impedance of a single vessel

Considering a single branch of the tree, of length \( l \), as in Figure 5.2, with the complex characteristic impedance \( Z_c \), the impedance at the inlet, \( Z_i \) (node 1) can be computed from the branch terminal impedance, \( Z_0 \) (node 2).

![Figure 5.2 Computation of the input impedance, \( Z_i \) for a vascular element using the characteristic \( Z_c \) and terminal impedance \( Z_0 \)](image)

For the ease of the derivation, the reference point (\( z=0 \)) is taken at node 2, whereas at node 1, \( z=-l \).

The impedance at node 2 (\( z=0 \)), can be written as the ratio between harmonic pressure and flow (Eq. 5.27).

\[ Z_0 = \frac{P_0}{Q_0} = \frac{P_f + P_b}{Q_f + Q_b} \]  
(Eq. 5.27)

Using the relationship between forward pressure and flow components and characteristic impedance, the outlet impedance \( Z_0 \) can be expressed as in (Eq. 5.28).

\[ Z_0 = \frac{Z_c \left(1 + \frac{P_b}{P_f}\right)}{1 - \frac{P_b}{P_f}} \]  
(Eq. 5.28)
From (Eq. 5.28), the ratio of the backward to forward pressure amplitude can be written as (Eq. 5.29).

\[
\frac{P_b}{P_f} = \frac{Z_0}{Z_c} - 1 \quad \text{ (Eq. 5.29)}
\]

Similarly, using (Eq. 5.17), (Eq. 5.18) and (Eq. 5.26) the impedance in node 2, at \(z=\ell\) can be derived (Eq. 5.30).

\[
Z_{-\ell} = \frac{P_{-\ell}}{Q_{-\ell}} = \frac{P_f e^{-(\kappa l) (-\ell)} e^{-i k r (-\ell)}}{Q_f e^{-(\kappa l) (-\ell)} e^{-i k r (-\ell)}} + \frac{P_b e^{-(\kappa l) (-\ell)} e^{i k r (-\ell)}}{Q_b e^{-(\kappa l) (-\ell)} e^{i k r (-\ell)}} \quad \text{ (Eq. 5.30)}
\]

Replacing the \(P_b/P_f\) ratio from (Eq. 5.29), the inlet impedance \(Z_{-\ell}\) can be expressed as a function of outlet impedance \(Z_0\) and characteristic impedance \(Z_c\).

\[
Z_{-\ell} = Z_c \left( 1 + \frac{Z_0 - Z_c}{Z_0 + Z_c} e^{-2 i k r \ell} e^{-2 (\kappa l) \ell} \right) \quad \text{ (Eq. 5.31)}
\]

Using the definition for the reflection coefficient (Eq. 5.32) provided in [2], the relationship of the input impedance of a straight elastic tube of length \(\ell\), with known complex characteristic impedance \(Z_c\) and distal reflection coefficient, \(R_f\) is given by (Eq. 5.32).

\[
R_f = \frac{Z_0 - Z_c}{Z_0 + Z_c} \quad \text{ (Eq. 5.32)}
\]

\[
Z_{-\ell} = Z_c \left( 1 + R_f e^{-2 i k r \ell} e^{-2 (\kappa l) \ell} \right) \quad \text{ (Eq. 5.33)}
\]

### Outlet boundary conditions for the recursive method

Given relationship (Eq. 5.31) or (Eq. 5.33), the input impedance of a single vessel \(Z_i\), can be computed, provided that the outlet boundary condition in specified (\(Z_0\) or \(R_f\)). There are several conditions which can be implemented:

(i) \(Z_0=0\)

The condition of null terminal impedance is frequently implemented as boundary condition [167], [89],[90], [44] for structured trees. It is equivalent to a zero distal pressure condition and is often referred in the literature [2] as ‘open end’ – the tube with fluid opens into a huge reservoir.

According to (Eq. 5.32), the distal reflection coefficient, \(R_f=-1\).
(ii)  \( Z_0 = \infty \)

The condition of infinite impedance is equivalent to a zero flow distal condition and is referred to in the literature as ‘closed end’ - the tube with fluid is completely obstructed.

The equivalent distal reflection coefficient, \( R_f = +1 \).

Both of the conditions produce total wave reflection of the incident wave. The wave reflected from an ‘open end’ condition will be 180° out of phase with the incident wave, producing a zero total wave.

(iii)  \( Z_0 = Z_c \)

The condition of the terminal impedance being equal to the characteristic impedance is equivalent to a pure-transmission boundary, with no reflections occurring at the interface.

A pure-transmission boundary will have a zero reflection coefficient, \( R_f = 0 \).

(iv)  An arbitrarily \( Z_0 \) value, excepting the ones discussed above

The pure reflection and pure transmission boundary conditions might be regarded as limit conditions. In practice there will be a finite value of the terminal impedance that best represents the actual boundary condition in the vascular tree, and in general it will not be equal to the characteristic impedance. The patient-specific terminal impedance could be computed if measurements of both flow and pressure at the distal end were available, but in practice they are not.

**Bifurcation conditions**

In order to build the way up to the top of the tree by starting with the outlet impedance (or reflection coefficient), the transmission of flow and pressure waves across bifurcation has to be analysed.

In general in fluid mechanics systems the analysis is based on conservation laws. For incompressible flow the conserved quantities are mass and momentum. For the bifurcation it is natural to apply conservation of mass and this is represented by (Eq. 5.35). Conservation of momentum, expressed simply in one dimension under steady flow conditions by Bernoulli’s law, dictates that total pressure (dynamic plus static) is conserved. Across a bifurcation, the increase in area \( (A_p < A_{d1} + A_{d2}) \), which is one of the conditions imposed on the
structured tree, determines a decrease in velocity. Therefore, in order to balance the decrease of dynamic pressure, the static pressure should increase. This would be nevertheless contradictory to the real system behavior, since generally the pressure decreases along the vascular network. The decrease of pressure is partly due to the viscous losses that occurs along the lengths of the vessels, and is represented in the model, but also partly due to losses at the bifurcation itself, associated with local flow structures and vorticity, that are not represented in the model. It would be possible to develop a model system that ensures conservation of total pressure (the model would be inherently nonlinear due to the convective acceleration term), with an empirical loss coefficient at each bifurcation, but in the current work the analysis is based on continuity of static pressure. Olufsen et al. [167] included in their analysis a loss coefficient for all the bifurcations in the systemic circulation. For simplicity, other studies [45], [44] using structured trees are in general neglecting this aspect, and only the static pressure is conserved across the bifurcation. The same approach is adopted in here, and the pressure relationship given by (Eq. 5.34) was used.

\[
p_{p}(\omega, l, t) = p_{d_1}(\omega, 0, t) = p_{d_2}(\omega, 0, t) \tag{Eq. 5.34}
\]

\[
q_{p}(\omega, l, t) = q_{d_1}(\omega, 0, t) + q_{d_2}(\omega, 0, t) \tag{Eq. 5.35}
\]

From (Eq. 5.34) and (Eq. 5.35) a new relationship, relating the input impedance of the daughter branches to the terminal impedance of the parent branch, \(Z_{p_0}\) can be derived. Equation (Eq. 5.36), states that the terminal impedance of the parent vessel (at \(z=0\)) equals the sum of input impedance of the two daughters (at \(z=-l\)) taken in a parallel configuration.

\[
Z_{p_0} = \frac{Z_{d_1-1} + Z_{d_2-1}}{Z_{d_1-1} \cdot Z_{d_2-1}} \tag{Eq. 5.36}
\]

**Inlet boundary conditions**

Once the input impedance of the tree is retrieved, either measured pressure or flow can be applied to compute the other fundamental variable. Both inlet conditions were implemented for the direct method described on the following sections and therefore both have been also considered for the input impedance.

### 5.1.2 Direct method

The method is described by building-up the system’s solution from a single branch (element) to a bifurcation (three elements connected at a nodal point) and finishing with the whole branching ensemble.
5.1.2.1 Direct method solver based on element’s degrees of freedom

Single element

The pressure and flow solutions, together with their forward and backward components, for a single thin elastic tube filled with viscous fluid were specified in Section 0 of this chapter. By replacing the z value in (Eq. 5.17) with 0 and L respectively, the total wave pressure as well as the backward and forward components at the two nodes of the element can be derived. To avoid any terminology confusion during the analysis, the two components of any wave measured locally in the element will be referred as the wave component entering the node (having the subscript \text{in}) wave component exiting the node (subscript \text{out}).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5_3}
\caption{Wave direction in one element}
\end{figure}

At each of the two nodes, a pressure component enters the one (subscript \text{in}) and another exists the node (subscript \text{out}). The sum of the two components at node 1 equals the summed pressure at the inlet of the element (z=0). The sum of the two components at node 2 equals the total pressure at the outlet of the element (z=L). 

For the element \(ei\) in Figure 5.3, the inlet and outlet pressures at the two nodal interfaces, \(p_{ei,n1,out}(\omega,z,t)\), \(p_{ei,n1,in}(\omega,z,t)\), \(p_{ei,n2,out}(\omega,z,t)\) and \(p_{ei,n2,in}(\omega,z,t)\) can be derived from the total element pressure, \(p_{ei}(\omega,z,t)\) given by (Eq. 5.17).

\begin{align*}
\ p_{ei,n1,out}(\omega,0,t) &= P_{ei_1}\cos\omega t - P_{ei_2}\sin\omega t & (Eq. 5.37) \\
\ p_{ei,n1,in}(\omega,0,t) &= P_{ei_3}\cos\omega t + P_{ei_4}\sin\omega t & (Eq. 5.38) 
\end{align*}
\[ p_{ei,n2,in}(\omega, L_{ei}, t) \]
\[ = e^{-(-k_{ei})x_{ei}}(P_{ei1} \cos k_{re1}L_{ei} + P_{ei2} \sin k_{re1}L_{ei}) \cos \omega t \]
\[ + e^{-(-k_{ei})x_{ei}}(P_{ei3} \sin k_{re1}L_{ei} - P_{ei2} \cos k_{re1}L_{ei}) \sin \omega t \]
\[ + p_{ei,n2,out}(\omega, L_{ei}, t) \]
\[ = e^{-(-k_{ei})x_{ei}}(P_{ei3} \cos k_{re1}L_{ei} + P_{ei4} \sin k_{re1}L_{ei}) \cos \omega t \]
\[ + e^{-(-k_{ei})x_{ei}}(-P_{ei3} \sin k_{re1}L_{ei} + P_{ei4} \cos k_{re1}L_{ei}) \sin \omega t \]  

(Eq. 5.39)

(Eq. 5.40)

**Three element bifurcation**

For a single element of the tree, the transmission characteristic, represented by the wave speed, is constant along it. At each bifurcation, the wave entering the node (incident wave) encounters a change of transmission characteristics given by the added contribution of the two emerging branches. As a consequence, at the interface, part of the wave is reflected back into the element (interface reflected wave) and part of the wave is transmitted into the emerging branches (interface transmitted wave).

In general, for a system made up from three media, corresponding to a three element bifurcation system, which obey the bifurcation boundary conditions discussed in **Section 5.1.1 Bifurcation conditions**

The continuity of pressure and flow conservation at the bifurcation can be written as follows:

\[ p_{inc}(\omega, L, t) + p_{ref}(\omega, L, t) = p_{trn1}(\omega, L, t) = p_{trn2}(\omega, L, t) \]  

(Eq. 5.41)

\[ Q_{inc}(\omega, L, t) + Q_{ref}(\omega, L, t) = Q_{trn1}(\omega, L, t) + Q_{trn2}(\omega, L, t) \]  

(Eq. 5.42)

Where \( p_{inc}(\omega, L, t) \), \( p_{ref}(\omega, L, t) \), \( p_{trn1}(\omega, L, t) \) and \( p_{trn2}(\omega, L, t) \) and \( Q_{inc}(\omega, L, t) \), \( Q_{ref}(\omega, L, t) \), \( Q_{trn1}(\omega, L, t) \) and \( Q_{trn2}(\omega, L, t) \) are the incident, reflected and transmitted pressure and flow waves. The subscripts 1 and 2 are corresponding to the two emerging branches. The amount of the pressure wave reflected at the interface is given by the bifurcation reflection and transmission coefficients, \( \gamma_r \) and \( \gamma_t \).

\[ p_{ref}(\omega, L, t) = \gamma_r p_{inc}(\omega, L, t) \]  

(Eq. 5.43)

\[ p_{trn1}(\omega, L, t) = p_{trn2}(\omega, L, t) = \gamma_t p_{inc}(\omega, L, t) \]  

(Eq. 5.44)

Making the substitutions into (Eq. 5.41) results:

\[ \gamma_t = \gamma_r + 1 \]  

(Eq. 5.45)
Using (Eq. 5.41), (Eq. 5.42) and the pressure-flow relationship given by the characteristic impedance, the reflection coefficient $\gamma$ can be generally computed as:

$$\gamma_r = \frac{Z_{\text{parent}} - Z_{\text{daughter}}}{Z_{\text{parent}} + Z_{\text{daughter}}}$$  \hspace{1cm} (Eq. 5.46)

Where $Z_{\text{parent}}$ is the characteristic impedance of the parent vessel, and $Z_{\text{daughter}}$ is the characteristic impedance of the two daughter branches added in parallel.

In the general case, for a system made up from three media $i, j$ and $k$, with the tree elements $e_i, e_j$ and $e_k$ connected by node $n$, the waves are entering and leaving the interface in all three directions, as illustrated in Figure 5.4 a. Each pressure wave entering the node is an incident wave which is partly reflected back into its own medium, with the appropriate reflection coefficient, and partly transmitted into the other two media.

Figure 5.4 Pressure wave components at the interface of a three media system described in terms of a) inlet and outlet components b) incident, transmitted and reflected
The in and out pressure components of figure a) are divided into inc, trn and ref components in figure b). In each compartment of figure b) the sum of the components orientated in the direction of $z$ equals the component with the same direction and compartment from a). Similarly for the components of which direction opposes $z$. Each component is coloured according to the incident’s wave compartment.

Therefore, the total wave leaving the node is a sum of waves reflected at the interface and transmitted from the other two media (Eq. 5.47) as shown in Figure 5.4 b.

$$\begin{bmatrix}
    p_{e_1, n, o} \\
    p_{e_j, n, o} \\
    p_{e_k, n, o}
\end{bmatrix}
- \frac{1}{Z_{\text{parent}} + Z_{\text{daughter}}}
\begin{bmatrix}
    \gamma_{i,i} & \gamma_{i,j} & \gamma_{i,k} \\
    \gamma_{j,i} & \gamma_{j,j} & \gamma_{j,k} \\
    \gamma_{k,i} & \gamma_{k,j} & \gamma_{k,k}
\end{bmatrix}
\begin{bmatrix}
    p_{e_i, n, i} \\
    p_{e_j, n, i} \\
    p_{e_k, n, i}
\end{bmatrix}
= 0$$  \hspace{1cm} (Eq. 5.47)
where the $\gamma$ coefficients correspond to ratios of pressures in waves travelling from medium $i$ to medium $j$.

Six equations (3 from the cosine and 3 from the sine components) describe the wave behaviour in terms of transmitted and reflected components at the interface (Eq. 5.48).

\[
\begin{align*}
\left\{ e^{-(-k_{ei})L_{ei}}(P_{ei1}\cos k_{re_i}L_{ei} + P_{ei4}\sin k_{re_i}L_{ei}) \right\} \\
\begin{bmatrix}
P_{ej1} \\
P_{ek1}
\end{bmatrix} \\
- \begin{bmatrix}
y_{ii} & y_{ij} & y_{ik} \\
y_{ji} & y_{jj} & y_{jk} \\
y_{ki} & y_{kj} & y_{kk}
\end{bmatrix}^T \begin{bmatrix}
P_{ei1}\cos k_{re_i}L_{ei} + P_{ei4}\sin k_{re_i}L_{ei} \\
P_{ej3} \\
P_{ek3}
\end{bmatrix} \\
= 0
\end{align*}
\]

\[
\begin{align*}
\left\{ e^{-(-k_{ei})L_{ei}}(-P_{ei1}\sin k_{re_i}L_{ei} + P_{ei4}\cos k_{re_i}L_{ei}) \right\} \\
\begin{bmatrix}
-P_{ej2} \\
-P_{ek2}
\end{bmatrix} \\
- \begin{bmatrix}
y_{ii} & y_{ij} & y_{ik} \\
y_{ji} & y_{jj} & y_{jk} \\
y_{ki} & y_{kj} & y_{kk}
\end{bmatrix}^T \begin{bmatrix}
P_{ei1}\sin k_{re_i}L_{ei} - P_{ei4}\cos k_{re_i}L_{ei} \\
P_{ej4} \\
P_{ek4}
\end{bmatrix} \\
= 0
\end{align*}
\]

For a three element system, there are twelve (4x3) unknowns. So far, six equations have been developed to describe the transmission characteristics at the interface. In order to close the system of equations, another six equations are required: two boundary conditions are available at each free end of the elements.

**Inlet boundary conditions**

The direct method was implemented for the two possible inlet boundaries: inlet pressure and inlet flow.

For each inlet boundary condition, two equations are generated by setting $z=0$ in (Eq. 5.17) or inlet pressure or inlet flow respectively, and equating the sine and cosine coefficients. For the three element system exemplified above, the inlet equations correspond to medium $i$ are:

a) Inlet pressure

\[
P_{ei1} + P_{ei3} = P_0c 
\]

(Eq. 5.49)
\[-P_{e12} + P_{e14} = P_{0s}\]

b) Inlet flow

\[\frac{P_{e11}}{Z_{c1}} - \frac{P_{e13}}{Z_{c1}} = Q_{0c}\]

(Eq. 5.50)

\[\frac{-P_{e12}}{Z_{c1}} - \frac{P_{e14}}{Z_{c1}} = Q_{0s}\]

Outlet boundary conditions

At the outlet of any terminal element \(e\), the relationship between the pressure entering and reflected by the outlet boundary can be expressed using the reflection coefficient \(\gamma_{ee}\) (Eq. 5.48).

\[P_{e,n,\text{out}} - \gamma_{ee}P_{e,n,\text{in}} = 0\]

(Eq. 5.51)

Where \(\gamma_{ee}\) can take the same values as the reflection coefficient \(R_f\) specified for the recursive impedance method: \(\gamma_{ee} = 1/ -1\) for total wave reflection, 0 for total wave transmission and some intermediate value on the interval (-1 1), excepting 0 for partial transmission and partial reflection.

Expanding and equating the sine and cosine coefficients of (Eq. 5.51), creates another two equations for each outlet (Eq. 5.52). For the above three element system, the equations correspond to media \(j\) and \(k\) are:

\[e^{(-k_{ie})L_e}(P_{e1} \cos k_{r_e} L_e + P_{e2} \sin k_{r_e} L_e)\]
\[\quad - \gamma_{ee} e^{(-k_{ie})L_e}(P_{e1} \cos k_{r_e} L_e + P_{e2} \sin k_{r_e} L_e)\]
\[= 0\]

\[e^{(-k_{ie})L_e}(-P_{e3} \sin k_{r_e} L_e + P_{e4} \cos k_{r_e} L_e)\]
\[\quad - \gamma_{ee} e^{(-k_{ie})L_e}(-P_{e3} \sin k_{r_e} L_e + P_{e4} \cos k_{r_e} L_e)\]
\[= 0\]

Linear system for direct element \(P\) solution

Using the relationships derived for pressure at the interface (Eq. 5.48), inlet (Eq. 5.49) and outlet (Eq. 5.52), a linear system of equations, which directly computes all the element coefficients \(P_{e,1}\), \(P_{e,2}\), \(P_{e,3}\) and \(P_{e,4}\) can be constructed.
Once the coefficients $P_{e,1}$, $P_{e,2}$, $P_{e,3}$ and $P_{e,4}$ are known, the proportion of the power of the backward travelling wave in each branch that originates from the reflection site and from the two emerging daughters can readily be computed.

Although forward and backward wave components can be retrieved directly, without further post-processing, the method is much more computationally expensive in comparison to the recursive impedance method. Nevertheless, the results at the inlet of the domain obtained by the direct method are identical to the ones returned by the latter. However, as previously stated, the recursive impedance method recovers the solution at the top of the tree and requires further processing to address the type of problems where the solution is required along the entire domain.

A definite computational advantage of the recursive impedance method is given by the presence of self-similar structures. As implemented by Olufsen et al. [167], the impedance of a tree with a $\beta_1\beta_2$ root branch is identical for all the $\beta_1\beta_2$ existing trees and the computation is required to be performed only once. As implemented above, the direct proposed method does not benefit from this advantage. In order to reduce the computational cost of the direct method the equations were re-cast and element degrees of freedom were transformed into nodal degrees of freedom. An efficient method designed to solve large problems with self-similarities is the Superelement [169] implementation of the Finite Element Method (FEM) [170].

### 5.1.2.2 Direct method solver based on nodal degrees of freedom

**FEM**

In FEM the continuous domain is discretised into finite elements with known geometric and material properties. Similarly, the branching tree can be broke down into vascular elements with length, radius, wall and blood properties known. The forces and displacements at the nodal points of the finite elements can be regarded as the pressure and flow at the inlet and outlet of a vascular element.

The general equation which describes the FEM system is:

$$ [k_{FEM}^e] \{u\} = \{F^e\} $$  \hspace{1cm} (Eq. 5.53)

Where, $k_{FEM}^e$ is the element stiffness matrix (defined by the element properties), $u$ is the nodal displacement vector and $F^e$ is element force vector.

Similarly, for a vascular element it can be written:
\[ [k] [p] = \{Q\} \]  
(Eq. 5.54)

Where \( k \) is the stiffness matrix of the vascular element, \( p \) is the nodal pressure and \( Q \) is the nodal flow.

Previously, the equations have been developed with the \((P_{e1}, P_{e2}, P_{e3}, P_{e4})\) in each of the elements as the fundamental degrees of freedom. The equations can be however re-cast to use nodal degrees of freedom rather than element degrees of freedom. Writing the nodal equations for \( n_1 \) and \( n_2 \) and equating the coefficients, the element degrees of freedom (dof) are translated into nodal dof.

Considering the element in Figure 5.3, the oscillatory pressure component at nodes 1 and 2 can be written using both the cosine and sine components and expanded elements components.

**Oscillatory component**

**Node 1**

\[ p_{n1}(\omega, 0, t) = p_{cn1} \cos \omega t + p_{sn1} \sin \omega t \]  
(Eq. 5.55)

\[ p_{n2}(\omega, 0, t) = (P_{e1} + P_{e3}) \cos \omega t + (-P_{e2} + P_{e4}) \sin \omega t \]  
(Eq. 5.56)

**Node 2**

\[ p_{n2}(\omega, L_e, t) = p_{cn2} \cos \omega t + p_{sn2} \sin \omega t \]  
(Eq. 5.57)

\[
\begin{align*}
&= \left( e^{k_{le}L_e}(P_{e1} \cos k_{re}L_e + P_{e2} \sin k_{re}L_e) \right) \cos \omega t \\
&\quad + \left( e^{-k_{le}L_e}(P_{e3} \cos k_{re}L_e + P_{e4} \sin k_{re}L_e) \right) \sin \omega t
\end{align*}
\]  
(Eq. 5.58)

Using the above expressions (Eq. 5.55), (Eq. 5.56), (Eq. 5.57), (Eq. 5.58), a general equation relating nodal dof \((p_{cn1}, p_{cm1}, p_{cn2} \text{ and } p_{cm2})\) to element dof \((P_{e1}, P_{e2}, P_{e3}, P_{e4})\) is given by (Eq. 5.59).

\[ \{p\} = [T]\{P_e\} \]  
(Eq. 5.59)

where
\[ \{ p \} = \begin{bmatrix} p_{c1} \\ p_{s1} \\ p_{c2} \\ p_{s2} \end{bmatrix} \quad (\text{Eq. 5.60}) \]

\[
[T] = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
e^{k_i e} \cos(k_{rel} L_e) & e^{k_i e} \sin(k_{rel} L_e) & e^{-k_i e} \cos(k_{rel} L_e) & e^{-k_i e} \sin(k_{rel} L_e) \\
e^{k_i e} \sin(k_{rel} L_e) & -e^{k_i e} \cos(k_{rel} L_e) & -e^{-k_i e} \sin(k_{rel} L_e) & e^{-k_i e} \cos(k_{rel} L_e)
\end{bmatrix} \quad (\text{Eq. 5.61})
\]

\[
\{ p_e \} = \begin{bmatrix} p_{e1} \\ p_{e2} \\ p_{e3} \\ p_{e4} \end{bmatrix} \quad (\text{Eq. 5.62})
\]

The distribution of flow, \( Q \), within the element takes the same form as the distribution of \( p \), but with an impedance, pre-multiplying, matrix.

\[
\{ Q' \} = [T]\{ Q_e \} \quad (\text{Eq. 5.63})
\]

where

\[
\{ Q_e \} = [Z]\{ P_e \} \quad (\text{Eq. 5.64})
\]

where \( Z \) is the matrix of the coefficients relating flow to pressure, for a viscous fluid.

\[
[Z] = \frac{C' \omega}{(-k_{rel})^2 + k_{rel}^2} \begin{bmatrix}
k_{rel} & -(-k_{rel}) & 0 & 0 \\
k_{rel} & (-k_{rel}) & 0 & 0 \\
0 & 0 & -(-k_{rel}) & (-k_{rel}) \\
0 & 0 & -k_{rel} & (-k_{rel})
\end{bmatrix} \quad (\text{Eq. 5.65})
\]

Therefore, the expression of the nodal flow can be written as follows:

\[
\{ Q' \} = [T][Z][T]^{-1}\{ p \} \quad (\text{Eq. 5.66})
\]

The flow through each bifurcation is unknown, but by the simple trick of inverting the sign of the flow at the inlet to each element, making the flow vector point out the domain, continuity dictates that the net flow is zero at all the internal nodes of the domain, and thus the assembly of the right hand side vector becomes trivial.

\[
\{ Q \} = [F][T][Z][T]^{-1}\{ p \} \quad (\text{Eq. 5.67})
\]

where \( F \) is matrix inverting the flow sign.

\[
[F] = \begin{bmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \quad (\text{Eq. 5.68})
\]
Equating (Eq. 5.54) with (Eq. 5.67) returns the expression for the stiffness matrix of a vascular element (Eq. 5.69) equivalent to a FEM representation. The stiffness matrix of entire system is given by the assembly of all vascular elements into a global stiffness matrix, $K$.

$$ [k] = [F][T][Z][T]^{-1} \quad \text{(Eq. 5.69)} $$

For a single element, $e_i$, placed between the local nodes $n_1$ and $n_2$, the solution is given by (Eq. 5.70). The same relationship can be written for any element of the branching tree. For simplicity in the algebra presented above, at each node only one degree of freedom was considered. However, one should keep in mind that (Eq. 5.67) was deduced for two degrees of freedom per each node, a cosine and a sine component of pressure and flow, and therefore the following relationships, including the element solution (Eq. 5.70), have two dof per node.

$$ \begin{bmatrix} k_{e_i}^{n_1n_1} & k_{e_i}^{n_1n_2} \\ k_{e_i}^{n_2n_1} & k_{e_i}^{n_2n_2} \end{bmatrix} \begin{bmatrix} p_{n_1} \\ p_{n_2} \end{bmatrix} = \begin{bmatrix} Q_{n_1} \\ Q_{n_2} \end{bmatrix} \quad \text{(Eq. 5.70)} $$

In order to obtain the solution of the whole tree, the individual elements are assembled globally following the methodology employed by the FEM method. At each internal node, the displacements remain constant, which is the same condition as pressure conservation, and the forces are added-up, a condition equivalent with the flow continuity. By changing the orientation of the flow vector at the inlet, for each local element, the flow entering the downstream node in the parent branch is cancelled out by the sum of the flows entering upstream nodes in the daughter branches, reducing to zero all the internal flows.

The assembly of the global stiffness matrix is illustrated in Figure 5.5 for the first three branches at the top of the tree. The values of the element’s stiffness matrix corresponding to an internal node add up, whereas the ones of the terminal and first nodes are placed into the global matrix unchanged.
Figure 5.5 Populating the global stiffness matrix with the individual element stiffness

The first bifurcation of a tree, with the parent and two daughter branches, is considered in detail. The values of the element’s stiffness matrix corresponding to an internal node are added up in the global matrix, whereas the ones of the terminal and first nodes are unchanged.

Solving the system requires the specification of the known boundary conditions, followed by the appropriate partitioning of the stiffness, flow and pressure matrices. The pressure and flow matrices were divided into inlet, internal and external blocks, whereas the stiffness matrix is partitioned into 3x3 blocks (Eq. 5.71). The dimensions of each block are determined by the number of nodes and corresponding nodal degrees of freedom per node. Therefore, each block contained by $p$ and $Q$ has one column and two times (2 nodal dof) the number of afferent nodes, rows. Consequently, the latter dictate the size of the $k$-blocks.

The manipulation on the direction of flow in the element $Q_{\text{internal}}=0$, reduced the number of unknowns. Specifying any two boundary conditions is sufficient to solve the linear system of equations.

\[
\begin{bmatrix}
  k_{aa} & k_{ab} & k_{ac} \\
  k_{ba} & k_{bb} & k_{bc} \\
  k_{ca} & k_{cb} & k_{cc}
\end{bmatrix}
\begin{bmatrix}
  p_{\text{inlet}} \\
  p_{\text{internal}} \\
  p_{\text{outlet}}
\end{bmatrix} =
\begin{bmatrix}
  -Q_{\text{inlet}} \\
  Q_{\text{internal}} \\
  Q_{\text{outlet}}
\end{bmatrix} =
\begin{bmatrix}
  -Q_{\text{inlet}} \\
  0 \\
  Q_{\text{outlet}}
\end{bmatrix}
\]

(Eq. 5.71)
Inlet boundary conditions

The zero pressure outlet boundary condition eliminates all the terms containing $P_{\text{external}}$ and simplifies the system’s equations. Equations (Eq. 5.72) and (Eq. 5.74) correspond to an inlet pressure boundary conditions, whereas, for an inlet flow boundary condition equations (Eq. 5.73) and (Eq. 5.74) are applied.

a) Inlet pressure

$$\{Q_{\text{inlet}}\} = -([k_{aa}] + [k_{ab}][k_{bb}]^{-1}[-k_{ba}])\{P_{\text{inlet}}\} \quad \text{(Eq. 5.72)}$$

b) Inlet flow

$$\{P_{\text{inlet}}\} = -((([k_{aa}] + [k_{ab}][k_{bb}]^{-1}[-k_{ba}]))^{-1}\{Q_{\text{inlet}}\}$$

$$\{P_{\text{internal}}\} = [k_{bb}]^{-1}[-k_{ba}]\{P_{\text{inlet}}\} \quad \text{(Eq. 5.73)}$$

$$\{Q_{\text{external}}\} = [k_{bc}]\{P_{\text{inlet}}\} + [k_{bb}]\{P_{\text{internal}}\} \quad \text{(Eq. 5.74)}$$

Steady component

As stated in the introduction to this chapter, for the quantification of the reflected wave power the oscillatory solution is sufficient. However, the computation of the DC component is briefly outlined in order to demonstrate that the proposed method benefits from the same features as the recursive impedance method, returning identical results.

Using the relationships given by the Poiseuille resistance (Eq. 5.24) and flow (Eq. 5.25), and the condition that the steady state flow component is constant at the two nodes of a vascular element, FEM solution can be formulated as (Eq. 5.75).

$$\frac{1}{R_{dc}}\begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}\begin{Bmatrix} P_{dc1} \\ P_{dc2} \end{Bmatrix} = \begin{Bmatrix} Q_{dc1} \\ Q_{dc2} \end{Bmatrix} \quad \text{(Eq. 5.75)}$$

$$F_{dc} = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{(Eq. 5.76)}$$

Pre-multiplying the left-hand-side of (Eq. 5.75) by the matrix $F_{dc}$, the sign of the flow entering the top node is changed and the global linear system can be assembled and solved using the same methods as implemented for the oscillatory components.

The above equations describe the formulation of the branching tree transmission characterisation in terms of nodal degrees of freedom. For a typical tree representing the pulmonary arterial network with a root diameter of 4 cm, a terminal diameter of 0.5 mm, bifurcations ratios of $\beta_1=0.8$ and $\beta_2=0.6$ the number of branches is 131932, and the whole
system has 263864 degrees of freedom. Similar values for the branching ratios were used [44], [45] to represent the asymmetric character of the pulmonary arterial tree. Although the root radius used in these studies is slightly smaller than the above proposed 2 cm (since the used structured trees were attached to the main pulmonary arteries modelled non-linearly) their minimum radius reaches values down to 0.05 mm.

Even taking advantage of the sparsity of the stiffness matrix, the storage and computational requirements for solution of the system of equations remains very challenging. However, in order to understand how far this technique can ‘see’ (as one of the direct applications described in this chapter), it is important to be able to implement trees of comparable size with the ones previously documented.

The following section explains the concept and implementation of the Superelement FEM approach, which by taking advantage of the tree self-similarities, significantly reduces the computation time.

**Superelement**

A superelement is defined as an ensemble of multiple finite elements which can form an independent structure and can be regarded as a single element [169]. The concept is frequently used in the aerospace engineering. The structural analysis of the main components of an aircraft can be performed independently, in parallel by different specialist teams. Moreover, due to the often encountered symmetric components, the workload can be reduced by solving the self-similar structures only once.

The fundamentals of the method consist in condensing the interior degrees of freedom of the superelement to boundary freedoms in order to reduce the size of the problem. The interior degrees of freedom are defined at the nodes which do not interact with any elements of the main structure.

The Superelement method is implemented by dividing the ensemble corresponding to a tree generated with the $r_0$, $\beta_1$, $\beta_2$ and $r_{\text{min}}$ parameters into a main domain with attached sub-trees. The main domain is defined in such way that the last generation $g_m$, has a complete number of terminal branches. All the branches attached to the terminal node of the main domain belong to the first branch of a sub-tree and the terminal nodes of the main domain represent the root nodes of the sub-trees. Each sub-tree is the equivalent of a super-element and the interior degrees of freedom of the Superelement (found at the terminal and internal nodes of the sub-tree) are condensed to the boundary freedoms (the root node of the subtree).
Figure 5.6 shows an example of a branching tree separated into a main subdomain and Superelement structures (dotted marking).

The workflow implemented to solve the pulmonary arterial tree using the FEM Superelement approach can be summarised in six steps as following.

1. **Generate a small tree (TREE\textsubscript{small}) with the depth given by the number of generations, \( g_s \).**

   In order to set the limit between the main domain and the sub-trees, a small tree, of \( g_s \) number of generations is firstly implemented. Generation \( g_s \) of TREE\textsubscript{small} has a complete number of branches, equal to \( 2^{g_s} \) and is one higher than the number of generations of the main domain (\( g_s = g_m + 1 \)).

2. **Cut the last generation of branches of TREE\textsubscript{small}**
The main domain is obtained by cutting all the branches included in the \( g_s \)th generation. Subsequent, all the \( 2^{g_s} \) number of terminal branches became the root radii of the attached sub-trees. Due to the fractal character of the tree, only \( g_s + 1 \) of the \( 2^{g_s} \) radii are distinct and therefore the number of sub-tree required to be computed is significantly reduced. Choosing the root radius of each superelements to be equal to the terminal radii of \( \text{TREE}_{\text{small}} \), denotes that a sub-tree of minimum 1 element, always exists attached to the main domain.

3. Condensation of the interior degrees of freedom

The interior degrees of freedom of each superelement are condensed to the boundary. In Figure 5.6 the interior dof correspond to the nodes are marked in blue, whereas the boundary dof correspond to the nodes marked in red.

Each superelement is described by a system of linear equations given by (Eq. 5.77) for a one-element sub-tree, and (Eq. 5.80) respectively for higher order trees.

\[
\begin{bmatrix}
  k_{aa}^s & k_{ab}^s & k_{bb}^s \\
  k_{ba}^s & k_{ab}^s & k_{bc}^s \\
  k_{ca}^s & k_{cb}^s & k_{cc}^s
\end{bmatrix}
\begin{bmatrix}
p_{\text{boundary}}^s \\
p_{\text{interior}}^s
\end{bmatrix}
= \begin{bmatrix}
  -Q_{\text{boundary}}^s \\
  Q_{\text{interior}}^s
\end{bmatrix}
\]  

(Eq. 5.77)

\[
\begin{bmatrix}
  k_{aa}^s & k_{ab}^s & k_{ac}^s & k_{bc}^s & k_{cc}^s \\
  k_{ba}^s & k_{bb}^s & k_{ab}^s & k_{bc}^s & k_{bc}^s \\
  k_{ca}^s & k_{cb}^s & k_{ab}^s & k_{bc}^s & k_{cc}^s
\end{bmatrix}
\begin{bmatrix}
p_{\text{boundary}}^s \\
p_{\text{interior}_1}^s \\
p_{\text{interior}_2}^s
\end{bmatrix}
= \begin{bmatrix}
  -Q_{\text{boundary}}^s \\
  0 \\
  Q_{\text{interior}}^s
\end{bmatrix}
\]  

(Eq. 5.78)

By applying zero pressure at the terminal nodes (\( p_{\text{interior}_a}^s = 0 \)), the condensed equations describing the pressure-flow relationship at the boundary nodes are given by (Eq. 5.79) and (Eq. 5.80) for one and multiple element trees, respectively.

\[
[k_{aa}^s]p_{\text{boundary}}^s = \{-Q_{\text{boundary}}^s\}
\]  

(Eq. 5.79)

\[
([k_{aa}^s] + [k_{ab}^s][k_{bb}^s]^{-1}[-k_{ba}^s])p_{\text{boundary}}^s = \{-Q_{\text{boundary}}^s\}
\]  

(Eq. 5.80)

4. Assemble the global stiffness matrix with the condensed boundaries

The global stiffness matrix is assembled as shown in Figure 5.5 and described for a branching tree without attached superelements. The major difference consists in populating the cells corresponding to the terminal nodes of the main domain. The boundary stiffness matrices of the two emerging sub-trees are added to each of the main domain terminal nodes.

5. Solve the main domain upon condensation and recover the superelement solution
Upon condensation, according to the implemented inlet boundary conditions, the linear system corresponding to the main domain with condensed boundaries is solved for the inlet solution and internal pressure distribution. Then the pressure solution computed for the terminal nodes of the main domain is applied as the input pressure for each of the subtrees, allowing for the recovery of all internal pressures and external flow solutions.

RESULTS AND DISCUSSION

A direct application of the proposed model is to answer the question: “how deep the technique can see?”. It is important to understand where the quantified reflections are coming from and whether the technique identifies distal or proximal disease. Due to effects such as wave attenuation and wave trapping [71] it seems likely that the strongest detected signal will arrive from the vessels closer to the reflection site. Results obtained from branching tree models, using the geometrical structure proposed initially by Olufsen et al. [167], have been shown to depend on the minimum vessel radius modelled. Cousin et al. [90], showed that the pressure waveform recovered at the top of the tree depends on the value of the minimum radius. One of the main factors influencing the amplitude of the waveform is the direct current (dc) component: the deeper the tree, the higher the value of the resistance in terms of the zero frequency component. Only the harmonic components of the signal are influenced by the wave attenuation effects, while the zero frequency component only adds to the composite harmonic signal.

In order to test this hypothesis, a branching tree defined geometrically in terms of the daughter to parent ratio, vessel length, root and minimum radius, was solved using the Superlement approach. Measured MRI flow from a healthy volunteer was applied for the inlet boundary condition, while zero pressure was specified at the outlet of the domain. Two hundred ten branching trees were solved with minimum radius varying from 0.08 mm to 19 mm. All other parameters were kept constant, parent to daughter ratio ($\beta_1=0.8$ and $\beta_2=0.6$), vessel length ($\lambda_1=15$) and root radius ($r_{\text{root}}=20$ mm). The $W_b/W_{\text{tot}}$ metric was computed at the inlet of the domain under both viscous and inviscid conditions.

The results with inviscid conditions demonstrated that 50% of the wave power measured at the inlet was contained in the backward wave, independent of the tree depth. More precisely, for an inviscid system as defined here, it makes no difference where the geometrical limit of tree is defined (how deep the tree is), as the wave is totally reflected.
The results of the viscous system, displayed in Figure 5.7 show the amount of power in the backward wave at the root of the tree and the first two branching daughters. For a large minimum radius (>10 mm), 46% of the power is contained in the backward wave, suggesting that the viscous medium attenuates approximately 0.04% of the backward wave. A rapid decay of the $W_b/W_{tot}$ parameter can be noticed for trees with a minimum radius smaller than 4 mm. The ratio of the backward to total wave power reaches 1% for a minimum radius of 0.4 mm. Although not displayed on the graph, an increase in $W_b/W_{tot}$, which oscillates between 1% and 9%, was noticed for trees with $r_{min}$ between 0.02 mm and 0.3 mm. Due to the very small values of the $W_b/W_{tot}$ metric for $r_{min}=0.4$, it is likely that this increase and oscillations noticed beyond the 0.4 mm minimum radius are generated artificially, representing a numerical effect rather than the real behaviour of the system.

These results show that the minimum radius and implicitly the depth of the tree influence the results at the top tree in terms of the wave power content. The graph in Figure 5.7 shows that the waves are rapidly attenuated, reaching a minimum of 1% reflected wave at the inlet of the system. In order to understand how deep the technique can see, the tree was diseased one generation at a time, while keeping the other generations unchanged. For the asymmetric tree with $r_{min}=0.4$ mm, the radius of the original tree was reduced by 25%, 50% and 75% at each generation. The depth of the tree was 18 generations 11 of which have a complete number of branches. For a generation $g_z$, a complete number of branches is equal to $2^{(g_z-1)}$. A symmetric tree will have complete number of branches at each generation, whereas this property is not characteristic for an asymmetric structure, due to the different parent-daughter radius ratios. For the above implemented asymmetric tree, the number of branches contained at each generation, $g_z$ after generation 11, is smaller than $2^{(g_z-1)}$ and decreases to only 756 branches at generation 15 (instead of $2^{14}$), 212 at generation 16, 32 at generation 17 and 30 at generation 18.
The effect of reducing the radius at a generation at the time, on the inlet measured $W_b/W_{tot}$

A reduction of the vessel radius of 25% (red), 50% (blue) and 75% (cyan) was applied one generation at a time. Generation zero represents the $W_b/W_{tot}$ value computed for the undiseased tree.

Figure 5.7 shows the results following the reduction of the vessel radius by 25%, 50% and 75% from the original tree. Generation zero in the figure corresponds to the $W_b/W_{tot}$ measured in the un-modified tree. It can be noticed that the amount of reflections sensed by the system upon altering the first branch (Generation 1) is 44% in the case of a 75% occlusion, 27% for a 50% occlusion and 0.08 for a 25% vessel occlusion. The signal decays when the radius constriction is applied further down the tree, reaching a plateau region after the 5th generation, for all the levels of radius reduction applied. After the 11th generation, the last generation with a complete number of branches, the signal decays even more, to 1%, value also computed at the root of the original tree. This further reduction can be readily attributed to the reduced number of branches forming the last generations. Between generations 5 and 11, the number of branches grows exponentially ($2^{g-1}$). However, the value of the $W_b/W_{tot}$ parameter measured at the inlet shows only small oscillations around plateau values, for all three degrees of constriction. This suggests that given the case simulated here, of a generation with the radius of all branches reduced, although the number of branches from a ‘complete’ generation influences the $W_b/W_{tot}$ measured at the inlet (seen in the oscillations...
around the plateau values), this influence is small. By the time the backward waves arrive at the inlet of the domain, viscosity and wave trapping effects are reducing their amplitude, and the signal coming from distal generations (with more branches) has the same value of the signal coming from more proximal generations. The only difference in the amount of reflections sensed in these systems can be noticed for the very proximal generations (1 to 4). However it is difficult to state using this model where exactly and how severe this proximal ‘disease’ is. As shown in Figure 5.8, a 50% radius reduction applied at generation 2 (left and right pulmonary arteries) will return the same $W_b/W_{tot}$ value as for a 75% reduction applied at generation 4. Similarly, a 25% constriction applied on the main pulmonary artery (generation 1) returns the same $W_b/W_{tot}$ value as a 50% reduction applied to generation 3.

Between generation 12 and 18, the number of branches per generation does not grow with the same exponential law as for the previous ones. Moreover, towards generation 15 the number of branches is small comparing to the upper generations (13, 14). The viscosity and wave trapping effects and the reduced number of branches per generation (incomplete) lead to insignificant backward energy contented being sensed at the inlet of the domain.

In Chapter 3, average values of 11-13% were identified for the $W_b/W_{tot}$ metric in the healthy volunteers (HV) group, while more than 40% was identified for the severe PH patient group, after solving a 1D system of an elastic tube, with flow and pressure prescribed at the inlet of the domain. The 40% backward energy previously quantified for the PH patients can be attributed to an accumulation of reflections from multiple diseased branches, and not only from a single location as simulated here.

There is a large difference between the computed reflected wave in the HV group (assumed to be an efficient system) and the 1% reflection calculated for the asymmetric branching tree discussed in this chapter. This difference can be readily attributed to the simplifications assumed for the branching tree. In reality, the amount of reflections returned at the periphery is produced not only by the bifurcation reflection coefficients (included in this model), but also due to tapering, narrowing of the vessels and other types of impedance mismatch present even in the most efficient system. In spite of the differences between the $W_b/W_{tot}$ values calculated for the asymmetric tree without disease and the 1D model of a tube from Chapter 3, the system implemented here has value in showing that the signal quantified at the inlet might come from proximity. Although the $W_b/W_{tot}$ metric alone cannot make the distinction between a mild constriction applied at the 1st or 2nd generation and a
more severe one applied at the 3rd or 4th generation, a detailed analysis of the individual frequency components might bring further insights on the disease location.

Additionally, further work is required to design a spatial distribution of disease that could simulate different PH conditions not affecting an entire generation of branches, but being distributed across the depth of the tree, in order to clearly understand if the technique is suitable for differentiating between PH sub-groups.

**SUMMARY AND CONCLUSIONS**

Wave reflection quantification from a simple 1D model of a straight elastic tube showed the best individual PH accuracy within all the analysed metrics in Chapter 4. Additionally, as discussed in Chapter 3, the metric showed statistically significant results in separating healthy volunteers from patients with stratified PH. Further investigations, quantifying the changes in the transmitted and reflected energy at different branch generations are desirable for understanding the pulmonary circulation in depth.

A new method for solving 1D vascular systems in the frequency domain has been proposed and described in this chapter. The method provides an alternative approach to the recursive impedance method implemented by several authors [171], [172] for solving the flow and pressure distribution along the systemic arterial circulation or as a boundary condition [167], [44], [45], [89] to represent the distal vasculature of a 1D pulmonary domain solved numerically. The primary advantage of the developed method is that it represents the system in an intuitive way from the perspective of the analysis of wave transmission, and immediately yields the reflection characterisation that is central to the work presented in this thesis.

A short section of the chapter was dedicated to briefly describe the implementation of the recursive impedance approach since it was used as ‘validation’ for the new method. The results evaluated at the inlet of the domain, in terms of the flow waveform computed from outlet pressure boundary conditions are identical for both methods.

Pulmonary trees are large structures and their explicit representation can be computationally challenging. The proposed method, based on a FEM approach, was implemented on an asymmetric pulmonary arterial tree defined based on parent-to-daughter radius ratio and vessel’s radius to length rules as implemented by [44]. A structural engineering approach, the Superelement, was used to reduce the size of the problem by taking into account the self-similar structures characteristics to fractal-like geometries.
One of the applications proposed in this chapter that uses the Superelement method is identifying how deep the system can see. Following the running of the method on two hundred ten trees with different minimum radius values, it has been shown that for a viscous system the strongest signal comes from the vessels closer to the measuring point. The backward waves quantified at the inlet decreased with the depth of the tree, reaching a minimum of 1% reflection for a 0.4 mm minimum radius.

In order to understand at which point the reflections are lost in noise and the disease cannot be detected, the vessels’ radii of an asymmetric tree were constricted by 25%, 50% and 75% respectively, one generation at a time. While the ‘disease’ applied at the first generation was immediately identified, it rapidly decayed, reaching a plateau after the 5th generation, suggesting that proximal diseases are more likely to be identified by these systems than distal ones.

Patient specific geometries can be provided to the model by tuning existing morphometric data to match the input measurements as previously shown by [89]. With the support of realistic geometries and patient specific input data, the proposed FEM based method can be applied for simulating a disease spectrum distribution, not only full-generation induced disease, that could help in differentiation of PH sub-groups.
Conclusions, Limitations and Future Work

The research conducted during the PhD and outlined in this thesis has a translational character, focusing on the non-invasive characterisation of the pulmonary circulation in healthy and patients with pulmonary hypertension.

The condition, defined by increased mean pulmonary arterial hypertension over the threshold of 25 mmHg, is currently diagnosed using right heart catheterisation. As for any invasive procedure, RHC is associated with a series of risks [6], [7]. Although if performed in specialist centres the fatal outcome is minimised [8], finding alternative, non-invasive means to diagnose PH is highly desirable.

The research was driven by the primary hypothesis that the physiological status of the pulmonary circulation can be inferred using solely non-invasive flow and anatomy measurements of the pulmonary arteries measured by MRI and interpreted by simple computational models.
The aim was to implement a series of computational 0D and 1D models, taking their inputs from MRI measurements, and to evaluate their potential to support the non-invasive diagnosis and monitoring of pulmonary hypertension.

As outlined in Chapter 1, electrical analogue and wave transmission theory based models are extensively described in the literature and their clinical applications on humans is reviewed. However, the majority of the studies that showed potential in distinguishing between normotensive and patients with PH took their input data from invasive RHC pressure measurements. Therefore developing and evaluating non-invasive diagnostic methods for PH represented the main challenge of the thesis.

CONCLUSIONS AND LIMITATIONS

The implementation and clinical testing of two mathematical models, a three element Windkessel model and a 1D model of an axisymmetric straight elastic tube for wave reflections, in healthy volunteers, normotensive and patients with PH represents the central part of the thesis.

The first step in building up towards clinically relevant results was implementing a workflow for processing MRI images of the pulmonary arteries in order to supply the mathematical models with personalised, patient specific, measurements. A MATLAB GUI was designed to semi-automatically segment the pulmonary arteries using a registration-based-segmentation process developed based on the Sheffield University Image Registration Toolkit (ShIRT) [108]. Three different approaches dictated by the choice of the fixed image in the registration process were implemented to quantify the area and the flow passing through the vessels’ cross-sections during the entire cardiac cycle.

In order to provide simultaneous measurements of flow and pressure (radius), two spatially and temporally co-registered MRI sequences, phase contrast (PC) and balanced steady state free precession (bSSFP), were used to acquire images of the pulmonary arteries. In the first instance the semi-automatic approaches were tested on a healthy volunteer on a data set consisting of all three pulmonary arteries: main, right and left, in order to establish the segmentation methodology of the clinical study.

Three operators, with different levels of experience in segmenting medical images processed each set of images both manually and using the proposed semi-automatic approaches for testing inter-operator variability of each method. One operator segmented the arteries three times for testing the intra-operator variability. The semi-automatic segmentations were
CONCLUSIONS, LIMITATIONS & FUTURE WORK

comparable with the manually obtained ones in terms of waveform shape and relative area change. However, based on the two criteria employed to test the results, efficiency and reproducibility, the manual segmentation was less efficient, being five times slower, and less reproducible, with a higher slice-by-slice coefficient of variation. A limitation of the analysis performed in Chapter 2 is comparing the segmentation results against the ground truth. Although the manual segmentation is considered the gold standard in the domain, it does not necessarily mean it outputs the true area of the segmented object. A scan on a phantom object of known area can indicate the accuracy of the segmentation process. Yet, the main objective in quantifying the area of the pulmonary arteries was to provide realistic, fast and reproducible anatomy and flow measurements to the mathematical models and not to quantify the area in an absolute sense. The last results of Chapter 2 emphasised that although the resulting area waveforms showed a consistent inter-operator bias, it had minimum influence on the computed flow waveforms and was reduced by a factor of two on the derived pressure surrogates. These findings were taken forward in Chapter 3, by testing the intra and inter-operator variability on the mathematical models’ outputs, and confirmed that variability of the results was within the acceptable limits.

The core clinical study of the thesis was employed on an 80 subject cohort divided into healthy volunteers, normotensive clinical patients and patients with mild and severe PH. Datasets of PC and bSSFP images of the main pulmonary artery were semi-automatically segmented based on Chapter 2 pre-established image processing protocol, and passed to an \( R_C R_D \) Windkessel model and a 1D model of wave reflections. The mathematical models were solved and the electrical parameters, \( R_C, C, R_D \), and the ratio of the backward to total wave power, \( W_b/W_{tot} \), tested for statistical significance difference between the subject groups.

A major challenge in solving the 0D models is finding the appropriate combination of electrical parameters that will satisfy the input pressure-flow relationship. A two-step optimisation process, which minimises the differences between the measured and computed pressure signal, was designed to reduce operator’s role and to be readily implemented to circuits of multiple variables. The procedure was limited by the quality of area and flow waveforms obtained in a number of subjects, which could justify the presence of outliers. Although some of the 0D results were unsatisfactory due to high RMS fitting values, overall, they were in close agreement to the previously reported results computed on the basis of invasive measurements. The distal vascular resistance, \( R_D \), and total vascular compliance, \( C \), showed significant statistical differences between several of the analysed groups.
The ratio of the backward to total wave power, \( W_b/W_{tot} \), computed from the decomposition of the pressure wave into its forward and backward components at each harmonic, accentuated the great potential wave reflection analysis has in describing the efficiency of pulmonary system in health and disease. On average, more than 40% of the total power was contained in the backward wave measured in patients with PH, whereas less than 20% was characteristic to the healthy volunteers group.

One of the major limitations in developing the 0D and 1D model is the use of a substitute measurement derived MPA images to replace the time varying pressure data required for solving the models. A pressure-radius relationship, taking into account the elastic properties of the wall, derived on literature and own RHC data was prescribed as a surrogate. The mean, systolic and diastolic computed pressures were following the trend of the invasively measured ones but they were different in absolute value. Although the surrogate pressure model cannot be used to predict the true mPAP value and should not be considered for diagnosis purposes on its own, the underlying equations describing the fluid mechanics remain the same regardless of the variable substitution.

Chapter 3 described the methods and challenges for obtaining robust, reliable and clinically meaningful results from solving the two proposed mathematical models, while Chapter 4 established a method to directly translate the computational metrics into clinic. The increased interest for non-invasive PH diagnosis led to the development of metrics calculated directly from the MRI images. The performance of the computationally based metrics (\( R_d, C \) and \( W_b/W_{tot} \)), quantified as sensitivity, specificity and misclassification error, was compared against image based metrics calculated in our group. Individually, no metric was an excellent discriminant. The best performance of all analysed metrics, tested with a data driven criterion (maximisation of Youden index), was shown by the \( W_b/W_{tot} \) parameter developed in this thesis. The metric discriminated between normotensive and patients with PH with an accuracy of 75%, 68% sensitivity and 100% specificity.

The combination of computational and image-based metrics into a decision support classification algorithm classified has shown high classification accuracy (92%). Moreover, all of the subjects who were misclassified by the developed process had mPAP between 21-30 mmHg, which as discussed in Chapter 4, represents the area of clinical uncertainty. Combining PH metrics derived computationally and from images alone into classification algorithms maximised the effectiveness of the MR technique for the non-invasive detection and monitoring of PH. The main limitation of the study is the lack of separate train, test and
validation cohorts. To overcome the reduced number of subjects in the study, the results were validated using leave-one-out cross-validation method. Extending the number of patients and dividing them accordingly for a robust validation is desirable.

The simple 1D analysis, quantifying the wave reflections at the inlet of a straight elastic tube, showed in Chapter 3 statistically significant differences between healthy volunteers, normotensive and patients with stratified PH. Moreover, the $W_b/W_{tot}$ metric displayed in Chapter 4 the highest individual accuracy of all analysed metrics. The results inspired new research questions regarding the potential of wave reflection quantification in healthy and diseased pulmonary systems emerging from a global analysis. Chapter 5 proposed a method for quantifying the amount of backward energy transmitted proximally at any location within the branching 1D pulmonary arterial tree.

The newly proposed method was used to solve a 1D linear systems in the frequency domain based on an efficient Finite Element Method (FEM) approach and to quantify the amount of energy reflected and transmitted across each bifurcation. One of the direct applications of the method was testing how deep the technique can ‘see’. For an asymmetric branching tree with a zero pressure outlet condition the depth of the tree has no influence on the reflections quantified at the inlet in the inviscid case. In the viscous case the results showed that after 11 full generations, the amount of backward energy at the inlet was reduced to 1%. By reducing the radius of an entire generation of branches by a different percentage, it was observed that the $W_b/W_{tot}$ value reaches a plateau region after the 5th generation. These findings confirm the intuitive suggestion that proximal disease is more likely to be identified in these systems.

However, the backward energy content in pulmonary arterial systems is more likely to be an accumulation of reflections coming from multiple diseased generations. Therefore by applying a disease spectrum affecting several generations further insights into non-invasive PH sub-group classification can be obtained. Other potential clinical applications and limitations of the newly proposed method are further discussed in the Future Work section.
FUTURE WORK

The translational research carried out during the PhD outlined the potential of mathematical models integrated with existing non-invasive clinical tools. The results obtained from integrating computationally derived metrics, which showed good discriminative character alone, with other existing clinical metrics into machine learning algorithms indicated that need of invasive PH diagnosis might be reduced.

Further developments of the non-invasive PH diagnosis application can be however implemented: introducing an automatic segmentation option into the segmentation GUI to further reduce operator input and limit the image processing time, improve the robustness and accuracy of computing the 0D electrical parameters, extend the number of non-invasive metrics used in the classification algorithm and replace the naïve parameter selection with a more robust feature selection algorithm. Additionally, extend the size of the cohort and use different subsets for training, testing and validation to increase the robustness of the results. Further analysis is also desirable on patients with mPAP close to the clinical diagnosis threshold for increasing classifier’s accuracy.

Although an important step towards minimising RHC interventions has been made, the procedure remains essential for establishing the PH sub-group the patient belongs to, and for the response to treatment assessment. The selected machine learning classifier has the advantage that it can be applied to multiple classes. The classifier can be tested on an extended cohort of a homogenous population of PH patients for attributing them to the corresponding PH sub-group. The tests performed in Chapter 3 emphasised that wave reflections metric $W_b/W_{tot}$ showed significant statistical differences between the healthy volunteers and clinical patients with no PH. On the other hand, the classification algorithm misclassified some patients in the area of clinical uncertainty. Age matched volunteers should be considered for further clinical analysis. The changes in the pulmonary vascular resistance (PVR) occurring after commencement of medication for pulmonary arterial hypertension (PAH) are used as an indicator of treatment response, and RHC follow-up interventions can be as often as every twelve weeks [25]. Perhaps one of the most attractive applications of the 0D and 1D model parameters will be in the assessment of patients at follow-up to reduce the need for repeated invasive interventions.

Different PH heterogeneities can be mimicked by modifying the structural and elastic parameters of a 1D pulmonary tree structure [44], [45]. Qureshi and Hill [46] showed increased wave reflections associated with the hypothetical representations of these
conditions in a branching tree model. The method detailed in Chapter 5 might be applied, with realistic geometry and tuned to match patient specific measurements, to quantify wave reflection at any location along the branching tree, with the potential to differentiate between different PH phenotypes. Moreover, the temporal flow and pressure signals and the resulting wave reflection quantification at different locations in the tree might be used to localise the disease.

A more complex characterisation of the haemodynamics, which can fully resolve the fluid dynamics equations and overcome the limitations introduced by the 1D linearization, is thought to be given by the 3D computational models. Although running CFD analysis is one of the ongoing trends in the translational/clinical research it is not straight-forward. It is highly dependent on both the geometry of the vessel and the boundary conditions. In terms of the pulmonary vasculature dynamics simulation, the challenge will be to define the outlet boundary conditions. There are novel highly accelerated 4D phase contrast pulse sequences that provide simultaneous measurement of blood flow and vessel wall motion. Based on this type of measurement, Windkessel parameters might be tuned in first instance, by using the methods described in the thesis for providing personalised boundary conditions. More realistic personal boundary conditions, able to represent wave behaviour can be applied by tuning the geometry of a structured tree solved with the newly proposed FEM ‘like’ method.

**FINAL THOUGHTS**

Finding alternative, non-invasive diagnostic and follow-up assessment methods in pulmonary hypertension is highly desirable in order to minimise the risks associated with the right heart catheterisation (RHC) procedure.

The diagnostic protocols, including the analysis work flow, developed and reported in this PhD thesis can be integrated into the clinical process, with the potential to reduce the need for RHC by maximising the use of available MRI data.
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