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Abstract

We present a new method for enumeration of rooted constellations and other objects these can represent, specifically rooted hypermaps and maps. We derive a closed-form generating function enumerating rooted hypermaps with one face and a fixed number of darts, partitioned by number of edges, and vertices. We derive an algorithmic procedure for calculating generating functions enumerating all rooted hypermaps for fixed number of darts, partitioning by number of edges, vertices and faces, as well as an analogous procedure for enumerating rooted maps for fixed edge count. We also look at the enumeration problem for general rooted constellations, but do not calculate generating functions. Using these results we find recursion relations for calculating the total number of rooted hypermaps, maps and constellations of any given degree.

This method is based on matrix integration tools originally developed in the study of bipartite quantum systems, specifically in calculating mean properties of their subsystems, where the averaging is over all possible pure states of the overall system. We present this work first, studying the mean von Neumann entropy of entanglement between the quantum system’s two subsystems. We look at an unproven entropy approximation proposed by Lubkin (1978), derived from an infinite series expansion of the entropy which was not known to be convergent. We prove that this series is convergent if and only if the subsystem being studied is of dimension two, by deriving closed-form expressions for the series terms and finding their limiting behaviour. In light of this we examine the validity of Lubkin’s approximation rigorously, confirming the limit in which it is valid, but deriving a more accurate approximation in the process.
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Part I

Introduction
Chapter 1

Quantum theory and enumeration

Over the years a number of interesting, sometimes surprising, mathematical results have been obtained through the discovery of overlaps between otherwise disconnected fields of mathematics, and one context in which this is particularly the case is the use of combinatorics in quantum theory. A good example of this is the well-known Feynman diagram method for modelling particle interactions in the Standard Model and other related models [33, 14, 13, 25].

This example nicely demonstrates the reason why this link exists. When quantum particles meet, e.g. in a particle accelerator, the likelihood of them interacting is given by a scattering amplitude, a function of the particles’ momenta, which is expressed as a Gaussian-weighted integral. In general these integrals cannot be solved exactly, but they can be expanded as an infinite series where each of the terms is a simpler Gaussian integral. Without going into the technical details of actual quantum scattering amplitudes, a simple example of this principle is the integral

$$\int_0^\infty e^{-x^2 + kx} dx = \sum_{n=0}^\infty \frac{k^n}{n!} \int_0^\infty x^n e^{-x^2} dx = \sum_{n=0}^\infty \frac{\Gamma[(n+1)/2]}{2^n n!} k^n,$$

where

$$\Gamma[(n+1)/2] = \begin{cases} 
\frac{(n-1)/2)!}{\sqrt{\pi} (n-1)!!} & n \text{ even} \\
\frac{(n-1)/2)!}{\sqrt{\pi} n!} & n \text{ odd}
\end{cases}.$$

So, apart from the linear dependence of every other term on $\sqrt{\pi}$ (which we can calculate numerically to high accuracy), we can evaluate all of the terms in this series exactly in finite time, despite the original integral having no closed-form solution\footnote{Note that the lower bound of integration is zero. The integral would have a much simpler solution if the integral were unbounded in both directions.}. This is useful in the numerical calculation of scattering amplitudes, as it allows for approximations of true amplitudes to be found by taking truncations of these series expansions.

Feynman diagrams then enter into the problem because each term in such a series turns out to have a direct correspondence to a combinatorial diagram. These diagrams
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all satisfy a well-defined set of rules governing their construction, and their properties are determined by the nature of the interaction being modelled. As the correspondence between series term and diagram is one-to-one, the task of generating the list of terms in the series expansion is equivalent to the task of constructing all valid diagrams with the required properties. From these diagrams the series terms can then be reconstructed and summed together.

Feynman diagrams in particular also have the useful property that they can be interpreted physically as representing classical trajectories of interacting particles. This leads to the now-common interpretation of quantum interactions as an average over all possible classical interactions matching the observed outcome.

What is less often studied, however, is the reverse of this sort of connection. Combinatorics can be used to calculate approximate results in quantum theory, but at the same time tools from quantum theory can in some cases be used to derive results in combinatorics. What’s more, these results are often \textit{exact}, not approximate.

This is particularly the case in enumerative combinatorics, where for instance quantum procedures have been used to enumerate maps \cite{39}. The parallel between the two problems is clear, again as demonstrated by the Feynman diagram problem. Combinatorial enumeration involves summing over all possible objects (e.g. maps) with a specified set of properties (e.g. a given number of edges), while computation of scattering amplitudes involves summation over all possible classical paths with a specified initial and final condition, as represented by Feynman diagrams.

Mathematically, the reason is also clear. As has already been noted, Feynman diagrams arise from expansion of Gaussian integral expressions, while the map enumeration example also relies on Gaussian integrals \cite{39}. It is through this shared dependence on this one mathematical tool that the connection arises.

Our topic here is a new example of such a connection. Specifically we will look at matrix integrals whose forms arise in the study of finite-dimensional bipartite quantum systems, and we will show that they can be used in the enumeration of objects called \textit{rooted constellations} \cite{20}. Due to links between constellations and a number of more familiar combinatorial objects we will use this to derive results for \textit{rooted maps} and \textit{hypermaps} \cite{20} as well.

This task has many similarities with the Feynman diagram example. As was the case there we will start by computing a property of a quantum system which is defined as a mean over all possible configurations of the system. Specifically we will look at a bipartite quantum system of finite dimension, and at the mean of the \textit{von Neumann entropy of entanglement} over all possible pure states of this system. As with Feynman diagrams, the method we will use involves taking the integral which defines the mean, expanding it as an infinite series of simpler integrals, each of which we can evaluate explicitly.

Our initial motivation for studying this problem was purely quantum – we wished to know if and when this series was convergent, and if a truncation of it could be used as an approximation of the mean entropy. While we did solve this problem, showing
that the series only converged when one of the systems was two-dimensional, a much more intriguing result ended up arising from the individual series terms themselves. Each of these terms was a multi-dimensional Gaussian integral, and they evaluated to rational functions of the dimensions of the quantum subsystems. Upon closer inspection, the numerators of these rational functions turned out to be generating functions (polynomials whose coefficients are equal to counts of combinatorial objects), which enumerate rooted hypermaps with one face.

This link was discovered just by searching for other known occurrences of the same set of integers, but the process of proving the connection revealed an underlying combinatorial structure in the class of integrals we had been using, and more importantly a way in which this structure could be further exploited in other cases. Staying within the field of diagrams on two-dimensional surfaces initially, we found first that the method could be extended to all rooted hypermaps, not just those with one face, and then to rooted maps as well.

What’s more, the proofs of these facts relied on a particular representation of maps and hypermaps – the aforementioned constellations. Constellations are in a sense a purer form of combinatorial object, not dependent on any geometrical interpretation (maps are defined as graphs embedded on two-dimensional orientable surfaces, and, as a generalisation of maps, hypermaps have a similar interpretation), defined instead as sets of permutations. Constellations can be generalised significantly beyond those used to represent hypermaps, and sure enough, our matrix-integral methods can also be applied to these more general objects.

Ultimately the reason why all of these methods work lies in the fact that all these objects (hypermaps, maps) are specialised types of constellation, and conversely it is the fact that constellations find use in a number of different topics that makes these methods so versatile. It must be noted however that the power of these methods varies considerably from problem to problem, with the more specialised cases in general producing the most results. For instance, we are only able to explicitly calculate generating functions in the cases of maps and hypermaps, and not for general constellations. We are able to find some information in all cases, such as overall counts for each type of object at each degree\(^2\), but still more information remains hidden within intractable integral expressions.

Nonetheless, the generating functions we are able to calculate are themselves very powerful. Prior work exists on rooted hypermap enumeration, but this has often been restricted to specific genera of hypermap, such as planar \(^4\) and toroidal \(^5\) hypermaps. A method for generating individual rooted hypermaps has been found, allowing for them to be counted directly \(^6\) (it is from this work that we originally discovered the link), but as this relies on generating all of the hypermaps individually it cannot tell us anything about the properties of the generating functions, such as symmetries, recursions and other patterns. Our method allows for production of generating functions for any degree of rooted hypermap, and, as was the case in the

\(^2\)By *degree* we mean the number of edges in a map, and analogously the number of *darts* in a hypermap. The meaning of these terms will be given in more detail in Chapter \(^4\).
above references, the hypermaps are then partitioned by number of vertices, edges and faces. Furthermore, as well as the benefits generating functions bring in allowing for proofs of patterns and symmetries, this method is also much faster at computing counts than Walsh’s method, simply because it doesn’t require listing the individual hypermaps.

As our method arises from constellations, however, these generating functions are not partitioned by the geometric genus of the maps and hypermaps, as the above methods were. This is in fact beneficial as it means that a fundamental symmetry of the set of hypermaps (under exchange of edges, vertices and faces) becomes immediately apparent.

This is not to say that any information is lost, of course. While genus information is not naturally apparent in the resulting generating functions, the Euler characteristic formula directly links the genus of hypermaps to their edge/vertex/face counts, so this information can still easily be extracted.

Ultimately, while we will explicitly go through the derivation of a number of specific results in this thesis, for hypermaps, maps, and constellations, the main aim is to provide a demonstration of the methods themselves and how they can be adapted to suit a wide range of different enumeration problems. The hope is that these tools may then find further use in new contexts, within enumerative combinatorics and beyond.
Chapter 2

Structure of this thesis

While the primary results of this thesis are almost entirely within combinatorics, the story of their derivation is very much in two distinct parts, and this thesis is structured to reflect this.

In Part II we begin with the original quantum problem which motivated our study. This work is stand-alone, with its own aims and conclusions, and we will treat it as such. This problem, as we have briefly mentioned, is that of determining the convergence properties of an infinite series expansion for the mean von Neumann entropy of a bipartite quantum system. This question is tackled, and answered, in Chapter 6.

This work makes considerable use of matrix integration, so before we can tackle this problem, we first need to introduce the specific types of integrals we will be using, and the methods we will use to manipulate and evaluate them. After a brief introduction and summary of the quantum information concepts from which the integrals derive (Chapters 3 and 4), we look at these methods in Chapter 5. It is in these integrals that we begin to see combinatorial information appearing, so as well as looking at the integral methods required to solve the entropy problem (Section 5.2) we also briefly introduce a second method in Section 5.1 based on Gaussian integration, which we will use extensively later on to provide the connection between these integrals and combinatorial generating functions.

We then move on to combinatorial enumeration proper in Part III. We start with a fairly qualitative look at the expressions derived in Part II and describe how their relevance to combinatorics was discovered, in Chapter 8, then give a general introduction of the combinatorial concepts used throughout this part in Chapter 9 including hypermaps and constellations. This provides us with an opportunity to highlight which properties and interpretations of these various objects will be of most importance to us, setting the ground-work for the rest of the part.

We then begin our enumeration work in Chapter 10 with our simplest example, where we show that the expressions derived in Part II are in fact generating functions for enumerating rooted hypermaps with one face. It is here that we first show a definite connection between quantum theory and combinatorics by proving these functions’ nature as generating functions, and the methods introduced in the proof of
this provide the basis for proving later analogous results for rooted hypermaps, maps and constellations.

We start the process of generalising this work in Chapter 11 taking the methods from the one-face case and applying them first to rooted hypermaps with two faces in Section 11.1. Then, from here, we move straight to enumerating rooted hypermaps with any number of faces in the rest of the chapter. This generalisation introduces a number of new complexities, and we demonstrate how to overcome these and unlock the full potential of our methods. We also look at ways in which the generating functions being produced may be manipulated to extract further information, such as overall counts of rooted hypermaps of any given degree.

At this point we have most of our enumeration tools in place, so we move on to demonstrations of how to apply these tools to further problems in Chapter 12. We first look at rooted maps in Section 12.1 and the shared properties between maps and hypermaps become apparent in that the two methods and results end up resembling each other very closely. Again we find a method of computing generating functions, as well as a way of counting all rooted maps with a given number of edges.

Following from this case, which is essentially a specialisation of the hypermap method, we then move in the other direction and show how to generalise the method to all rooted constellations in Section 12.2. This is where we find ourselves furthest from our quantum starting point, and a number of the tools we have been using up to this point no longer apply, leaving us unable to compute the generating functions themselves as we have been able to before. We are still able to produce counts for the total number of rooted constellations of a given degree, however.
Part II

Random states of bipartite quantum systems
Chapter 3

Introduction

In this part we look at a question from quantum information theory, concerning entanglement in finite-dimensional bipartite quantum systems. Mathematically, a quantum system is described by a complex Hilbert space $\mathcal{H}$, with a finite-dimensional quantum system then having a Hilbert space isomorphic to $\mathbb{C}^m$ for some positive integer $m$. In these terms, a bipartite quantum system is one whose Hilbert space has some specified decomposition as a non-trivial tensor product

$$\mathcal{H} = \mathbb{C}^{m_1m_2} = \mathbb{C}^{m_1} \otimes \mathbb{C}^{m_2}. \tag{16}$$

The study of quantum systems is generally concerned with examining properties of states of these systems. A state is described by a density operator $\hat{\rho}^{12}$, a positive semidefinite Hermitian operator with unit trace acting on $\mathcal{H}$, and this operator encodes all of the physical properties of the overall system in the given state. In a bipartite system $\hat{\rho}^{12}$ describes the state of the overall system, but we can also then give density operators which just describe the states of the two subsystems; these are given by the partial traces of $\hat{\rho}^{12}$,

$$\hat{\rho}_1^{12} = \text{Tr}_{\mathbb{C}^{m_2}}[\hat{\rho}^{12}],$$

$$\hat{\rho}_2^{12} = \text{Tr}_{\mathbb{C}^{m_1}}[\hat{\rho}^{12}],$$

and are referred to as reduced density operators. Using these we can compute properties of the subsystems in isolation, just as we would use $\hat{\rho}^{12}$ to compute properties of the overall system.

We are interested in one specific subsystem property, the von Neumann entropy\footnote{As the von Neumann entropy is the only form of entropy we consider here, we will often refer to it as just the entropy for short.} which for the first subsystem is defined as

$$S_1^{12} = -\text{Tr}_{\mathbb{C}^{m_1}}[\hat{\rho}_1^{12} \ln \hat{\rho}_1^{12}].$$

We can also define the entropy $S_2^{12}$ of the second subsystem using the same formula, and in general these two entropies will have different values. However, in the cases we
will be studying here – pure states, where the associated $\hat{\rho}^{12}$ is a projection operator – the two reduced density operators have the same eigenvalue spectrum, and as a result the two entropies $S_1^{12}$ and $S_2^{12}$ are necessarily equal. This allows us to view the entropy as a property of the overall system, and we can then use it as a measure of one of the characteristic traits of quantum systems: entanglement.

Roughly speaking, entanglement describes how dependent the states of the two subsystems of the system are on each other. In a completely disentangled state the two subsystems would be independent, and $\hat{\rho}^{12}$ would just be the tensor product of $\hat{\rho}_1^{12}$ and $\hat{\rho}_2^{12}$. In more general states, however, the two subsystems’ states become intermixed, and $\hat{\rho}^{12}$ stops being separable in this way.

The von Neumann entropy is then a measure of the level of this intermixing. As we are taking $\hat{\rho}^{12}$ to be a projection operator, when there is no entanglement $\hat{\rho}_1^{12}$ and $\hat{\rho}_2^{12}$ must be projection operators as well, and the resulting entropy is zero. For entangled states the entropy has a non-zero positive value, with higher values indicating greater entanglement, up to a maximum value equal to the logarithm of the smallest of the two dimensions $m_1$ and $m_2$. A state with this entropy is said to be maximally entangled.

Our work here begins with a question raised by Lubkin [22] while studying the value of the entropy averaged over all possible pure states of a bipartite system. Unable to find an exact expression for this mean, he was attempting to find a way of approximating its value. He did so by writing a Taylor series expansion for the mean entropy (based on the Taylor expansion of the logarithm), truncating after the first few terms and evaluating it explicitly. His motivation for doing so was of course a physical one; he wanted to show that a random pure state of a large bipartite quantum system could with reasonable likelihood have subsystems with high entropy. His argument was that, although the universe we observe has very high entropy, it would be much more satisfying for the overall state of the universe to be pure, with the entropy we see resulting from entanglement with some other subsystem beyond our observation.

While this physical problem provided the original basis for Lubkin’s work, the details which we will be concerned with here are purely mathematical in nature; we wish to determine if and when Lubkin’s series expansion for the mean entropy converges. Lubkin acknowledged that he didn’t know if the series converged, and apart from some qualitative arguments to say that it would, he left the question of whether or not it did unanswered. His later conclusions are therefore based on an assumption, which we will now address. We will find the condition for the series’ convergence by finding a general closed-form expression for the series terms and looking at their asymptotic behaviour, and we will in fact find that the series only converges when one of the subsystems is two-dimensional, diverging rapidly otherwise (Theorem 6.1.1).

This is, however, a surprise, due to the fact that Lubkin’s approximation in fact compares favourably with other expressions for the mean entropy which have been found since [24] [16] [27] [30]. Given this, we will finish by comparing the relative accuracy of these various approximations, validating Lubkin’s original conclusions, but also showing that other available entropy approximations are nonetheless more accurate.
Chapter 4

Preliminaries

In this chapter we will give an overview of the basic principles of finite-dimensional quantum systems, describing the features which we will be making use of in the rest of this part and establishing various conventions of notation. We will look at the physical interpretation of such systems only in passing, and put our focus mainly on their mathematical definitions. This will be beneficial when we move on to combinatorial applications in Part III as in most of the enumeration problems we will look at there will be no meaningful physical interpretation of the expressions being used, and attempting to keep track of such things will only confuse matters.

4.1 Quantum states

A quantum system \( A \) is described mathematically by an associated Hilbert space, which we will denote \( \mathcal{H}_A \). This is a vector space, the elements of which correspond (up to scaling and phase rotation) to pure states of \( A \). We will denote these state vectors using the bra-ket notation e.g. \( |\psi\rangle \), with the corresponding Hermitian conjugate co-vector being \( \langle \psi| \). By convention vectors corresponding to physical states are normalised (i.e. satisfying \( \langle \psi|\psi\rangle = 1 \)).

Our focus here will be restricted to quantum systems of finite dimension, i.e. systems where the Hilbert space is a finite-dimensional complex vector space. For given dimension \( m \), any such Hilbert space is necessarily isomorphic to \( \mathbb{C}^m \), so without loss of generality we will equate any \( m \)-dimensional quantum system with an abstract system \( A_m \), and will denote its Hilbert space \( \mathcal{H}_m \equiv \mathbb{C}^m \). As a simple example, consider a system consisting of two q-bits, each of which can either be in a state \( |0\rangle \) or \( |1\rangle \) (or superpositions thereof). The Hilbert space associated with this system is spanned by the Bell states

\[
|\Phi^+\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle) \\
|\Phi^-\rangle = \frac{1}{\sqrt{2}}(|00\rangle - |11\rangle) \\
|\Psi^+\rangle = \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle) \\
|\Psi^-\rangle = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle),
\]

(4.1.1)

so the system is equivalent to \( A_4 \).
It is not satisfactory to represent states purely in terms of state vectors, however, for two reasons. The first relates to how observable properties of quantum states are measured: an observable $O$ is represented by a Hermitian operator $\hat{O}$, and the expectation value for a measurement of this observable for a state vector $|\psi\rangle$ is given by the inner product $\langle O \rangle_\psi = \langle \psi | \hat{O} | \psi \rangle$. Such inner products are invariant under phase rotations of the state vector, however, meaning that any two state vectors which are equivalent up to a change in phase are physically indistinguishable from each other.

Ideally, representations of quantum states should correspond uniquely to their physical states, so it is for this reason that we represent pure states instead by density operators $\hat{\rho} = |\psi\rangle\langle \psi |$, which are invariant under phase rotation of the state vector and still contain all of the same observable information through the identity $\text{Tr}[\hat{\rho} \hat{O}] = \langle \psi | \hat{O} | \psi \rangle = \langle O \rangle_\psi$.

The second reason is because a state vector can only represent pure states, and cannot represent what are called mixed states. What this means is best demonstrated in conjunction with the discussion of bipartite quantum systems, however, so we will introduce these next.

### 4.2 Bipartite systems

Consider the finite-dimensional quantum system $A_{m_1m_2}$ where $m_2 \geq m_1 \geq 2$. The Hilbert space associated with $A_{m_1m_2}$ is $\mathcal{H}_{m_1m_2} \equiv \mathbb{C}^{m_1m_2}$, which is equivalent to the tensor product space $\mathbb{C}^{m_1} \otimes \mathbb{C}^{m_2} = \mathcal{H}_{m_1} \otimes \mathcal{H}_{m_2}$. Such a system is called a bipartite quantum system i.e. a quantum system which can be decomposed into two distinct parts.

Physically this can be understood as follows: if the state vector $|\psi_1\rangle \in \mathcal{H}_{m_1}$ represents some pure state of the system $A_{m_1}$, and the state vector $|\psi_2\rangle \in \mathcal{H}_{m_2}$ represents a pure state of $A_{m_2}$, then the tensor product $|\psi\rangle = |\psi_1\rangle \otimes |\psi_2\rangle$ is a vector in $\mathcal{H}_{m_1m_2}$, and therefore represents a state of $A_{m_1m_2}$. So a bipartite quantum system can be thought of as a physical union of the two smaller systems, with a state of the overall system including the states of both subsystems.

Not all states of $A_{m_1m_2}$ can be directly decomposed into the product of states of $A_{m_1}$ and $A_{m_2}$, however. If we return to the example used in Section 4.1, the system of two q-bits is a bipartite system which can be factored into two single q-bit systems (both equivalent to $A_2$). But none of the four Bell states given in (4.1.1) can be factorised into a product of states of the two subsystems. Non-separable states like this are known as entangled states.

How do we represent the state of a subsystem in an entangled state, then? We have already said that a pure state of $A_{m_1m_2}$ may be represented by a density operator

---

1We can take $m_2 \geq m_1$ without loss of generality, as the subsystem $A_{m_1}$ will have the same characteristics whether it’s thought of as the first subsystem of $A_{m_1m_2}$ or the second subsystem of $A_{m_2m_1}$. It is therefore not important which way round the two numbers are ordered, and we choose the convention $m_2 \geq m_1$.

2We do not consider systems where either of the subsystems are one-dimensional. This is because a one-dimensional subsystem can always be trivially factored out of a superposition, only having one state it can exist in. As a result no entanglement is able to occur, so there is no reason to consider such a system as bipartite.
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acting on $\mathcal{H}_{m_1m_2}$ (which we will label $\hat{\rho}^{12}$). We can then modify this density operator to produce a new reduced density operator (RDO) which acts only on e.g. $\mathcal{H}_{m_2}$ by taking the partial trace of $\hat{\rho}^{12}$ over $\mathcal{H}_{m_2}$.

The partial trace is best understood in terms of vector bases: for the two subsystem Hilbert spaces $\mathcal{H}_{m_1}$ and $\mathcal{H}_{m_2}$, we define orthonormal bases $\{|\phi^1_1\rangle, \ldots, |\phi^1_{m_1}\rangle\}$ and $\{|\phi^2_1\rangle, \ldots, |\phi^2_{m_2}\rangle\}$. Using these, we construct an orthonormal basis set $\{|\phi^a_b\rangle \otimes |\phi^b_a\rangle : 1 \leq a \leq m_1, 1 \leq b \leq m_2\}$ spanning $\mathcal{H}_{m_1m_2}$. In terms of this basis our density operator can be written

$$\hat{\rho}^{12} = \rho^{a_1b_1a_2b_2}|\phi^a_{a_1}\rangle \langle \phi^a_{a_2}| \otimes |\phi^b_{b_1}\rangle \langle \phi^b_{b_2}|,$$

where $\rho^{a_1b_1a_2b_2}$ are complex numbers, and the convention of summation over repeated indices is used (as it will be throughout). Then, taking the trace over $\mathcal{H}_{m_2}$, we get the RDO

$$\hat{\rho}_1^{12} = \rho^{a_1b_1a_2b_2}|\phi^a_{a_1}\rangle \langle \phi^a_{a_2}|.$$

The partial trace can be applied to completely general density operators, but, as we will only be looking at cases where the bipartite system is in a pure state, we can make some simplifications. A pure state, as stated in Section 4.1, can be represented by a normalised state vector. Using the basis given above, we can write such a vector as

$$|\psi\rangle = x_{ab}|\phi^a_{a_1}\rangle \otimes |\phi^b_{b_1}\rangle,$$

where $x_{ab}$ are $m_1m_2$ complex numbers, normalised in the sense that $\bar{x}_{ab}x_{ab} = 1$ (where $\bar{x}_{ab}$ is the complex conjugate of $x_{ab}$). The density operator is once more given by $\hat{\rho}^{12} = |\psi\rangle \langle \psi|$, and if we take the partial trace we get the RDO

$$\hat{\rho}_1^{12} = x_{a_1b_1b_2}|\phi^a_{a_1}\rangle \langle \phi^a_{a_2}|.$$

So far we have only defined the RDO for the subsystem $A_{m_1}$, but we could also look at $A_{m_2}$ if we wanted to. In this case the RDO would be $\hat{\rho}_2^{12} = x_{a_2b_2a_1}|\phi^b_{b_1}\rangle \langle \phi^b_{b_2}|$. However, we will see in Section 4.2.1 that $\hat{\rho}_1^{12}$ and $\hat{\rho}_2^{12}$ always have the same spectrum of eigenvalues when $A_{m_1m_2}$ is in a pure state. All of the results we study here will depend only on the eigenvalues of the RDO, so it in fact doesn’t matter which subsystem we study as they will give the same results. By convention we will always choose to study $A_{m_1}$, with $m_1 \leq m_2$ still.

4.2.1 The Schmidt decomposition

In Section 4.2 we looked at decompositions of state vectors for a bipartite quantum system, using an arbitrary orthonormal basis. While we are free to choose any such basis to work with, some bases reveal a lot more information about the nature of the states then others. One particularly informative choice of basis is the Schmidt
decomposition \[^{12}\text{p 47}\], which in our notation can be described as follows:

**Fact 4.2.1.** For any given state vector \(|\psi\rangle\) in \(H_{m_1m_2}\) (with \(m_1 \leq m_2\)), there exist orthonormal bases \(\{|\phi^1_a\rangle, \ldots, |\phi^1_{m_1}\rangle\}\) and \(\{|\phi^2_b\rangle, \ldots, |\phi^2_{m_2}\rangle\}\) such that

\[
|\psi\rangle = \sum_{a=1}^{m_1} \sqrt{p_a} |\phi^1_a\rangle \otimes |\phi^2_a\rangle, \tag{4.2.1}
\]

where the \(\sqrt{p_a}\) are non-negative real numbers \[^{13}\].

**Proof.** We construct such a basis by first choosing the basis \(|\phi^1_a\rangle\) such that the RDO \(\hat{\rho}^{12}_1\) is diagonal (this is always possible as \(\hat{\rho}^{12}_1\) is Hermitian), and then setting \(|\phi^2_a\rangle\) to be the relative states of \(|\phi^1_a\rangle\) i.e.

\[
|\phi^2_a\rangle \propto \langle \phi^1_a | \psi \rangle_1
\]

(where \(\langle \phi^1_a | \psi \rangle_1\) represents the inner product over \(H_{m_1}\) only). We then choose the remaining \(|\phi^2_b\rangle\) for \(m_1 < a \leq m_2\) such that the entire basis is orthonormal. The coefficients \(\sqrt{p_a}\) can always be made real and non-negative because we are free to choose the relative phases of \(|\phi^1_a\rangle\) and \(|\phi^2_a\rangle\).

\(\square\)

The main consequence of the Schmidt decomposition is that the two RDOs \(\hat{\rho}^{12}_1\) and \(\hat{\rho}^{12}_2\) will always have the same eigenvalue spectrum if the overall state is pure. If we take \(\hat{\rho}^{12} = |\psi\rangle \langle \psi|\) with \(|\psi\rangle\) expressed as in (4.2.1), then

\[
\hat{\rho}^{12}_1 = \sum_{a=1}^{m_1} p_a |\phi^1_a\rangle \langle \phi^1_a|, \quad \hat{\rho}^{12}_2 = \sum_{a=1}^{m_1} p_a |\phi^2_a\rangle \langle \phi^2_a|.
\]

Each \(p_a\) is necessarily non-negative, and the normalisation of \(|\psi\rangle\) ensures that their sum is unity (because \(\Sigma p_a = \text{Tr}[\hat{\rho}^{12}_1] = \text{Tr}[\hat{\rho}^{12}_2] = \langle \psi| \psi \rangle = 1\)). This reflects the standard interpretation of the eigenvalues of the RDO as probabilities associated with an ensemble of orthogonal states \(|\phi^1_a\rangle\). In physical terms, if \(A_{m_1m_2}\) were prepared in the state \(|\psi\rangle\) and the subsystem \(A_{m_1}\) subsequently observed, the probability of it being observed in the state \(|\phi^1_a\rangle\) would be \(p_a\).

The symmetry of the eigenvalues can be expressed in another way, which is particularly relevant for our work in the following chapters:

**Corollary 4.2.1.** Let \(\hat{\rho}^{12}_1\) and \(\hat{\rho}^{12}_2\) be the reduced density matrices of the subsystems of a system \(A_{m_1m_2}\) in a pure state. Let \(f\) be a function of one variable, analytic in the neighbourhood of zero. Then

\[
\text{Tr}[f(\hat{\rho}^{12}_1)] = \text{Tr}[f(\hat{\rho}^{12}_2)] = \sum_{a=1}^{m_1} f(p_a).
\]
Proof. Consider the monomial case $f(x) = x^d$ for some non-negative integer $d$. We have

\[
(\hat{\rho}_1^{12})^d = \sum_{a=1}^{m_1} p_a^d |\phi_a^1\rangle \langle \phi_a^1|
\]

\[
(\hat{\rho}_2^{12})^d = \sum_{a=1}^{m_1} p_a^d |\phi_a^2\rangle \langle \phi_a^2|
\]

due to the orthonormality of the two bases, so

\[
\text{Tr}[(\hat{\rho}_1^{12})^d] = \text{Tr}[(\hat{\rho}_2^{12})^d] = \sum_{a=1}^{m_1} p_a^d.
\]

We can then write more general $f$ as a Maclaurin series

\[
f(x) = \sum_{d=0}^{\infty} f_d x^d,
\]

so

\[
\text{Tr}[f(\hat{\rho}_1^{12})] = \sum_{d=0}^{\infty} f_d \text{Tr}[(\hat{\rho}_1^{12})^d] = \sum_{d=0}^{\infty} f_d \sum_{a=1}^{m_1} p_a^d = \sum_{a=1}^{m_1} f(p_a),
\]

and the same holds for $\text{Tr}[f(\hat{\rho}_2^{12})]$. \qed

This is a significant benefit to us, as all quantities we will be computing in the remainder of this part depend only on traces of functions of the reduced density matrices (monomial functions in most cases, in fact). Therefore, when we want to find the mean value of such a quantity, we can do so by integrating over the space of possible sets of eigenvalues, rather than over the entire matrix space. We will consider these matrix integrals more carefully in Chapter 5, looking in particular at the integral over eigenvalues in Section 5.2.
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Matrix integrals

Now that we have introduced all of the necessary fundamental concepts for studying bipartite quantum systems, we will in this look at expressions of the form
\[ \langle \text{Tr}\left[ f(\hat{\rho}_{12}^{1})\right] \rangle \]
i.e., mean values of the trace of the matrix expression \( f(\hat{\rho}_{12}^{1}) \), where \( \hat{\rho}_{12}^{1} \) is the RDO for the subsystem \( A_{m_{1}} \) of the bipartite quantum system \( A_{m_{1}m_{2}} \), and the mean is over all pure states of \( A_{m_{1}m_{2}} \) (as before we will assume without loss of generality that \( m_{1} \leq m_{2} \)).

Such means have been studied before by numerous authors [22, 24, 16, 27, 30]. Our ultimate aim in this part is to look specifically at the von Neumann entropy of entanglement, given by
\[ \langle S_{m_{1}m_{2}} \rangle = \langle \text{Tr}\left[-\hat{\rho}_{12}^{1} \ln \hat{\rho}_{12}^{1}\right]\rangle \]
first considered by Lubkin [22] (we will look at this expression specifically in Chapter 6). However, in both this part and the next we will need to be able to evaluate much more general means, so we will use this chapter to investigate the general properties of these means and the methods for evaluating them, focussing on the case when \( f \) is a monomial.

In Section 5.1 we will look at their interpretation as integrals over the space of state vectors, building on the brief discussion given by Lubkin in his paper [22]. Then, in Section 5.2 we will look at how the same integral can be given as an integral over the space of eigenvalues of \( \hat{\rho}_{12}^{1} \), making use of work by Lloyd and Pagels [21], Page [24] and others [16, 27, 30]. In the case of the eigenvalue integral, we will get as far as giving a closed-form expression for the integral when \( f \) is a monomial.

5.1 The state vector integral

The mean \( \langle \text{Tr}\left[f(\hat{\rho}_{12}^{1})\right]\rangle \) is naturally expressed as an integral, as the space of pure states of \( A_{m_{1}m_{2}} \) is continuous. We need to take care when choosing exactly what space to integrate over, and how to weight the mean, however. Lubkin chose to integrate over the sphere of unit state vectors \( |\psi\rangle \) using the invariant volume element on this sphere, and he gave a brief justification for his choice in his paper [22]. Here we will give a more thorough explanation for the validity of his choice.

Our mean \( \langle \ldots \rangle \) can essentially be defined by three properties:

- **Linearity** – \( \langle A + B \rangle = \langle A \rangle + \langle B \rangle \).

• Normalisation – $\langle 1 \rangle = 1$.

• Unitary invariance – This reflects an underlying symmetry of the space of states: if $\hat{\rho}^{12}$ is a the normalised density operator for a pure state of $A_{m_1 m_2}$ and $\hat{U}$ is a unitary operator acting on $H_{m_1 m_2}$, then $\hat{U} \hat{\rho}^{12} \hat{U}^\dagger$ is also a normalised density operator representing a pure state with the same RDO eigenvalue spectrum. Thus we require that the mean itself be invariant under unitary transformations.

The requirement of invariance has a much clearer interpretation if the states are thought of in terms of state vectors: if we choose a vector $|\psi\rangle$ such that $\hat{\rho}^{12} = |\psi\rangle\langle\psi|$, then the transformation $\hat{\rho}^{12} \rightarrow \hat{U} \hat{\rho}^{12} \hat{U}^\dagger$ is equivalent to $|\psi\rangle \rightarrow \hat{U}|\psi\rangle$. In other words, the space of pure states is invariant under rotations of the unit sphere in $H_{m_1 m_2}$.

This unit sphere is isometric with $S^{2m_1 m_2 - 1}$, the unit sphere in $\mathbb{R}^{2m_1 m_2}$; in particular, they share the same invariant volume element, which we denote $d\Omega$. The two spheres are not equivalent in all respects as their symmetry groups ($U(m_1 m_2)$ and $O(2m_1 m_2)$ respectively) are different, but we only require the volume element in order to construct our integral (as Lubkin argued also [22]1), so for convenience we will refer to both as $S^{2m_1 m_2 - 1}$ from now on.

We thus find that the mean which satisfies our three properties is

$$\langle \text{Tr}[f(\hat{\rho}^{12})] \rangle = \frac{1}{Z_{m_1 m_2}} \int_{S^{2m_1 m_2 - 1}} d\Omega \text{Tr}[f(\hat{\rho}^{12})], \quad \text{(5.1.1)}$$

where the normalising factor

$$Z_{m_1 m_2} = \int_{S^{2m_1 m_2 - 1}} d\Omega = \frac{2\pi^{m_1 m_2}}{\Gamma(m_1 m_2)}$$

is the total “volume” of $S^{2m_1 m_2 - 1}$.

In Section 4.1 we argued that it was incorrect to represent pure states as state vectors instead of density matrices, so it may seem strange to now write the mean in terms of them. However, it is easy enough to see that (5.1.1) is equivalent to an integral over the space of pure density matrices, as the integrand is dependent only on $\hat{\rho}^{12}$. Integrating over the space of state vectors instead of the space of density matrices results in some multiple counting, but the effect this has on the weighting is uniform over all the possible states (for any state, the space of equivalent state vectors is just a unit circle), and is thus cancelled by $Z_{m_1 m_2}$. Given this, and the fact that (5.1.1) satisfies all three properties we require of our mean, this integral is clearly the one we want.

### 5.1.1 Spherical integration

(5.1.1) is a spherical integral, so this immediately presents one method for evaluation. This method is similar to one used by Folland for evaluating monomial functions over the unit sphere [15]. It should be noted that this method will not be of use for studying

---

1He referred to the volume element as the “Haar measure”, by analogy with invariant volumes defined on groups.
the von Neumann entropy in Chapter 6, but we will make considerable use of it in Part III when we come to the combinatorial interpretation of these integrals.

As in Folland’s method, we consider only monomials i.e. $f(\hat{\rho}_{12}^d) = (\hat{\rho}_{12}^d)^d$ for some non-negative integer $d$. The mean is then

$$\langle \text{Tr}[\hat{\rho}_{12}^d]\rangle = \frac{1}{Z_{m_1m_2}} \int_{S^{2m_1m_2-1}} d\Omega \text{Tr}[\hat{\rho}_{12}^d].$$

We will find this much easier to work with, however, if we choose a basis for our vector space. As the mean is invariant under unitary rotations, we are free to choose any orthonormal basis we wish, so let us choose some separable basis $\{ |\phi_a^1 \rangle \otimes |\phi_a^2 \rangle : 1 \leq a \leq m_1, 1 \leq b \leq m_2 \}$. In this basis, any $|\psi\rangle$ is represented by a set of complex coefficients, which we denote $x_{ab}$, such that

$$|\psi\rangle = x_{ab} |\phi_a^1 \rangle \otimes |\phi_a^2 \rangle.$$ 

The matrix components of the RDO are then $[\hat{\rho}_{12}^d]_{a1a2} = x_{a1} \bar{x}_{a2}$. Written out in full, (5.1.2) is

$$\langle \text{Tr}[\hat{\rho}_{12}^d]\rangle = \frac{1}{Z_{m_1m_2}} \int_{S^{2m_1m_2-1}} d\Omega x_{a1b1} \bar{x}_{a2b1} x_{a2b2} \bar{x}_{a3b2} \cdots x_{adbd} \bar{x}_{a1bd}. \quad (5.1.3)$$

Now let us multiply this by

$$\frac{2}{\Gamma(m_1m_2 + d)} \int_0^\infty \lambda^{2m_1m_2-1+2d} e^{-\lambda^2} d\lambda = 1 \quad (5.1.4)$$

(this identity follows from the integral definition of the gamma function). The resulting integral is very cumbersome, so we won’t write it out in full here, but consider what it becomes after the substitution $z_{ab} = \lambda x_{ab}$. As $x_{ab}$ are the components of a unit vector in $\mathbb{C}^{m_1m_2}$ and $\lambda \geq 0$, $z_{ab}$ can be the coefficients of any arbitrary vector in $\mathbb{C}^{m_1m_2}$, with $\lambda = |z| = \sqrt{z_{ab} \bar{z}_{ab}}$. The invariant volume element in $\mathbb{C}^{m_1m_2}$, when expressed in Euclidean and spherical polar forms, is $d^m z d^m \bar{z} \equiv \lambda^{2m_1m_2-1} d\lambda d\Omega$, so (5.1.3) $\times$ (5.1.4) is equivalent to

$$\langle \text{Tr}[\hat{\rho}_{12}^d]\rangle = \frac{\Gamma(m_1m_2)}{\Gamma(m_1m_2 + d)} \pi^{-m_1m_2} \int_{\mathbb{C}^{m_1m_2}} d^m z d^m \bar{z} e^{-|z|^2} z_{a1b1} \bar{z}_{a2b1} \cdots z_{adbd} \bar{z}_{a1bd}. \quad (5.1.5)$$

This trick deals with the problem of having to integrate over a sphere by converting the integral into a Gaussian integral over a Euclidean complex space, which is much simpler to evaluate. The results of this evaluation are not of immediate importance here however, so we will leave the remaining steps for Chapter 10. For now we will move on to a second method for evaluating (5.1.2), by interpreting it instead as a matrix integral.
5.2 The eigenvalue integral

In Section 5.1 we wrote the mean \( \langle \text{Tr}[(\hat{\rho}_{12}^1)^d] \rangle \) as an integral over state vectors, but we also noted that this is equivalent to an integral over the space of pure density operators \( \hat{\rho}_{12}^1 \). We can go a step further, however, by noting that the integrand \( \text{Tr}[(\hat{\rho}_{12}^1)^d] \) in (5.1.1) depends only on the RDO \( \hat{\rho}_{12}^1 \), and, given Corollary 4.2.1, only on the eigenvalues of \( \hat{\rho}_{12}^1 \). Therefore, we can also express \( \langle \text{Tr}[(\hat{\rho}_{12}^1)^d] \rangle \) as an eigenvalue integral over the space of RDOs. But first we need to identify what this space actually is.

**Lemma 5.2.1.** Let \( D_m \) be the space of unit-trace positive semidefinite Hermitian operators acting on \( \mathcal{H}_m \). If and only if \( m_1 \leq m_2 \), the space of possible RDOs \( \hat{\rho}_{12}^1 \) is \( D_{m_1} \).

**Proof.** Consider the operator \( \hat{M} \) given by

\[
\hat{M} = \sum_{a=1}^{m_1} p_a |\phi_a^1 \rangle \langle \phi_a^1 |,
\]

where \( \{ |\phi_a^1 \rangle, 1 \leq a \leq m_1 \} \) is some orthonormal basis spanning \( \mathcal{H}_{m_1} \), and the numbers \( p_a \) are all non-negative and sum to unity. \( \hat{M} \) is therefore a member of \( D_{m_1} \), and any member of \( D_{m_1} \) can be written in this form by finding its eigenvector decomposition. Furthermore, if \( m_1 \leq m_2 \), there is guaranteed to be a pure state of \( A_{m_1 m_2} \) which has a RDO \( \hat{\rho}_{12}^1 \) equal to \( \hat{M} \). We can always construct such a state simply by choosing an arbitrary orthonormal basis \( \{ |\phi_b^2 \rangle, 1 \leq b \leq m_2 \} \) spanning \( \mathcal{H}_{m_2} \) and defining the state vector

\[
|\psi\rangle = \sum_{a=1}^{m_1} \sqrt{p_a} |\phi_a^1 \rangle \otimes |\phi_a^2 \rangle.
\]

Furthermore, for any such \( |\psi\rangle \), its associated RDO is necessarily in \( D_{m_1} \) as it is a unit-trace positive semidefinite Hermitian operator.

This construction only works if there are at least as many basis vectors on \( \mathcal{H}_{m_2} \) as there are on \( \mathcal{H}_{m_1} \). Fact 4.2.1 with \( m_1 \) and \( m_2 \) swapped shows that, if \( m_2 < m_1 \), \( \hat{\rho}_{12}^1 \) can have at most \( m_2 \) non-zero eigenvalues. General \( \hat{M} \) in \( D_{m_1} \) can still have up to \( m_1 \) non-zero eigenvalues, however.

Therefore, the set of RDOs \( \hat{\rho}_{12}^1 \) is \( D_{m_1} \) if and only if \( m_1 \leq m_2 \). \( \square \)

This is in fact the reason why we have chosen to only use \( m_1 \leq m_2 \); we can only construct the eigenvalue integral when the dimensions are that way round.

Our mean thus has the form of an integral over the positive semidefinite unit-trace Hermitian operators acting on \( \mathcal{H}_{m_1} \). There is already considerable work studying integrals over ensembles of Hermitian matrices in the field of matrix integration; for example, the **Gaussian Unitary Ensemble** (GUE) is an ensemble of Hermitian matrices \( H \) with dimension \( m \) (without the requirement of being unit trace and positive semidefinite), invariant under unitary transformations. If a function of \( H \) dependent only on its eigenvalues (e.g. \( \text{Tr}(H^d) \)) is integrated over the entire GUE, the result is
an integral over the possible combinations of eigenvalues \( \{ p_1, \ldots, p_m \} \) of \( H \) with joint density function (JDF) \([23, p. 64]\)

\[
P(p_1, \ldots, p_m) = \frac{1}{Z_{\text{GUE}(m)}} \prod_{k=1}^{m} e^{-p_{k}^{2}} \prod_{1 \leq i < j \leq m} (p_{j} - p_{i})^2 \tag{5.2.1}
\]

(where \( Z_{\text{GUE}(m)} \) is a normalisation constant).

The GUE of course does not correspond exactly to the “ensemble” of RDOs, but the JDF does share some similarities. This is not overly surprising, as both ensembles have unitary invariance as a defining property.

The JDF of our ensemble is different to reflect the additional structure of our ensemble, specifically:

- **Positive semidefiniteness** - in the GUE, the eigenvalues can be either sign, but we are restricted to non-negative sign only.
- **Unit trace** - the eigenvalues must sum to unity; this will be reflected by a delta function in the JDF.
- **Multiple counting** - this arises from the fact that the RDOs are partial traces of higher-dimensional density operators, with multiple density operators potentially giving rise to the same RDO.

Fortunately, the correct JDF is already known, having been computed by Lloyd and Pagels \([21]\) and further developed by Page \([24]\), so to save a significant quantity of computation we will simply state it here:

\[
P(p_1, \ldots, p_{m_1}) = \frac{1}{Z^*_{m_1,m_2}} \delta\left(1 - \sum_{i=1}^{m_1} p_i\right) \prod_{k=1}^{m_2} p_k^{m_2-m_1} \prod_{1 \leq i < j \leq m_1} (p_{j} - p_{i})^2 \tag{5.2.2}
\]

for eigenvalues \( p_1, \ldots, p_{m_1} \geq 0 \), with the normalising factor \( Z^*_{m_1,m_2} \) fixed by the condition

\[
\int P(p_1, \ldots, p_{m_1}) dp_1 \cdots dp_{m_1} = 1.
\]

This integral is implicitly over the space \( \mathbb{R}_{+}^{m_1} \), where \( \mathbb{R}_{+} \) is the non-negative real line. We will omit this designation for the sake of readability, stating the domain of integration explicitly on integrals whenever it differs.

\(5.2.2\) shares with \(5.2.1\) the product term

\[
\prod_{1 \leq i < j \leq m_1} (p_{j} - p_{i})^2 = \Delta^2(p_1, \ldots, p_{m_1}),
\]

where

\[
\Delta(p_1, \ldots, p_{m_1}) = \prod_{1 \leq i < j \leq m_1} (p_{j} - p_{i}) = \begin{vmatrix}
1 & p_1 & \cdots & p_{1}^{m_1-1} \\
1 & p_2 & \cdots & p_{2}^{m_2-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & p_{m_1} & \cdots & p_{m_1}^{m_{m_1}-1}
\end{vmatrix}
\]
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is known as the Vandermonde determinant. The Vandermonde determinant frequently appears in JDF’s for matrix ensembles, and the reason for its inclusion can be understood geometrically: the space of matrices where \( p_i \neq p_j \) for any given \( i \) and \( j \) is \( m_1 \)-dimensional, while the restricted space where \( p_i = p_j \) is only \( (m_1 - 1) \)-dimensional. Therefore, the contribution to the integral of cases where any \( p_i = p_j \) is vanishingly small, and so the JDF must go to zero in all such cases. The Vandermonde determinant naturally enforces this as it vanishes when any two parameters are equal.

5.2.1 Evaluation

As with the state-vector integral in Section 5.1, we need to perform some additional manipulation to make this JDF useful. Again, let us consider the mean \( \langle \text{Tr}[\hat{\rho}_{12}^2]d \rangle \) as an example without loss of generality. The eigenvalue integral is then

\[
\langle \text{Tr}[\hat{\rho}_{12}^2]d \rangle = \frac{1}{Z_{m_1, m_2}} \int \delta \left( 1 - \sum_{i=1}^{m_1} p_i \right) \prod_{k=1}^{m_1} p_k^{m_2 - m_1} dp_k \prod_{1 \leq i < j \leq m_1} (p_j - p_i)^2 \sum_{a=1}^{m_1} p_a^d. \tag{5.2.3}
\]

In this section we will show that this expression actually has a remarkably simple (in comparison at least) closed form representation as a finite hypergeometric series.

**Theorem 5.2.1.** For any non-integer \( d > 0 \) and integers \( m_1, m_2 \geq 2 \),

\[
\langle \text{Tr}[\hat{\rho}_{12}^2]d \rangle = \frac{\Gamma(m_1 m_2)}{d! \Gamma(m_1 m_2 + d)} \sum_{r \geq 0} \frac{(-1)^r \Gamma(m_1 + d - r) \Gamma(m_2 + d - r) \Gamma(m_1 - r) \Gamma(m_2 - r)}{r! \Gamma(d - r)}. \tag{5.2.4}
\]

**Proof.** Note that the theorem states this is true regardless of the order of \( m_1 \) and \( m_2 \). As in previous sections, we will begin by considering only \( m_1 \leq m_2 \), and note how to extend the result to all cases at the end.

The first thing we wish to do to simplify \[5.2.3\] is remove the delta function; the particular method for doing this is due to Page\footnote{Page was actually working with the entropy integral \( \langle \text{Tr}[-\hat{\rho}_1^2 \ln \hat{\rho}_1^2] \rangle \), but the specific coordinate substitution he uses is applicable here as well.}, and is analogous to what we did in Section 5.1.1 to remove the restriction of integrating only on the unit sphere in the state-vector integral. Notice that the integrand, including the volume element and excluding the delta function, is of order \( m_1 m_2 + d \) in the eigenvalues \( (m_1(m_2 - m_1)) \) from the \( p_k^{m_2 - m_1} \) terms, \( m_1 \) from the \( dp_k \), \( m_1(m_1 - 1) \) from the Vandermonde term and \( d \) from the trace term). So, if we multiply \[5.2.3\] by the factor

\[
\frac{1}{\Gamma(m_1 m_2 + d)} \int_0^\infty \lambda^{m_1 m_2 + d - 1} e^{-\lambda} d\lambda = 1 \tag{5.2.5}
\]

(which follows from the definition of the gamma function) and use the substitution
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\[ q_i = \lambda p_i, \] we get that

\[
\langle \text{Tr}[\hat{\rho}_{12}^1] \rangle = \frac{1}{Z_{m_1,m_2}^* \Gamma(m_1 m_2 + d)} \int \left[ \int_0^\infty \delta \left( \lambda - \sum_{i=1}^{m_1} q_i \right) e^{-\lambda} d\lambda \right] \prod_{k=1}^{m_1} q_k^{m_2-m_1} dq_k \times \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \sum_{a=1}^{m_1} q_a^d
\]

\[
= \frac{1}{Z_{m_1,m_2}^* \Gamma(m_1 m_2 + d)} \int \prod_{k=1}^{m_1} q_k^{m_2-m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \sum_{a=1}^{m_1} q_a^d.
\]

(5.2.6)

Note that the scaling of the integrand is affected by the presence of the Dirac delta function. For example,

\[
\hat{\rho}_1^0 \delta(1 - \lambda) f(p) dp = f(1)
\]

\[
= \int_0^\infty \delta(\lambda - q) f(q/\lambda) dq
\]

\[
= \int_0^\infty \lambda \delta(\lambda - q) f\left(\frac{q}{\lambda}\right) \frac{dq}{\lambda}.
\]

In the multidimensional case (with multiple \( p_i \) and \( q_i \)), this scaling can be expressed, with some abuse of notation, as

\[
\delta \left(1 - \sum_{i=1}^{m_1} p_i\right) = \lambda \delta \left(\lambda - \sum_{i=1}^{m_1} q_i\right).
\]

The additional \( \lambda \) factor this effectively produces then cancels with the \( \lambda^{-1} \) factor in (5.2.5).

(5.2.6) bears an even closer resemblance to the GUE, except it contains an exponential term instead of a Gaussian term. This is linked to the fact that the \( q_i \) are all strictly non-negative, whereas the \( p_i \) in (5.2.1) could be any real number.

In order to evaluate this integral, we wish to make it separable. To do this, we follow the method used by Sen\(^3\)\[30\]. First we move the sum over \( a \) outside the integral:

\[
\langle \text{Tr}[\hat{\rho}_{12}^1] \rangle = \frac{1}{Z_{m_1,m_2}^* \Gamma(m_1 m_2 + d)} \sum_{a=1}^{m_1} \int \prod_{k=1}^{m_1} q_k^{m_2-m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 q_a^d.
\]

Due to the symmetry of the integral under exchange of eigenvalues, the \( m_1 \) different terms in this sum are all equal to each other. Therefore

\[
\langle \text{Tr}[\hat{\rho}_{12}^1] \rangle = \frac{m_1}{Z_{m_1,m_2}^* \Gamma(m_1 m_2 + d)} \int \prod_{k=1}^{m_1} q_k^{m_2-m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 q_1^d.
\]

(5.2.7)

Next we expand out the Vandermonde term. As Sen notes, the Vandermonde determinant remains unchanged if multiples of its columns are added to each other (as

\(^3\)As before, Sen was evaluating the entropy integral, but the method is still applicable in this case.
is true for any determinant) \[30\]. Therefore, if \( \Lambda_k(q) \) are any set of monic polynomials of order \( k \), then

\[
\Delta(q_1, \ldots, q_{m_1}) = \left| \begin{array}{cccc}
\Lambda_0(q_1) & \Lambda_1(q_1) & \cdots & \Lambda_{m_1-1}(q_1) \\
\Lambda_0(q_2) & \Lambda_1(q_2) & \cdots & \Lambda_{m_1-1}(q_2) \\
\vdots & \vdots & \ddots & \vdots \\
\Lambda_0(q_{m_1}) & \Lambda_1(q_{m_1}) & \cdots & \Lambda_{m_1-1}(q_{m_1}) \\
\end{array} \right| \tag{5.2.8}
\]

We could use any such polynomials if we wished, but one choice is particularly useful; the \( q_{m_2-m_1}^{m_2-m_1} e^{-q_k} \) terms in (5.2.7) are the weight functions with respect to which the associated Laguerre polynomials \( L_{m_2-m_1}^{m_2-m_1}(q) \) are orthogonal. As such, if we use these polynomials, defined as

\[
L_{k}^{\alpha}(q) = \frac{e^{q} q^{\alpha} \, dq}{q^{\alpha} \, dq} \left( e^{-q} q^{k+\alpha} \right)
\]

(thereir normalisation here is such that they are monic) in place of \( \Lambda_k(q) \), many parts of the expansion of (5.2.7) will be zero.

These polynomials satisfy the relations

\[
L_{k}^{\alpha}(q) = k! \sum_{r=0}^{k} \binom{k + \alpha}{r + \alpha} \frac{(-1)^{k-r}}{r!} q^r, \tag{5.2.9}
\]

\[
\int_{0}^{\infty} q^{\alpha} e^{-q} L_{k}^{\alpha}(q) L_{j}^{\alpha}(q) dq = i!(i + \alpha)! \delta_{ij}
\]

and

\[
\int_{0}^{\infty} q^{\alpha+b} e^{-q} L_{k}^{\alpha}(q) dq = \frac{b!(\alpha + b)!}{(b - k)!}, \tag{5.2.10}
\]

(Equations 3, 4 and 5 in \[30\] respectively, rewritten in our notation and with a few minor rearrangements).

We can write determinants such as (5.2.8) using the Levi-Civita symbol \( \varepsilon \). By expanding \( \Delta^2(q_1, \ldots, q_{m_1}) \) like this, we get

\[
\prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 = \varepsilon_{i_1 j_2 \ldots i_{m_1}} \varepsilon_{j_1 j_2 \ldots j_{m_1}} \prod_{k=1}^{m_1} L_{i_k}^{m_2-m_1}(q_k) L_{j_k}^{m_2-m_1}(q_k)
\]

(where \( 0 \leq i_k, j_k < m_1 \) for all \( k \)). Now, when we substitute this into (5.2.7), each term in the Levi-Civita summation will be a separable \( m_1 \)-dimensional integral over the various \( q_k \), where each \( q_k \)-integral collects the corresponding two Laguerre polynomials \( L_{i_k}^{m_2-m_1}(q_k) L_{j_k}^{m_2-m_1}(q_k) \). Furthermore, many of these terms will be zero, as the orthogonality property causes all cases where \( \{i_2, \ldots, i_{m_1}\} \neq \{j_2, \ldots, j_{m_1}\} \) to
vanish. Collecting only the remaining terms, we get

\[
\langle \text{Tr}[\hat{\rho}^{12}]^d \rangle = \frac{m_1 \cdot (m_1 - 1)!}{Z^*_m \Gamma(m_1 m_2 + d)} \prod_{k=1}^{m_1} \int_0^\infty q^{m_2 - m_1} e^{-q[L_{k-1}^{m_2 - m_1}(q)]^2} dq \\
\times \sum_{i=1}^{m_1} \int_0^\infty q_1^{m_2 - m_1 + d} e^{-q_1[L_{i-1}^{m_2 - m_1}(q_1)]^2} dq_1 \\
= \prod_{k=0}^{m_1-1} \frac{m_1!k!(k + m_2 - m_1)!}{Z^*_m \Gamma(m_1 m_2 + d)} \sum_{i=0}^{m_1-1} \int_0^\infty q^{m_2 - m_1 + d} e^{-q[L_i^{m_2 - m_1}(q)]^2} dq \\
= \prod_{k=0}^{m_1-1} \frac{m_1!k!(k + m_2 - m_1)!}{Z^*_m \Gamma(m_1 m_2 + d)} \sum_{i=0}^{m_1-1} \int_0^\infty q^{m_2 - m_1 + d} e^{-q[L_i^{m_2 - m_1}(q)]^2} dq.
\]

(5.2.11)

The only integral which differs from the orthogonality relation in each case is the \(q_1\) integral which contains an additional factor \(q_1^d\), hence the inclusion of that term separately at the end, and the additional factor of \((m_1 - 1)!\) in the scale term accounts for all the possible orderings of the remaining \((m_1 - 1)!\) integrals.

This is a convenient point to set the the normalisation constant \(Z^*_m\). We do so by looking at the \(d = 0\) case, where

\[
\langle \text{Tr}[\hat{\rho}^{12}]^0 \rangle = \langle m_1 \rangle = m_1.
\]

In this case, (5.2.11) becomes

\[
m_1 = \prod_{k=0}^{m_1-1} \frac{m_1!k!(k + m_2 - m_1)!}{Z^*_m \Gamma(m_1 m_2)} \sum_{i=0}^{m_1-1} 1 \\
= m_1 \prod_{k=0}^{m_1-1} \frac{m_1!k!(k + m_2 - m_1)!}{Z^*_m \Gamma(m_1 m_2)}.
\]

Thus,

\[
\langle \text{Tr}[\hat{\rho}^{12}]^d \rangle = \frac{\Gamma(m_1 m_2)}{\Gamma(m_1 m_2 + d)} \prod_{k=0}^{m_1-1} \frac{m_1!k!(k + m_2 - m_1)!}{Z^*_m \Gamma(m_1 m_2 + d)} \sum_{i=0}^{m_1-1} \int_0^\infty q^{m_2 - m_1 + d} e^{-q[L_i^{m_2 - m_1}(q)]^2} dq.
\]

We evaluate the remaining integral term

\[
I_{d,\alpha,i} = \int_0^\infty q^{\alpha + d} e^{-q[L_i^{\alpha}(q)]^2} dq
\]

by substituting in (5.2.9) and (5.2.10) to get

\[
I_{d,\alpha,i} = i! \sum_{r=0}^i \binom{i + \alpha}{r + \alpha} \frac{(-1)^{i-r}}{r!} \int_0^\infty q^{\alpha + d + r} e^{-r[L_i^{\alpha}(q)]} dq \\
= i! \sum_{r=0}^i \binom{i + \alpha}{r + \alpha} \frac{(-1)^{i-r}}{r!} \frac{(d + r)!(\alpha + d + r)!}{(d + r - i)!}.
\]
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so

\[
\langle \text{Tr}(\hat{\rho}_1^{12}d) \rangle = \frac{\Gamma(m_1 m_2)}{\Gamma(m_1 m_2 + d)} \sum_{i=0}^{m_1-1} \sum_{r=0}^{m_1-1} \frac{(-1)^{i-r} (d + r)! (m_2 - m_1 + d + r)!}{r!(i-r)! (d + r - i)! (m_2 - m_1 + r)!},
\]

What remains is just manipulation of summations. First, we switch the order of the summations and then replace \( i \) with \( i + r \), giving

\[
\langle \text{Tr}(\hat{\rho}_1^{12}d) \rangle = \frac{\Gamma(m_1 m_2)}{\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \sum_{i=r}^{m_1-1} \frac{(-1)^{i-r} (d + r)! (m_2 - m_1 + d + r)!}{r!(i-r)! (d + r - i)! (m_2 - m_1 + r)!}
\]

\[
= \frac{\Gamma(m_1 m_2)}{\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \frac{1}{r!} \frac{(d + r)! (m_2 - m_1 + d + r)!}{d!(m_2 - m_1 + r)!} \sum_{i=0}^{m_1-1-r} \binom{d}{i} (-1)^i.
\]

We can now remove the sum over \( i \) using the fact that

\[
\sum_{i=0}^{a} \binom{d}{i} (-1)^i = \binom{d-1}{a} (-1)^a
\]

(see Lemma A.0.1 in Appendix A), giving

\[
\langle \text{Tr}(\hat{\rho}_1^{12}d) \rangle = \frac{\Gamma(m_1 m_2)}{\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \frac{1}{r!} \frac{(d + r)! (m_2 - m_1 + d + r)!}{d!(m_2 - m_1 + r)!} \times \left( \frac{d-1}{m_1 - r - 1} \right) (-1)^{m_1-r-1}
\]

\[
= \frac{\Gamma(m_1 m_2)}{d\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \frac{(-1)^{m_1-r-1}}{(m_1 - r - 1)!(d - m_1 + r)!} \times \frac{(d + r)! (m_2 - m_1 + d + r)!}{r! (m_2 - m_1 + r)!}.
\]

Finally, we replace \( r \) with \( m_1 - r - 1 \):

\[
\langle \text{Tr}(\hat{\rho}_1^{12}d) \rangle = \frac{\Gamma(m_1 m_2)}{d\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \frac{(-1)^{r}}{r! (d - r)!} \frac{\Gamma(m_1 + d - r) \Gamma(m_2 + d - r)}{\Gamma(m_1 - r) \Gamma(m_2 - r)}
\]

\[
= \frac{\Gamma(m_1 m_2)}{d\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \frac{(-1)^{r}}{r! (d - r)!} \frac{\Gamma(m_1 + d - r) \Gamma(m_2 + d - r)}{\Gamma(m_1 - r) \Gamma(m_2 - r)}.
\]

The final step here is simply an acknowledgement that the summand is zero for any \( r \geq m_1 \) when \( d \) is a non-integer, meaning that we can write it equivalently as a sum over all integers \( r \).

Making this change highlights the fact that this expression is symmetric under exchange of \( m_1 \) and \( m_2 \). From Fact 4.2.1 we also know that \( \langle \text{Tr}(\hat{\rho}_1^{12}d) \rangle \) has the same symmetry, so although we have only proven this identity explicitly for \( m_1 \leq m_2 \), it follows that it will also be true for \( m_2 < m_1 \).

\[ \square \]

The above theorem only considers \( \langle \text{Tr}(\hat{\rho}_1^{12}d) \rangle \) for non-integers \( d \), as in integer cases
Matrix integrals

The eigenvalue integral (5.2.4) can contain indeterminate terms. Fortunately, the integer cases can be evaluated as well, by taking the limit of the non-integer case:

**Corollary 5.2.1.** For positive integers \(d, m_1\) and \(m_2\),

\[
\langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle = \frac{\Gamma(m_1 m_2)}{d! \Gamma(m_1 m_2 + d)} \sum_{r \geq 0} \binom{d-1}{r} (-1)^r (m_1-r)_d (m_2-r)_d,
\]

where \((a)_d = a(a+1)(a+2) \ldots (a+d-1) = \Gamma(a+d)/\Gamma(a)\) is the Pochhammer symbol for the rising factorial [1, p 256].

**Proof.** The limit of (5.2.4) as \(d\) tends towards a positive integer must exist, for the following two reasons:

- \(\langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle\) is bounded for all \(d > 0\), as \(0 < \text{Tr}[(\hat{\rho}_1^{12})^d] < m_1\).
- For known integers \(m_1\) and \(m_2\), \(\langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle\) as given by (5.2.4) is a rational function of \(d\). Therefore it must either have a well-defined limit (given by l'Hôpital's rule in indeterminate cases) or a pole at any given \(d\).

As \(\langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle\) is bounded for all \(d > 0\), it can’t have poles at positive integers \(d\). Therefore, it must have a well-defined limit.

We need to take care with evaluating the limit, however, as the summand becomes indeterminate when \(d\) is an integer. However, if we recognise that

\[
\lim_{d \to \text{integer}} \frac{\Gamma(a+d)}{\Gamma(a)} = a(a+1) \ldots (a+d-1) = (a)_d
\]

(the Pochhammer symbol representing the rising factorial [1, p 256]), is a polynomial in \(a\), then we can substitute this into (5.2.4) to get the well-behaved expression

\[
\langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle = \frac{\Gamma(m_1 m_2)}{d! \Gamma(m_1 m_2 + d)} \sum_{r \geq 0} \frac{(-1)^r}{r! (d-r)} (m_1-r)_d (m_2-r)_d
\]

\[
= \frac{\Gamma(m_1 m_2)}{d! \Gamma(m_1 m_2 + d)} \sum_{r \geq 0} \binom{d-1}{r} (-1)^r (m_1-r)_d (m_2-r)_d.
\]

This result is important. In particular, it allows us to evaluate \(\langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle\) exactly as a function of \(m_1\) and \(m_2\) for known integer \(d\). By extension, we can then use this to study the behaviour of more general means through Taylor expansion, as we will when we look at the entropy in the next chapter.

In addition, we will return to this result in Part III after we prove the relevance of the integral (5.1.1) in enumerative combinatorics. Once we have shown that these integrals have a combinatorial meaning, having the ability to evaluate them exactly will be of great benefit.

---

4There is some inconsistency in existing literature regarding whether this symbol is used to represent the rising factorial or the falling factorial \(a!/(a-d)!\). We use it throughout to mean the rising factorial.
Chapter 6

Lubkin’s entropy

We can now turn our attention to the main question of this part, concerning the mean von Neumann entropy of a random pure state of a bipartite quantum system $A_{m_1m_2}$.

We have stated in Section 4.2 that the state of a subsystem $A_{m_1}$ of a bipartite quantum system $A_{m_1m_2}$ in a pure state can be represented using a reduced density operator (RDO) $\hat{\rho}_1^{12}$, and that in general this state will be mixed. In terms of this operator, the subsystem has a von Neumann entropy given by the expression $\left[5, \text{p} \ 301\right]$

$$S_{12} = -\text{Tr}[\hat{\rho}_1^{12} \ln \hat{\rho}_1^{12}].$$

This expression is dependent only on the eigenvalue spectrum $\{p_1, \ldots, p_{m_1}\}$ of $\hat{\rho}_1^{12}$, i.e.

$$S_{12} = -\sum_{a=1}^{m_1} p_a \ln p_a,$$

and we have seen in Section 4.2.1 that the RDOs of $A_{m_1}$ and $A_{m_2}$ always have the same eigenvalue spectrum if $A_{m_1m_2}$ is in a pure state. As a result, $S_{12}^{12}$ and $S_{22}^{12} = -\text{Tr}[\hat{\rho}_2^{12} \ln \hat{\rho}_2^{12}]$ are equal to each other. Because of this symmetry, we will tend to think of the entropy as a property of the overall system instead of just associating it with one subsystem. In this manner, the entropy is often used as a measure of the entanglement of the two subsystems [6]. For convenience we will use the symbol $S_{m_1m_2} = S_1^{12} = S_2^{12}$ to label the entropy from now on to reflect this symmetry.

As we have said, Lubkin chose to study the mean value $\langle S_{m_1m_2} \rangle$ of this entropy over all pure states [22]. Lubkin was unable to find a closed-form expression for the mean entropy, but he did propose a method for computing it using the Taylor series expansion

$$\langle S_{m_1m_2} \rangle = \ln m_1 + \sum_{k=1}^{\infty} \frac{m_1^k}{k(k+1)} (-1)^k \langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^{k+1}] \rangle, \quad (6.0.1)$$

where $\hat{\rho}_1 = \frac{1}{m_1} \hat{1}$, although he left the question of whether or not this series was convergent unanswered [22]. He was also unable to evaluate general terms in this series explicitly, but he suggested truncating the series at the $k = 1$ term (which he
was able to evaluate) to give the following approximation for the entropy:

\[
\langle S_{m_1 m_2} \rangle \approx \ln m_1 - \frac{1}{2} \frac{m_1^2 - 1}{m_1 m_2 + 1}.
\] (6.0.2)

This approximation nicely supports Lubkin’s arguments, as it indicates that, when \( m_2 \gg m_1 \), the mean entropy will be very close to \( \ln m_1 \), which is in fact the maximum obtainable entropy for states of \( A_{m_1 m_2} \) when \( m_2 \geq m_1 \). His conclusions were based on the assumption that (6.0.1) is convergent, however.

In this chapter we will address this assumption, with mixed results: while we will show that (6.0.1) is in fact divergent for all \( m_1 > 2 \), we will also show that (6.0.2) is nonetheless a good approximation when \( m_2 \) is large. Based on this we will also argue that (6.0.1) is in fact an asymptotic expansion of the entropy.

It should be noted however that (6.0.2) is not the best known approximation for \( \langle S_{m_1 m_2} \rangle \), as we will show in Section 6.2.1. As well as this, more recent work by other authors has found other methods of evaluating the entropy, both approximately and exactly [24, 16, 27, 30]. We will look at these results briefly in Section 6.2, after first looking at the series convergence problem in Section 6.1.

**6.1 Series convergence**

We will now determine the convergence properties of Lubkin’s series (6.0.1); specifically we will show that it is convergent if and only if \( m_1 = 2 \). We will do this by finding a closed-form expression for the terms in the series; Lubkin was only able to calculate the first term in his paper [22], but with the results from Section 5.2.1, we now have everything we need to find a general expression for all the terms. We begin by performing some additional manipulation of said results, in order to put them in a more useful format.

**Lemma 6.1.1.** For integers \( d \geq 1 \) and \( m_1, m_2 \geq 2 \),

\[
\langle \text{Tr}[\hat{\rho}_{12}^d] \rangle = \frac{\Gamma(m_1 m_2)}{\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \binom{d-1}{r} \binom{m_1}{r+1} \binom{m_2+d-r-1}{m_2-1}.
\] (6.1.1)

**Proof.** We know from Corollary [5.2.1] that

\[
\langle \text{Tr}[\hat{\rho}_{12}^d] \rangle = \frac{\Gamma(m_1 m_2)}{d! \Gamma(m_1 m_2 + d)} \sum_{r=0}^{d-1} \binom{d-1}{r} (-1)^r (m_1 - r)_d (m_2 - r)_d. 
\] (6.1.2)

We can rearrange this expression using the identity

\[
(m_1 - r)_d = \frac{\Gamma(m_1 + d - r)}{\Gamma(m_1 - r)} = \frac{\partial^d (-1)^d}{\partial u^d u^{m_1-r}} \bigg|_{u=1}.
\]
Substituting this into \([6.1.2]\), and doing similar to \((m_2 - r)_d\), gives

\[
\langle \text{Tr}[\hat{\rho}_1^{12}]^d \rangle = \frac{\Gamma(m_1 m_2)}{d! \Gamma(m_1 m_2 + d)} \frac{\partial^d}{\partial u^d} \frac{1}{u^{m_1}} \left. \frac{\partial^d}{\partial v^d} \right|_{u,v=1} \sum_{r=0}^{d-1} \binom{d-1}{r} (-1)^r \frac{\partial^d}{\partial u^d} \frac{1}{u^{m_1-r} v^{m_2-r}}
\]

We now re-expand the derivatives, starting with the \(v\)-derivative:

\[
\langle \text{Tr}[\hat{\rho}_1^{12}]^d \rangle = \frac{\Gamma(m_1 m_2)}{d! \Gamma(m_1 m_2 + d)} \frac{\partial^d}{\partial u^d} \frac{1}{u^{m_1}} \left. \frac{\partial^d}{\partial v^d} \right|_{u,v=1} (1 - uv)^{d-1} \frac{\partial^d}{\partial u^d} \frac{1}{u^{m_1}}
\]

(note that we put \(d - 1\) as the upper limit of the summation in the product-rule expansion, because \((1 - uv)^{d-1}\) differentiated \(d\) times is zero, so the final term can automatically be neglected). Now we do the same with the \(u\)-derivative, but in this case we only need to consider one term in the product-rule expansion, as the \(k\)th derivative of \((1 - u)^{d-r-1}\) goes to zero at \(u = 1\) in all cases except when \(k = d - r - 1\). Therefore,

\[
\langle \text{Tr}[\hat{\rho}_1^{12}]^d \rangle = \frac{\Gamma(m_1 m_2 d!)}{\Gamma(m_1 m_2 + d)} \sum_{r=0}^{d-1} \binom{d-1}{r} \frac{\partial^d}{\partial u^d} \frac{1}{u^{m_1-r}} \frac{\partial^d}{\partial v^d} \frac{1}{v^{m_2-r}}
\]

Finally, we wish to change the limit of the summation so that it’s independent of \(d\), to make it easier to insert into the binomialial expansion of \(\langle \text{Tr}[\hat{\rho}_1^{12}] - \hat{\rho}_1 \rangle^k\) later. This is easy enough; looking at the summand, we can see that it is zero if \(r > d - 1\) or \(r > m_1 - 1\). Therefore, we get equivalently that

\[
\langle \text{Tr}[\hat{\rho}_1^{12}]^d \rangle = \frac{\Gamma(m_1 m_2 d!)}{\Gamma(m_1 m_2 + d)} \sum_{r=0}^{m_1-1} \binom{d-1}{r} \binom{m_1}{r+1} \binom{m_2 + d - r - 1}{m_2 - 1}
\]

\[\square\]

### 6.1.1 Special case: \(m_1 = m_2 = 2\)

Before we try the general case, let us try testing for convergence of \([6.0.1]\) in the simplest case \(m_1 = m_2 = 2\). This will serve as a useful demonstration of how the general-case proof given in the next section works.

Substituting \(m_1 = m_2 = 2\) into \((6.1.1)\) we get

\[
\langle \text{Tr}[\hat{\rho}_1^{12}]^d \rangle = \frac{6d!}{(d+3)!} (d^2 + d + 2).
\]

---

**Series convergence**

**Lubkin’s entropy**
We can now use this to evaluate \( \langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^k] \rangle \) through its binomial expansion:

\[
\langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^k] \rangle = \sum_{d=0}^{k} \binom{k}{d} \frac{(-1)^{k-d}}{m_1^{k-d}} \langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle
\]

\[
= \sum_{d=0}^{k} \binom{k}{d} \frac{(-1)^{k-d}}{2^{k-d}} \frac{6d!}{(d+3)!} (d^2 + d + 2).
\]

We then use the identity

\[
\binom{k}{d} \frac{d!}{(d+N)!} = \frac{k!}{(k+N)!} \binom{k+N}{d+N}
\]
to move the factorial terms outside the summation:

\[
\langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^k] \rangle = \frac{6k!}{(k+3)!} \sum_{d=0}^{k} \binom{k+3}{d+3} \frac{(-1)^{k-d}}{2^{k-d}} (d^2 + d + 2)
\]

\[
= \frac{6k!}{(k+3)!} \sum_{d=3}^{k+3} \binom{k+3}{d} \frac{(-1)^{k+3-d}}{2^{k+3-d}} (d^2 - 5d + 8).
\]

If we replace \((d^2 - 5d + 8)\) with

\[
\left. \left( \frac{\partial^2}{\partial u^2} - 4 \frac{\partial}{\partial u} + 8 \right) u^d \right|_{u=1},
\]

we can then simplify this by recognising that the summation is an incomplete binomial expansion:

\[
\langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^k] \rangle = \frac{6k!}{(k+3)!} \left( \frac{\partial^2}{\partial u^2} - 4 \frac{\partial}{\partial u} + 8 \right) \sum_{d=3}^{k+3} \binom{k+3}{d} \frac{(-1)^{k+3-d}}{2^{k+3-d}} u^d \left|_{u=1} \right.
\]

\[
= \frac{6k!}{(k+3)!} \left( \frac{\partial^2}{\partial u^2} - 4 \frac{\partial}{\partial u} + 8 \right) \left( \frac{u}{2} + \frac{1}{2} \right)^{k+3}
\]

\[
- \sum_{d=0}^{2} \binom{k+3}{d} \frac{(-1)^{k+3-d}}{2^{k+3-d}} u^d \left|_{u=1} \right.
\]

Note in particular that we have now removed all \(k\)-dependence in the limits of the summation. This makes the problem of determining the asymptotic behaviour for large \(k\) significantly easier.

We now expand out the remaining derivatives and set \(u = 1\). As a result we get that

\[
\langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^k] \rangle = \frac{3[1 + (-1)^k]}{2^k(k+3)}.
\]
Substituting this into (6.0.1), we have

\[ \langle S_{2,2} \rangle = \ln 2 - \sum_{k=1}^{\infty} \frac{3[1 - (-1)^k]}{2k(k+1)(k+4)}. \]

This can easily be seen to converge absolutely, as

\[ \left| \frac{3[1 - (-1)^k]}{2k(k+1)(k+4)} \right| < \frac{3}{k^3} \]

for all \( k \geq 1 \), and

\[ \sum_{k=1}^{\infty} \frac{3}{k^3} = 3\zeta(3) \]

where \( \zeta \) is the Riemann zeta function. Furthermore, we can evaluate this series exactly (see Appendix B) to get

\[ \langle S_{2,2} \rangle = \frac{1}{3}. \]

This agrees with Page’s explicit formula [24] which we describe in Section 6.2.

### 6.1.2 The general case

Now that we have seen the method in action, we can apply it to the general case. Ultimately we will just be using the comparison test again to determine when the series converges, but in order to be able to do this we must first find an explicit expression for the terms in Lubkin’s series so that we can determine their limiting behaviour. The majority of the proof will consist of the necessary manipulations required for this.

**Theorem 6.1.1.** Lubkin’s series (6.0.1) converges if and only if \( m_1 = 2 \).

**Proof.** In order to compute terms in Lubkin’s series, we need to know \( \langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^k] \rangle \). By taking its binomial expansion and substituting in (6.1.1) we get

\[
\langle \text{Tr}[(\hat{\rho}_1^{12} - \hat{\rho}_1)^k] \rangle = \sum_{d=0}^{k} \binom{k}{d} \frac{(-1)^{k-d}}{m_1^{k-d}} \langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle.
\]

\[
= \frac{(-1)^k}{m_1^k} a_0 + \sum_{d=1}^{k} \binom{k}{d} \frac{(-1)^{k-d}}{m_1^{k-d}} \Gamma(m_1 m_2) d! \sum_{r=0}^{m_1-1} \binom{d-1}{r} \Gamma(m_1 m_2 + d) \sum_{r=0}^{m_1-1} \binom{d-1}{r} \Gamma(m_1 m_2 + r) \Gamma(m_2 + d - r - 1) \Gamma(m_2 - 1)
\]

(note also that we need to handle the \( d=0 \) term separately as (6.1.1) breaks down in this case; for this purpose we define the value \( a_0 = \langle \text{Tr}[(\hat{\rho}_1^{12})^0] \rangle = \min(m_1, m_2) \)). Then, using the fact that

\[
\binom{k}{d} \frac{d!}{(d+N)!} = \frac{k!}{(k+N)!} \binom{k+N}{d+N},
\]
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this becomes

$$
\langle \text{Tr}[\hat{\rho}_1^{12} - \hat{\rho}_1^k] \rangle = \frac{(-1)^k}{m_1^k} a_0 + \frac{\Gamma(m_1 m_2 k!)}{\Gamma(m_1 m_2 + k)} \sum_{d=1}^{m_1-1} \left( \begin{array}{c} k + m_1 m_2 - 1 \\ d + m_1 m_2 - 1 \end{array} \right) \frac{(-1)^{k-d}}{m_1^{k-d}} \\
\times \sum_{r=0}^{m_1-1} \left( \begin{array}{c} d - 1 \\ r \end{array} \right) \left( \begin{array}{c} m_1 \\ r + 1 \end{array} \right) \left( \begin{array}{c} m_2 + d - r - 1 \\ m_2 - 1 \end{array} \right)
$$

$$
= \frac{(-1)^k}{m_1^k} a_0 + \frac{\Gamma(m_1 m_2 k!)}{\Gamma(m_1 m_2 + k)} \sum_{d=m_1 m_2}^{k+m_1 m_2 - 1} \left( \begin{array}{c} k + m_1 m_2 - 1 \\ d \end{array} \right) \frac{(-1)^{k-d+m_1 m_2 - 1}}{m_1^{k-d+m_1 m_2 - 1}} \\
\times \sum_{r=0}^{m_1-1} \left( \begin{array}{c} d - m_1 m_2 \\ r \end{array} \right) \left( \begin{array}{c} m_1 \\ r + 1 \end{array} \right) \left( \begin{array}{c} m_2 + d - m_1 m_2 - r \\ m_2 - 1 \end{array} \right).
$$

Now, as in Section 6.1.1, we need to replace the polynomial dependence on $d$ in the final terms with a derivative expression. For this we use the identity

$$
\frac{1}{(m_2 - 1)!} \left. \frac{\partial^{m_2-1}}{\partial u^{m_2-1}} \left( u^{m_2} \frac{\partial}{\partial u} u^{-d-m_1 m_2} \right) \right|_{u=1} = \left( d - m_1 m_2 \right) \left( \frac{m_2 + d - m_1 m_2 - r}{m_2 - 1} \right).
$$

If we substitute this in and again note that the sum over $d$ is an incomplete binomial expansion, we get

$$
\langle \text{Tr}[\hat{\rho}_1^{12} - \hat{\rho}_1^k] \rangle = \frac{(-1)^k}{m_1^k} a_0 + \frac{\Gamma(m_1 m_2 k!)}{\Gamma(m_1 m_2 + k)} \frac{1}{(m_2 - 1)!} \frac{\partial^{m_2-1}}{\partial u^{m_2-1}} \left( u^{m_2} \sum_{r=0}^{m_1-1} \left( \begin{array}{c} m_1 \\ r + 1 \end{array} \right) \frac{r!}{m_1^r} \Gamma(r+1) \left( u^{-1} \right)^{k+m_1 m_2 - 1} \\
- \sum_{d=0}^{m_1 m_2 - 1} \left( \begin{array}{c} k + m_1 m_2 - 1 \\ d \end{array} \right) \frac{(-1)^{k-d+m_1 m_2 - 1}}{m_1^{k-d+m_1 m_2 - 1}} \left( u^{-d-m_1 m_2} \right) \right) \bigg|_{u=1}.
$$

Evaluating the derivatives at this point is a fairly tedious process, and the result is

$$
\langle \text{Tr}[\hat{\rho}_1^{12} - \hat{\rho}_1^k] \rangle = \frac{(-1)^k}{m_1^k} a_0 + \sum_{r=0}^{m_1-1} \left( \begin{array}{c} m_1 \\ r + 1 \end{array} \right) \left( \begin{array}{c} -1 \right)^r \frac{m_2 - 1}{r! \Gamma(m_2)} \sum_{q=0}^{m_2-1} \left( \begin{array}{c} m_2 - 1 \\ q \end{array} \right) \frac{m_2!(-1)^q}{(q+1)!} \\
\times \left[ \sum_{j=0}^{q+r} \frac{(q + r)}{j} \left( \begin{array}{c} -1 \right)^j \frac{k! \Gamma(q + r + m_1 m_2 - j)}{\Gamma(k + m_1 m_2 - j)} \\
\times \left( 1 - \frac{1}{m_1} \right)^{k+m_1 m_2 - j - 1} \frac{m_1 m_2 - 1}{d} \right) \right. \\
\times \frac{k! \Gamma(q + r + m_1 m_2 - d)}{\Gamma(k + m_1 m_2 - d)} \left( \begin{array}{c} -1 \right)^{k-d+m_1 m_2 - 1} \right].
$$

Note in particular the new sums over $q$ and $j$, which arise from expanding derivatives of products. From this we get the exact form of the terms in Lubkin’s expansion (which
we will label $T_{k}^{m_{1},m_{2}}$ for simplicity), given by

$$T_{k}^{m_{1},m_{2}} = \frac{(-1)^{k} m_{1}^{k}}{k(k+1)} \langle \text{Tr}[(\hat{\rho}_{1}^{12} - \hat{\rho}_{1})^{k+1}] \rangle.$$  

The full expansion is very long and almost identical to the previous equation, so we don’t need to write it all out again.

With this expression we have all the necessary tools to determine convergence, which we will do through the limit comparison test. The number of terms being summed over in the above expression for $T_{k}^{m_{1},m_{2}}$ is fixed (i.e. independent dependent of $k$ – specifically, there are $1 + \frac{1}{2}m_{1}m_{2}(m_{1} + m_{2} + 2m_{1}m_{2})$ terms in total), so in order to determine the limiting behaviour of $T_{k}^{m_{1},m_{2}}$ as $k$ becomes large we just need to determine the limiting behaviour of all the individual terms and find the dominant ones. Each term contains a rational function of $k$ and/or an exponential term, so we need to look for limiting behaviour for each in the form $k^{\alpha}A^{k}$. After that it will be easy to see which dominates (i.e. which has the largest $A$, and which has largest $\alpha$ if multiple terms share the largest $A$).

When $m_{1} = 2$, all terms in the series are at most $O(k^{-2})$. The summation

$$\sum_{k=1}^{\infty} \frac{1}{k^{2}} = \frac{\pi^{2}}{6}$$

converges, and therefore $\langle S_{2,m_{2}} \rangle$ converges absolutely. When $m_{1} > 2$ however, the limiting behaviour is dominated by the exponentially increasing $(m_{1} - 1)^{k}$ term. The overall limiting term is the $(r = m_{1} - 1, q = m_{2} - 1, j = q + r)$ term, which gives

$$T_{k}^{m_{1},m_{2}} \sim \frac{(m_{1} - 1)^{k}}{k^{m_{1}-1}(m_{2}-1)+2},$$

which diverges.

Therefore, we have that Lubkin’s series is convergent if $m_{1} = 2$, and divergent otherwise.

The only cases where Lubkin’s series converges are the simplest cases where $m_{1} = 2$ (i.e. where the system being studied is equivalent to a single q-bit), and even in this case the convergence is fairly slow. For all other cases the series diverges exponentially in the limit.

This raises a question, however: specifically why Lubkin’s proposed approximation actually appears to be a good approximation, judging by how it compares to the approximation derived by Page [24] (see Section 6.2). One possible explanation is that Lubkin’s series may actually be an asymptotic expansion for the entropy. We will examine this possibility in Section 6.3.
6.2 Page’s formula

In Section 5.2 we demonstrated a method of calculating means over the space of pure bipartite states, using a joint density function for the eigenvalues of the reduced density operator derived by Lloyd and Pagels [21]. We used it here to find means of the trace of powers of the reduced density operator, but the authors who previously developed this method had in fact used it to evaluate the entropy itself directly [24, 30]. We will discuss their results and compare them to Lubkin’s proposed approximation here, before using them to provide a now-rigorous argument for the validity of Lubkin’s approximation.

Page was the first to attempt to use this method to evaluate the entropy. While he did not prove a general formula, he did manage to evaluate the special cases $m_1 = 2$ and $m_1 = 3$, giving

$$\langle S_{2,m_2} \rangle = \frac{2m_2 - 1}{2} \sum_{k=m_2+1}^{2m_2} \frac{1}{k} \quad \text{and} \quad \langle S_{3,m_2} \rangle = \frac{3m_2}{2} \sum_{k=m_2+1}^{3m_2} \frac{1}{k} - \frac{1}{m_2},$$

Based on these two cases, within which some patterns can be noticed (the harmonic sum in particular), he conjectured the general formula

$$\langle S_{m_1,m_2} \rangle = \frac{m_1 m_2}{2} \sum_{k=m_2+1}^{m_1 m_2} \frac{1}{k} - \frac{m_1 - 1}{2m_2}, \quad (6.2.1)$$

which he later found to also hold when $m_1 = 4$ and $m_1 = 5$ [24].

It was then proven a few years later by a number of authors that this formula is correct in general [16, 27, 30]. Each of these proofs used a slightly different method, but all were based on the eigenvalue integral Page began his investigation with. As we noted in Section 5.2.1, the method we used to prove Theorem 5.2.1 follows the method used by Sen [30]; it should be no surprise, then, that we are able to use our result from Theorem 5.2.1 to verify Page’s formula via a parallel method (See Appendix C). The existence of this general formula does not invalidate Lubkin’s search for an approximation, however. While (5.2.6) has the distinct advantage of being closed-form (such that $\langle S_{m_1,m_2} \rangle$ can be computed exactly in finite time for given $m_1$ and $m_2$), it has the disadvantage that it is not a smooth function of $m_1$ or $m_2$, so looking at how the entropy varies as the dimensions change is not easy. (6.2.1) can be recast in a form that allows such a smooth continuation, i.e.

$$\langle S_{m_1,m_2} \rangle = \psi(m_1 m_2 + 1) - \psi(m_2 + 1) - \frac{m_1 - 1}{2m_2},$$

where $\psi(z) = \frac{d}{dz} \ln \Gamma(z)$ is the digamma function, but this is still reliant on special functions so is not ideal. Lubkin’s proposed approximation has the distinct advantage of being a particularly simple function of $m_1$ and $m_2$. It also includes the term $\ln m_1$, thus relating the mean entropy visibly to the system’s maximum entropy.

For this reason, Page also aimed to find an approximate form for the entropy (he
was unaware of Lubkin’s prior work initially), and he showed that
\[
\langle S_{m_1m_2} \rangle \simeq \ln m_1 - \frac{m_1}{2m_2}
\]
is a good approximation when \(1 \ll m_1 \leq m_2\). As Page noted, this agrees with Lubkin’s approximation where the two regions of validity overlap (i.e. when \(1 \ll m_1 \ll m_2\)) [24].

6.2.1 Validating Lubkin

We can go further, however, and gain a rigorous understanding of the validity Lubkin’s approximation using Page’s explicit formula. We are even able to get a clear idea of how large the error is. We do this by proving another approximation first:

**Theorem 6.2.1.**

\[
\langle S_{m_1m_2} \rangle = \ln m_1 - \frac{m_1^2 - 1}{2m_1m_2} + O\left(\frac{1}{m_2^2}\right)
\]  

(6.2.2)

for arbitrary \(m_1\) and \(m_2\).

**Proof.** We start by writing (6.2.1) as

\[
\langle S_{m_1m_2} \rangle = H_{m_1m_2} - H_{m_2} - \frac{m_1 - 1}{2m_2},
\]  

(6.2.3)

where \(H_n\) is the \(n^{\text{th}}\) harmonic number. \(H_n\) has the known asymptotic expansion

\[
H_n = \ln n + \gamma + \frac{1}{2n} + O\left(\frac{1}{n^2}\right),
\]

where \(\gamma\) is the Euler-Mascheroni constant [8]. If we substitute this into (6.2.3), we get

\[
\langle S_{m_1m_2} \rangle = \ln(m_1m_2) - \ln m_2 + \frac{1}{2m_1m_2} - \frac{1}{2m_2} - \frac{m_1 - 1}{2m_2} + O\left(\frac{1}{m_1^2m_2^2}\right) + O\left(\frac{1}{m_2^2}\right)
\]

\[
= \ln m_1 - \frac{m_1^2 - 1}{2m_1m_2} + O\left(\frac{1}{m_2^2}\right).
\]

\[\square\]

In addition to the exact formula, Page mentions in the same paper an asymptotic formula for the entropy [24]. It should be noted that if we were to include further terms from the asymptotic expansion of \(H_n\) above, we would reproduce this same expansion. If we do this, including one more term, we get that the error in the approximation (6.2.2) is

\[
\delta = \langle S_{m_1m_2} \rangle - \ln m_1 + \frac{m_1^2 - 1}{2m_1m_2^2} = \frac{m_1^2 - 1}{12m_1^2m_2^2} + O\left(\frac{1}{m_2^3}\right).
\]  

(6.2.4)

This suggests that \(|\delta| \leq 1/(12m_2^3)\), and numerical calculation of all cases with \(m_1, m_2 \leq 100\) supports this guess, with \(\delta\) apparently tending toward \(1/(12m_2^3)\) as \(m_1\) and \(m_2\) increase (see Figure 6.2.1).
This approximation has a clear similarity in form to Lubkin’s approximation (6.0.2), although they are not exactly the same. We can use one to prove the other, however, through a simple bit of manipulation.

**Theorem 6.2.2.**

\[
\langle S_{m_1,m_2} \rangle = \ln m_1 - \frac{1}{2} \frac{m_1^2 - 1}{m_1 m_2} + 1 + O\left(\frac{1}{m_2^2}\right)
\]

for all \( m_1 \) and \( m_2 \).

**Proof.** From Theorem 6.2.1 we have that

\[
\langle S_{m_1,m_2} \rangle = \ln m_1 - \frac{1}{2} \frac{m_1^2 - 1}{m_1 m_2} + O\left(\frac{1}{m_2^2}\right).
\]

We also know from the binomial expansion that

\[
\frac{1}{m_1 m_2 + 1} = \frac{1}{m_1 m_2} + O\left(\frac{1}{m_1^2 m_2^2}\right)
\]

when \( m_1, m_2 \geq 2 \). Therefore, we have also that

\[
\langle S_{m_1,m_2} \rangle = \ln m_1 - \frac{1}{2} \frac{m_1^2 - 1}{m_1 m_2} + O\left(\frac{1}{m_1^2 m_2^2}\right) + O\left(\frac{1}{m_2^2}\right)
\]

\[
= \ln m_1 - \frac{1}{2} \frac{m_1^2 - 1}{m_1 m_2} + O\left(\frac{1}{m_2^2}\right).
\]
We therefore have confirmation of the validity of Lubkin’s approximation. However, the difference between this and (6.2.2) is
\[
|\Delta| = \frac{m_1^2 - 1}{2m_1m_2} - \frac{1}{2} \frac{m_1^2 - 1}{m_1m_2 + 1} \\
\approx \frac{m_1^2 - 1}{2m_1^2m_2} \\
\approx \frac{1}{2m_2^2},
\]
which is approximately six times larger than the error of (6.2.2), so while Lubkin’s approximation is valid according to the above proof, it is in general going to be worse than (6.2.2), potentially by a factor of six. Thus, while this method does confirm Lubkin’s approximation, it does so only by first providing a better alternative.

### 6.3 Divergent series

The fact that Lubkin’s approximation is actually valid, as shown in Theorem 6.2.2, despite being based of an in-general divergent series expansion, raises questions about the exact nature of the series (6.0.1). One possibility is that it is an asymptotic expansion of the entropy:

**Definition 6.3.1.** A sequence of functions \( \phi_k(z) \) is an asymptotic expansion for \( f(z) \) around \( z_0 \) (\( z_0 \) can be infinite) if \( [11] \)
\[
\phi_{k+1}(z) = o(\phi_k(z))
\]
for all \( k \) and, for any \( K \),
\[
f(z) = \sum_{k=1}^{K} \phi_k(z) + o(\phi_K(z)) \text{ as } z \to z_0, \tag{6.3.1}
\]
where \( u(z) = o(v(z)) \) implies
\[
\lim_{z \to z_0} \frac{u(z)}{v(z)} = 0.
\]

In this context we are looking at the series
\[
\langle S_{m_1m_2} \rangle = \ln m_1 + \sum_{k=1}^{\infty} T_{k}^{m_1m_2},
\]
where
\[
T_{k}^{m_1m_2} = \frac{m_1^k}{k(k+1)} (-1)^k \langle \text{Tr}[(\hat{\rho}_1^2 - \hat{\rho}_1)^{k+1}] \rangle,
\]
and there is some evidence to indicate that this is an asymptotic expansion in the limit \( m_2 \to \infty \). While we have not been able to determine the general behaviour of the
The Borel sum of the series (6.0.1) exists and equals the entropy. Borel summation is a method of assigning values to infinite series. In terms of the Borel transform, the Borel sum of (6.0.1) (which we evaluate through

\[
\lim_{m_2 \to \infty} m_2^{[k/2]+1} T_k^{m_1 m_2} = \begin{cases} \\
\frac{1}{2}(m_1^2 - 1) & k = 1 \\
-\frac{1}{6m_1}(m_1^2 - 1)(m_1^2 - 4) & k = 2 \\
\frac{1}{12m_1}(m_1^2 - 1)(2m_1^2 - 3) & k = 3 \\
-\frac{1}{4m_1^2}(m_1^2 - 1)(m_1^2 - 2)(m_1^2 - 4) & k = 4 \\
\frac{1}{6m_1^2}(m_1^2 - 1)(m_1^4 - 3m_1^2 + 3) & k = 5 \\
-\frac{1}{6m_1^2}(m_1^2 - 1)(m_1^2 - 4)(3m_1^4 - 10m_1^2 + 15) & k = 6 \\
\frac{1}{8m_1^2}(m_1^2 - 1)(2m_1^4 - 8m_1^2 + 15m_1^2 - 15) & k = 7 \\
\ldots
\end{cases}
\]

If we assume that this pattern continues for all \(k\), we’d get that \(T_k^{m_1 m_2} = O(m_2^{-[k/2]-1})\) and \(T_k^{m_1 m_2} = o(m_2^{-[k/2]})\). The sequence \(T_k^{m_1 m_2}\) would thus not immediately be asymptotic, but if consecutive terms with the same order in \(m_2\) (e.g. \(T_2^{m_1 m_2}\) and \(T_3^{m_1 m_2}\)) were paired together, then it would be, as e.g. \(T_6^{m_1 m_2} + T_7^{m_1 m_2} = o(T_4^{m_1 m_2} + T_5^{m_1 m_2})\).

This would still not prove that (6.0.1) is specifically an asymptotic expansion of the entropy, however. This would require showing that all possible truncations of the series tend asymptotically to the entropy according to (6.3.1). Again, there is some evidence to support this. In addition to the fact that the series was derived directly from the entropy, we also have the fact that the series is Borel summable, and its Borel sum is exactly the entropy. Borel summation is a method of assigning values to infinite series which is guaranteed to agree with the correct value for convergent series, but is also able to give finite values in some cases where the series diverges.

**Theorem 6.3.1.** The Borel sum of the series \(6.0.1\) exists and equals the entropy \(\langle S_{m_1 m_2} \rangle\).

**Proof.** We start by defining the formal power series

\[
\langle S_{m_1 m_2}(w) \rangle = \ln m_1 + \sum_{k=1}^{\infty} \frac{m_1^k w^{k-1}}{k(k+1)} (-1)^k \langle \text{Tr}[(\hat{\rho}_1^{[2]} - \hat{\rho}_1)^{k+1}] \rangle,
\]

which is equivalent to Lubkin’s series when \(w = 1\). The Borel transform of this (given by replacing \(w^k\) with \(t^{k/[k!]}\)) is

\[
\langle BS_{m_1 m_2}(t) \rangle = \ln m_1 + \sum_{k=1}^{\infty} \frac{m_1^k t^{k-1}}{(k+1)!} (-1)^k \langle \text{Tr}[(\hat{\rho}_1^{[2]} - \hat{\rho}_1)^{k+1}] \rangle
\]

\[
= \ln m_1 - \langle \text{Tr}[\exp(-m_1 t(\hat{\rho}_1^{[2]} - \hat{\rho}_1)) - \hat{I} + m_1 t(\hat{\rho}_1^{[2]} - \hat{\rho}_1)] \rangle
\]

\[
= \ln m_1 - \frac{e^t\langle \text{Tr}[\exp(-m_1 t\hat{\rho}_1^{[2]})] \rangle - m_1}{m_1 t^2}.
\]

In terms of the Borel transform, the Borel sum of (6.0.1) (which we evaluate through
integration by parts) is
\[
\int_0^\infty e^{-t} \langle BS_{m_1 m_2}(t) \rangle dt = \ln m_1 - \frac{1}{m_1} \int_0^\infty \left( \langle \text{Tr}[-m_1 t \hat{\rho}^{12}] \rangle - m_1 e^{-t} \right) \frac{dt}{t^2} \\
= \ln m_1 + \frac{1}{m_1} \int_0^\infty \frac{d^2}{dt^2} \left( \langle \text{Tr}[-m_1 t \hat{\rho}^{12}] \rangle - m_1 e^{-t} \right) \ln t dt \\
= \ln m_1 + \frac{1}{m_1} \int_0^\infty (m_1^2 \langle \text{Tr}[\hat{\rho}^{12}]^2 \exp(-m_1 t \hat{\rho}^{12}) \rangle - m_1 e^{-t}) \ln t dt.
\]

This integral will converge, as can be seen by writing the mean out in terms of the eigenvalues of \( \hat{\rho}^{12} \), which are necessarily non-negative. Using the fact that
\[
\int_0^\infty a e^{-at} \ln t dt = -\gamma - \ln a
\]
where \( \gamma \) is the Euler-Mascheroni constant (see Lemma A.0.2 in Appendix A), we get
\[
\int_0^\infty e^{-t} \langle BS_{m_1 m_2}(t) \rangle dt = \ln m_1 - \langle \text{Tr}[\hat{\rho}^{12}(\gamma + \ln(m_1 \hat{\rho}^{12}))] \rangle + \gamma.
\]

Most terms cancel, due to the fact that
\[
\langle \text{Tr}[(\hat{\rho}^{12})] \rangle = 1,
\]
and all that remains is
\[
\int_0^\infty e^{-t} \langle BS_{m_1 m_2}(t) \rangle dt = -\langle \text{Tr}[\hat{\rho}^{12} \ln \hat{\rho}^{12}] \rangle = \langle S_{m_1 m_2} \rangle.
\]

This provides a second meaningful identification between (6.0.1) and the entropy, supporting the assertion that it is an asymptotic expansion of the entropy, although this does not constitute a proof in itself.

6.3.1 The reason for divergence, and convergent alternatives

The Borel summation process used above provides some additional insight into the reasons why Lubkin’s series converges if and only if \( m_1 = 2 \). Consider the mean entropy as an integral with integrand
\[
- \sum_{k=1}^{m_1} p_k \ln p_k,
\]
where \( p_k \) are again the eigenvalues of \( \hat{\rho}^{12} \). Lubkin’s method involved expanding each term in this integrand as a Taylor series around \( p_k = 1/m_1 \), and the resulting infinite series is guaranteed to converge if all \( p_k \) lie within radius \( 1/m_1 \) of \( 1/m_1 \) (due to the branch points that appear when any \( p_k = 0 \)). Given that all the \( p_k \) are real, we can
equivocally state the domain of convergence as $0 \leq p_k \leq 2/m_1 \forall k$.

In the case $m_1 = 2$, the domain of convergence is $0 \leq p_k \leq 1$, which covers the entire domain of the integral. This allows Lubkin’s series to converge in these cases. When $m_1 > 2$, however, the domain of the integral starts to include regions where the summation diverges, so the convergence of the resulting series is no longer guaranteed. Lubkin’s hypothesis was based on the idea that the divergences may in a sense cancel each other out in these cases. We have now seen that this is not the case, however.

Borel summation is able to circumvent this problem, though. Borel summation works by taking an expression which is convergent on some finite interval and extending its domain of convergence to the entire positive real line. Applying Borel summation to our integrand here therefore gives an expression which is convergent within the entire domain of the integral. The result, however, tells us nothing new, as the result we get back is merely the defining expression of the entropy that we began with.

This analysis does suggest the possibility of alternative series expansions, however, which may be constructed in such a way as to ensure convergence. We simply need to expand around some point $\alpha \geq 1/2$, giving

$$\langle S_{m_1 m_2} \rangle = m_1 \alpha - \ln \alpha - 1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k(k+1)\alpha^k} \langle \text{Tr}[(\hat{\rho}_1^{12} - \alpha \hat{I})^{k+1}] \rangle. \quad (6.3.2)$$

This series of course has a very similar form to (6.0.1), and the two become equivalent if we set $\alpha = 1/m_1$.

While we have defined this series to have the useful property of being convergent, it should be noted that it is not useful as an approximation. Lubkin and Page’s approximations have the distinct advantage that their zeroth-order terms are $\ln m_1$, and are thus asymptotic to the entropy at large dimensions. Our constant $\alpha$ is defined independently of the two dimensions, however, giving a zeroth-order asymptotic behaviour which does not at all resemble that of the entropy. So while we conjectured in Section 6.3 that (6.0.1) may be an asymptotic expansion, it is clear that (6.3.2) is not. We show it here purely as a demonstration of the principles behind the convergence properties of (6.0.1); it is of little use in the actual evaluation of the entropy, given the other available options that we have already considered.

\footnote{We give a closed interval here because the entropy has a well-defined limit at both ends of the interval.}
Chapter 7

Conclusions

In summary, we have proven that Lubkin’s series expansion for the mean von Neumann entropy of a finite-dimensional bipartite quantum system in a pure state [22] is divergent when the dimension of the subsystem being studied is greater than 2. We determined this by finding closed-form expressions for the individual series terms, from which their asymptotic behaviour could be derived. This showed that the convergence was dependent on $m_1$, the dimension of the subsystem being observed, with the series converging slowly (as $k^{-3}$) when $m_1 = 2$, and diverging exponentially otherwise.

We also showed that the approximate formula Lubkin proposed was, in spite of having been derived from this series, a valid approximation of the entropy for large dimensions. This implies that the series expansion may be an asymptotic expansion of the entropy, though we don’t know if this is true to all orders.

It must also be noted that, while we proved the validity of Lubkin’s approximation, we at the same time showed that better approximations exist, such as (6.2.2), which is both a simpler expression and numerically closer to the correct value. In fact we were only able to establish the validity of Lubkin’s approximation by comparing it to this one.

The more important results from this part, however, lie in the methods we used to prove the above results, in particular the matrix-integral methods we used to evaluate the expressions $\langle \text{Tr}[(\hat{\rho}_1^2)^d] \rangle$ in closed form. These expressions, and in a broader sense the methods themselves, have a lot of significance in enumerative combinatorics, as we will see in the next part. Specifically they can be used for evaluating generating functions for enumerating rooted hypermaps, and related expressions can then be used for counting rooted maps and constellations. This will be the focus of the next part, so we will leave detailed discussion of these results until then. In the next chapter, however, we will begin by taking a clear look at $\langle \text{Tr}[(\hat{\rho}_1^2)^d] \rangle$ in particular, to see how their properties originally led to the discovery of their combinatorial meaning.
Part III

Enumeration of rooted constellations
Chapter 8

\[ \langle \text{Tr}[(\hat{\rho}^{12}_1)^d] \rangle \text{ as combinatorial functions} \]

From this point onwards we will leave quantum theory behind, moving instead into the field of enumerative combinatorics. We have discussed how it is already known that these two fields overlap with each other in places. We know that, in some cases, mean properties of quantum systems can be expressed as summations over combinatorial objects \[33, 14, 13, 25\]. We also know that, conversely, quantum expressions can be used as generating functions for enumerating combinatorial objects \[7, 39\]. Now we will look at how these principles apply to our expressions from Part II.

Let us take a closer look at these expressions, specifically

\[ \langle \text{Tr}[(\hat{\rho}^{12}_1)^d] \rangle = \frac{\Gamma(m_1m_2)}{d\Gamma(m_1m_2 + d)} \sum_{r \geq 0} \binom{d-1}{r} (-1)^r (m_1 - r)_d (m_2 - r)_d, \]

defined for positive integers \(d\) (see Corollary 5.2.1). For any given \(d\), this is a function of \(m_1\) and \(m_2\) only, and by inspection we see that it is a rational function of \(m_1\) and \(m_2\), with a denominator of the form \(m_1m_2(m_1m_2 + 1) \cdots (m_1m_2 + d - 1)\).

The numerator is then everything else, and we define the functions

\[ P_d(m_1, m_2) = \frac{\Gamma(m_1m_2 + d)}{\Gamma(m_1m_2)} \langle \text{Tr}[(\hat{\rho}^{12}_1)^d] \rangle \]

\[ = \frac{1}{d!} \sum_{r \geq 0} \binom{d-1}{r} (-1)^r (m_1 - r)_d (m_2 - r)_d \]

(8.0.1)

(8.0.2)

to be these numerators. While it is not immediately obvious from this definition, especially given the \(1/d!\) factor, these functions are polynomials with integer coefficients

---

\(^1\)Strictly speaking this is not actually the simplest form the of the denominator in general, as the numerator will turn out to be a multiple of \(m_1m_2\) as well. However, when we proceed to look at these expressions as generating functions, it will be important to leave the \(m_1m_2\) factor in the numerator, so we choose not to factor it out of the denominator for that reason.
can already note a number of general trends. For instance, patterns in the individual terms such as the coefficient of order \( m \) of order \((d+1)\), if we evaluate the first few cases explicitly (note that we can do this easily as only the first \(d\) terms in the summation are non-zero) we get

\[
P_1(m_1, m_2) = m_1 m_2
\]
\[
P_2(m_1, m_2) = m_1 m_2^2 + m_2^2 m_1
\]
\[
P_3(m_1, m_2) = (m_1 m_2^3 + 3m_2^2 m_1^2 + m_1^3 m_2) + m_1 m_2
\]
\[
P_4(m_1, m_2) = (m_1 m_2^3 + 6m_2^2 m_1^2 + 6m_1^3 m_2 + m_1^4 m_2^2) + (5m_1 m_2^2 + 5m_2^2 m_1)
\]
\[
P_5(m_1, m_2) = (m_1 m_2^5 + 10m_2^4 m_1^2 + 20m_2^3 m_1^3 + 10m_1^4 m_2^2 + m_1^5 m_2)
\]
\[
\vdots
\]

Although no general form is forthcoming beyond the existing summation form, we can already note a number of general trends. For instance, \( P_d(m_1, m_2) \) appears to be of order \((d+1)\), odd\(^2\) when \(d\) is even and vice versa. Also, there are some noticeable patterns in the individual terms such as the coefficient of \( m_1^2 m_2^{d-1} \) appearing to be \( \frac{1}{2}d(d - 1) \). One of the most telling, however, is that if we set \( m_1 = m_2 = 1 \) (i.e. if we sum over all the coefficients in each function), we get \( P_d(1, 1) = d! \). This is particularly indicative of some combinatorial meaning.

Another interesting fact about these functions, again which hints at a combinatorial interpretation, is that they satisfy a recursion relation. This arises from the fact that \(8.0.2\) is a hypergeometric series with a finite number of non-zero terms, and it is known that a fixed-order recursion relation will always exist for such a series \(^{26} p 64\).

**Theorem 8.0.2.** The sequence of functions \( P_d(m_1, m_2) \) satisfy

\[
(d + 3)P_{d+2}(m_1, m_2) = (2d + 3)(m_1 + m_2)P_{d+1}(m_1, m_2) + d[(d + 1)^2 - (m_1 - m_2)^2]P_d(m_1, m_2) \tag{8.0.3}
\]

for all \(d \geq 1\).

**Proof.** Let us rewrite \(8.0.2\) in the form

\[
P_d(m_1, m_2) = \sum_{r \geq 0} F(d, r)
\]

where

\[
F(d, r) = \frac{1}{d!} \binom{d}{r} (-1)^r (m_1 - r)_{d}(m_2 - r)_{d}.
\]

We have omitted the parameters \(m_1\) and \(m_2\) here purely for the sake of readability and

\(^2\)Odd in the sense that, if the signs of all the parameters are changed, the overall sign of the function changes i.e. \( P_d(-m_1, -m_2) = -P_d(m_1, m_2) \). Similarly, \( P_d(-m_1, -m_2) = P_d(m_1, m_2) \) for an even function.
consistency with [26]. This function satisfies the relation

\[ G(d, r + 1) - G(d, r) = (d + 3)F(d + 2, r) - (2d + 3)(m_1 + m_2)F(d + 1, r) \]
\[ - d[(d + 1)^2 - (m_1 - m_2)^2]F(d, r) \]  \hspace{1cm} (8.0.4)

where

\[
\frac{G(d, r)}{F(d, r)} = \frac{d!(d - r - 1)!dr(m_1 + d - r)(m_2 + d - r)}{(d + 2)!(d - r + 1)!}[2d^3 - 3d^2r - dm_1m_2 + dr^2 + 7d^2
\]
\[ - dm_1 - dm_2 - 7dr - 3m_1m_2 + m_1r + m_2r + r^2 + 8d - m - n - 4r + 3].
\]

This fact was derived using Zeilberger’s algorithm [26, 38], and can be verified through substitution and cancellation.

We then sum (8.0.4) over all \( r \geq 0 \). On the left hand side the \( F \) terms sum give \( P_d(m_1, m_2) \) etc. while the right hand side telescopes out to \( \lim_{r \to \infty} G(d, r) - G(d, 0) \). But \( G(d, 0) = 0 \), and \( G(d, r) = 0 \) for all \( r > (d + 1) \), so the right hand side is zero in the limit. Therefore, the result of this summation is that

\[
(d + 3)P_{d+2}(m_1, m_2) = (2d + 3)(m_1 + m_2)P_{d+1}(m_1, m_2)
\]
\[ + d[(d + 1)^2 - (m_1 - m_2)^2]P_d(m_1, m_2). \]

This recursion relation, along with the initial cases \( P_1(m_1, m_2) = m_1m_2 \) and \( P_2(m_1, m_2) = m_1m_2(m_1 + m_2) \), give us all of the functions in the sequence. In addition, it allows us to prove some of the properties which we guessed previously:

**Corollary 8.0.1.** For all \( d \geq 1 \), \( P_d(m_1, m_2) \) is a polynomial of order \( (d + 1) \), which is odd if \( d \) is even and even if \( d \) is odd.

**Proof.** Assume this holds up to \( d = \delta \), for some \( \delta \geq 2 \). (8.0.3) then gives that

\[
P_{\delta+1}(m_1, m_2) = \frac{2\delta + 1}{\delta + 2}(m_1 + m_2)P_{\delta}(m_1, m_2) + (\delta - 1)\frac{\delta^2 - (m_1 - m_2)^2}{\delta + 2}\]
\[ P_{\delta-1}(m_1, m_2). \]

The right hand side is then a polynomial of order \( \delta + 2 \), as expected, and it is even if and only if \( (\delta + 1) \) is odd. We know that \( P_d(m_1, m_2) \) has the desired properties for \( d \leq 2 \), so it follows by induction that it is true for all \( d \geq 1 \).

**Corollary 8.0.2.** \( P_d(1, 1) = d! \) for all \( d \geq 1 \).

**Proof.** Again, assume this is true up to \( d = \delta \) for some \( \delta \geq 2 \). When \( m_1 = m_2 = 1 \),
\[ \langle \text{Tr}(\rho_1^{12})^d \rangle \] as combinatorial functions

(8.0.3) becomes

\[
P_{\delta+1}(1, 1) = 2 \frac{2\delta + 1}{\delta + 2} P_\delta(1, 1) + \frac{\delta^2}{\delta + 2} P_{\delta-1}(1, 1)
\]

\[
= 2 \frac{2\delta + 1}{\delta + 2} \delta! + \frac{\delta^2(\delta - 1)}{\delta + 2} (\delta - 1)!
\]

\[
= (\delta + 1)!. 
\]

It is easy to see that it’s true for \( d \leq 2 \), so it is true for all \( d \geq 1 \) by induction. \( \square \)

All of this hints at some deeper meaning to these functions, but none of it says what this meaning actually is. We can identify this meaning, however, by evaluating the coefficients at various orders (see Appendix D) and comparing them to prior enumeration work. As it turns out, all the coefficients up to \( d = 12 \) can be found in Appendix B of [35], which gives the results of enumerating rooted hypermaps. By comparing these two sets of results we find that \( P_d(m_1, m_2) \) is a generating function enumerating rooted hypermaps with \( d \) darts and one face, partitioning them by number of edges and vertices.

While we can state this fairly confidently in light of the agreement over the first twelve orders, this is far from a proof. We do have all the necessary tools to prove it, however, as we will in Chapter 10. We will then examine these tools further in the following chapters, seeing how they can be used to enumerate all rooted hypermaps (Chapter 11) as well as rooted maps and constellations (Chapter 12).

First, however, we need to properly introduce and define these various terms. This is the purpose of Chapter 9.
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Basic concepts

In this chapter we will give an introduction to a number of combinatorial concepts which will see heavy use in the following chapters, in particular constellations, hypermaps and generating functions. This chapter is purely an explanation of existing concepts and does not introduce any new results, although it does serve to highlight which properties/interpretations will be most relevant to the following work. For instance, in the case of hypermaps, which have multiple equivalent interpretations, we will focus on interpreting them as 3-constellations, as opposed to the geometric interpretation of diagrams on orientable surfaces, as the former is much more useful for our purposes.

9.1 Hypermaps and constellations

9.1.1 Permutations

One of the fundamental concepts of combinatorics is the permutation, i.e. a bijective function mapping from a finite ordered set to itself. In this context we will define a permutation as follows:

Definition 9.1.1. A $d$-permutation is a bijective function from some set $D$ with $d$ elements to itself. We will call $d$ the permutation’s degree, for consistency with the terminology we use for hypermaps.

Definition 9.1.2. The symmetric group $\text{Sym}_d$ is the group consisting of all permutations acting on the set $[1 \ldots d]$.

We have defined permutations here as acting on arbitrary sets. However, the group of all permutations acting on any given set of size $d$ is isomorphic to $\text{Sym}_d$, so in many cases we will identify $d$-permutations as simply being those acting on $[1 \ldots d]$ for simplicity. We will encounter permutations acting on other defined sets later, though, where hypermaps involve permutations acting on the set of darts in the hypermap, so it is helpful to bear this more general definition in mind.
We will represent permutations here using cycle notation. For example, the 5-permutation \( g = (143)(25) \) maps 1 to 4, 4 to 3, 3 to 1, and 2 and 5 to each other. The two bracketed sets of values are known as cycles (so \( g \) has two cycles).

Another way of representing this permutation would be

\[
g : \begin{bmatrix} 1 & 2 & 3 & 4 & 5 \\ 4 & 5 & 1 & 3 & 2 \end{bmatrix} \rightarrow \begin{bmatrix} 4 & 5 & 1 & 3 & 2 \end{bmatrix}.
\]

While many different equivalent representations for permutations exist, the cycle representation will be of most use to us as it is the cycles of each permutation which we are interested in; when we look at hypermaps, we will see that cycles correspond to geometric features of the hypermaps, specifically edges, vertices and faces. We denote the number of cycles in a permutation \( g \) as \( \text{cyc}(g) \).

Permutations can be composed together to produce permutations of higher degree through the direct sum \( \oplus \):

**Definition 9.1.3.** Given permutations \( \{g_1, g_2, \ldots, g_N\} \) acting respectively on the disjoint sets \( \{D_1, D_2, \ldots, D_N\} \), their direct sum \( g = g_1 \oplus g_2 \oplus \ldots \oplus g_N \) is defined on \( D_1 \cup D_2 \cup \cdots \cup D_N \) such that

\[
g(x) = \begin{cases} 
g_1(x), & x \in D_1 \\
g_2(x), & x \in D_2 \\
\vdots & \\
g_N(x), & x \in D_N
\end{cases}.
\]

The direct sum provides a useful method of decomposing permutations into subpermutations. The direct sum preserves cycles in each of the subpermutations, so the maximum number of parts any given permutation can be decomposed into is equal to the number of cycles it contains e.g. \( (136)(25)(4) = (136) \oplus (25) \oplus (4) \). Thus the only permutations which can’t be decomposed are one-cycles. We will revisit direct sums and decompositions when looking at constellations, as they provide a simple way of understanding the transitivity property of constellations (see the next section), which is very useful for understanding the process of computing generating functions of general hypermaps in Chapter 11.

### 9.1.2 Constellations

**Definition 9.1.4.** A \( k \)-constellation acting on a set \( D \) of size \( d \) is a sequence \( [g_1, \ldots, g_k] \) of \( d \)-permutations with the following two properties:

- **Transitivity:** The group generated by \( [g_1, \ldots, g_k] \) acts transitively on the set \( D \),
• **Closure:** The product $g_1 g_2 \cdots g_k$ equals the identity.

The number $k$ is the constellation’s *length*, and $d$ its *degree*. [20, p 8].

At its simplest, a constellation is an ordered set of permutations. As is seen in the above definition, however, some additional structure is required of the permutations. These properties, which we refer to here as transitivity and closure, have the interesting result of making 1- and 2-constellations trivial, as any 2-constellation is just $[g, g^{-1}]$ for some 1-cycle $g$, while there is only one 1-constellation, $[I_1]$ where $I_1 = (1)$ is the degree-one identity permutation. [20, p 9]. Thus we will only be studying constellations of length three or more here, with the case $k = 3$ being equivalent to hypermaps, as we shall see later.

The transitivity property in particular imposes a sort of connectedness on a hypermap, by requiring that any element of $D$ can be mapped to any other element of $D$ just through sequential application of the permutations $g_1, \ldots, g_k$. If a sequence of permutations did not satisfy this property, then it would be possible to decompose it into a direct sum of constellations of lower degree i.e.

$$
\begin{bmatrix}
(123)(4)(5) \\
(13)(2)(45) \\
(1)(23)(45)
\end{bmatrix}
= 
\begin{bmatrix}
(123) \\
(13)(2) \\
(1)(23)
\end{bmatrix}
\oplus 
\begin{bmatrix}
(4)(5) \\
(45) \\
(45)
\end{bmatrix}.
$$

Thus, in the same way that 1-cycles are permutations which cannot be decomposed into a direct sum of smaller permutations, a constellation is a closed sequence of permutations which cannot be decomposed into a direct sum of sequences of lower degree.

While any sequence of permutations satisfying these properties is a constellation, some constellations with different representations are isomorphic to each other. This is the case when two permutations have the same structure except for a relabelling of the elements in the set the permutations act on. For instance,

$$
\begin{bmatrix}
(123)(4)(5) \\
(13)(2)(45) \\
(1)(23)(45)
\end{bmatrix}
\text{ and }
\begin{bmatrix}
(143)(2)(5) \\
(13)(4)(25) \\
(1)(43)(25)
\end{bmatrix}
$$

are isomorphic, the only difference being the swapping of the labels 2 and 4. We can express this more formally:

**Definition 9.1.5.** Two $k$-constellations of degree $d$, $[g_1, \ldots, g_k]$ and $[h_1, \ldots, h_k]$, acting respectively on sets $D$ and $D'$, are isomorphic if there exists a bijection $p : D \to D'$ such that [20, p 9]

$$
[p g_1 p^{-1}, \ldots, p g_k p^{-1}] = [h_1, \ldots, h_k].
$$

In the enumerative work of the following chapters we will be concerned specifically with enumeration of isomorphism *classes* of constellations, rather than enumeration of
distinct representations. This has been the general practice of previous authors as well as typically it is only the structure which is important, so counting cases which behave in exactly the same way as each other is redundant.

9.1.3 Rooted constellations

We will not be looking at isomorphism classes under the very general type of isomorphisms given in Definition 9.1.5, however, but at a more restricted type of isomorphism class called a rooted constellation. We define these as follows:

**Definition 9.1.6.** A rooted $k$-constellation $C$ of degree $d$ is an isomorphism class of $k$-constellations acting a given set $D$ such that, for any two constellations $c_1$ and $c_2$ in $C$ there exists a permutation $p$ which maps $c_1$ to $c_2$ and preserves a specified element $x$ of $D$, called the root.

So, as a given set $D$ has a set of constellation isomorphism classes associated with it, a pair $(D, x)$ consisting of a set $D$ and a single distinguished element $x \in D$ is associated with a set of rooted constellation equivalence classes. The isomorphism for general constellations imposes the idea that all the elements of $D$ are equivalent to each other, so exchanging them doesn’t change the structure of the constellation. In the rooted case $x$ is now considered distinct from the other elements, so any reordering of the elements only preserves the rooted constellation’s structure if the root is preserved (i.e. if $p(x) = x$).

When we look at rooted $k$-constellations acting on $[1, \ldots, d]$, we will by convention take the root to be $x = 1$.

9.1.4 Hypermaps

While we will eventually proceed to derive enumeration results for rooted constellations of arbitrary length, the focus of most of this work will be on the simplest non-trivial case, 3-constellations, which are equivalent to hypermaps:

**Definition 9.1.7.** A hypermap is a 2-cell embedding of a hypergraph on an orientable surface $O$; a hypergraph $(V, E)$ consists of a set $V$ of vertices and a family $E$ of families of vertices from $V$, called edges. A 2-cell embedding means that the complement of the hypergraph $O$ on the surface is a disjoint union of regions homeomorphic to the open disc (see Figures 9.1.1 and 9.1.2 for a visualisation of the process of embedding a hypergraph in a surface).

To understand how a hypergraph may be embedded in a surface to produce a hypermap, it is helpful to consider the hypergraph as a set of points representing the vertices, with the edges a number of groupings of these vertices (see Figure 9.1.1a). Note that edges are specifically families so that an edge can contain particular vertices...
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![Hypergraph and Bipartite Graph](image)

Figure 9.1.1: (a) A hypergraph and (b) the equivalent bipartite graph representation, showing how edges can contain vertices more than once, and how multiple edges can be equivalent. This hypergraph cannot form a hypermap as it is disjoint, so cannot form a 2-cell embedding.

![Hypermap](image)

Figure 9.1.2: A hypermap with seven vertices, seven edges, six faces and twenty darts, embedded in a genus-one surface. This satisfies Euler’s characteristic equation, which for a hypermap is \( v + e + f - d = 2 - 2g \).

Multiple times. Similarly, \( E \) is a family such that the hypergraph can contain multiple edges with the same connectivity. These are a generalisation of the concept of graphs (vertices connected pairwise by lines, called edges) where the edges are no longer restricted to connecting to two vertices, but can instead connect to any positive number of vertices.

To understand the embedding process, however, it is helpful to use a particular representation of hypergraphs as bipartite bicoloured graphs (see Figure 9.1.1b). Here we replace each edge by a new point, labelled in white, and then connect it to each of the vertices it contains by a line, which we refer to as a dart. If an edge contains a vertex more than once, then they are connected by more than one dart.

Given this, the process of embedding a hypergraph in an orientable surface is equivalent to the process of embedding a bipartite graph. Embedding a graph produces a map, so we say that embedding a hypergraph produces a hypermap. An example of a hypermap is shown in Figure 9.1.2, where the vertices and edges are represented by points on the surface, and the darts as lines connecting them. Again, all of
Basic concepts
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Figure 9.1.3: The actions of the three permutations $g_1$, $g_2$ and $g_3$ on darts in a hypermap, demonstrating how the composition $g_1g_2g_3$ maps darts to themselves.

The faces (connected regions in the complement of the hypermap) are required to be homeomorphic to the open disc.

As with constellations, we can consider isomorphism classes of hypermaps. If we have two hypermaps embedded on two surfaces, then they are said to be isomorphic if there is a homeomorphism between the two surfaces which exactly maps the vertices, edges, faces and darts of one hypermap onto the vertices, edges, faces and darts of the other. Given this fact, if we consider only isomorphism classes of hypermaps, then the exact shape of the surface onto which they’re embedded is not relevant. The only properties of the surface which have any impact on the hypermap are the genus and orientability, both of which are preserved under homeomorphisms.

Given this, it is useful to be able to define hypermaps in a geometry-independent manner, and constellations provide a means of doing so. For the remainder of our discussion of hypermaps we will supersede Definition 9.1.7 with the following:

**Definition 9.1.8.** A hypermap is a 3-constellation [20, p 43].

We can see that these two definitions are equivalent by the following argument. Consider a geometric hypermap, and extract from it the set $D$ containing its darts. Each dart can be associated uniquely to a single vertex, edge and face (the choice of vertex and edge are easy as the dart is connected to only one of each; by convention we will associate a dart to the first face you encounter moving anticlockwise around its adjacent vertex). We define three permutations, $g_1$, $g_2$ and $g_3$ acting on $D$ such that they permute the darts anticlockwise around their associated faces, edges and vertices respectively. These permutations are transitive on $D$ as hypermaps are always connected, so any dart can be moved to any other dart just by repeatedly rotating them.
round their adjacent vertices and edges. They also satisfy $g_1g_2g_3 = 1$, as can be seen geometrically from their actions (see Figure [9.1.3]). By Definition [9.1.4] the sequence \([g_1, g_2, g_3]\) is therefore a 3-constellation.

Conversely, a geometric hypermap can be constructed from a 3-constellation \([g_1, g_2, g_3]\) as follows: first, associate the elements in the set \(D\) that the constellation acts on with line segments (darts). Then, taking each dart in turn and, repeatedly applying \(g_3\) followed by \(g_2\), construct a set of open surfaces (faces) such that the darts, in the order they are encountered, form their boundaries in a clockwise direction (when multiple darts result in faces with the same boundary, as will be the case whenever a face has more than one vertex adjacent to it, keep only one such face). Once all possible faces have been constructed, join them together wherever their boundaries share a dart. The result is a closed, orientable surface with a hypermap embedded in it.

Therefore, geometric hypermaps and 3-constellations are equivalent to each other, so we are free to directly associate the two. The concept of isomorphism also maps over naturally, as both hypermap isomorphism and constellation isomorphism amount to mapping the darts of one hypermap onto the darts of another. We also carry the concept of rooting over:

**Definition 9.1.9.** A rooted hypermap is a rooted 3-constellation.

Geometrically this means specifying one of the darts to be distinct from the others; this dart is the hypermap’s root.

An important point relating to the connection between hypermaps and constellations is the interpretation of cycle structure within the constellations. \(g_3\) rotates darts anticlockwise around their adjacent vertices, so if \(g_3\) is applied repeatedly, all darts will eventually do a complete cycle around their adjacent vertex and return to their starting point. Therefore the cycles in \(g_3\) correspond directly to the vertices in the hypermap, and the set of darts in each cycle is exactly the set of darts connected to the corresponding vertex. Similarly, cycles in \(g_2\) correspond to edges and cycles in \(g_1\) to faces. This has the nice result that, if we wish to know the number of vertices, edges and faces in a hypermap, we simply need to count the cycles in its 3-constellation.

This also allows us to prove another interesting result relating to counting of hypermaps:

**Lemma 9.1.1.** Let \(N_{d,v,e,f}\) be the number of rooted hypermaps with \(d\) darts, \(v\) vertices, \(e\) edges and \(f\) faces. Then

\[
N_{d,v,e,f} = N_{d,e,v,f} = N_{d,v,f,e}
\]

along with all other such permutations of \(v, e\) and \(f\).

**Proof.** Consider the set of all rooted hypermaps \([g_1, g_2, g_3]\) with \(v\) vertices, \(e\) edges, \(f\) faces and \(d\) darts. The mapping \(T_1 : [g_1, g_2, g_3] \rightarrow [g_1^{-1}, g_3^{-1}, g_2^{-1}]\)
is an isomorphism-preserving bijection between such rooted hypermaps and those
that instead have \( e \) vertices and \( v \) edges. Therefore the two sets are the
same size, i.e. \( N_{d,e,v,f} = N_{d,v,e,f} \). By the same argument, the bijection
\( T_2 : [g_1,g_2,g_3] \mapsto [g_2^{-1},g_1^{-1},g_3^{-1}] \) gives that \( N_{d,v,e,f} = N_{d,v,f,e} \). All other equalities
follow from sequential application of these two.

This result will manifest itself when we start computing generating functions, where
we will find that the generating functions are always symmetric in their arguments.

## 9.2 Generating functions

One final concept which we will be making considerable use of is that of generating
functions. These are a very simple concept, however, so we will only give a brief
introduction in order to clarify the terminology we will be using in the following
chapters.

Consider some sequence of numbers \( a_k \) for all \( 0 \leq k < K \) (\( K \) may be infinity). This
sequence has an associated generating function \( A \) defined as

\[
A(x) = \sum_{k=0}^{K-1} a_k x^k,
\]

i.e. a function (specifically a polynomial if \( K \) is finite) with the sequence as the
coefficients in its Maclaurin series expansion. In some infinite cases this series will
diverge for finite \( x \), in which case we will have to think of \( A(x) \) instead as a formal
power series, although we will still refer to it as a generating function. In cases like this
it is sometimes useful to instead use an alternating generating function

\[
B(x) = \sum_{k=0}^{\infty} (-1)^k b_k x^k.
\]

Generating functions are of great use in enumerative combinatorics. For example,
let us say that the number of \( k \)-permutations with \( n \) disjoint cycles is \( N_{k,n} \). For any
given \( k \) there will be \( k \) such values to describe the partition of the \( k! \) such permutations.
We can simplify this information considerably, however, by combining these all into a
single generating function

\[
p_k(x) = \sum_{n=1}^{k} N_{k,n} x^n.
\]

We say that this generating function **enumerates the set of \( k \)-permutations by number
of cycles.** As it happens, this function has a simple closed form:

\[
p_k(x) = (x)_k = \frac{\Gamma(x+k)}{\Gamma(x)},
\]

where \( (x)_k \) is the rising factorial \([10, \text{p} 213]\). Generating functions with closed forms
such as this are very useful as they can reveal much more information about the objects being enumerated than the individual counts can. In this case, for instance, setting $x = 1$ gives us that

$$p_k(1) = \sum_{n=1}^{k} N_{k,n} = k!$$

i.e. there are $k!$ $k$-permutations. This is, of course, well known, but we will make a fair amount of use of this particular principle (setting a parameter to unity to sum over various possibilities) when dealing with hypermaps and constellations.
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In this chapter we will prove the fact that our functions \( P_d(m_1, m_2) \) (defined in Chapter 8) are in fact generating functions for enumerating one-face rooted hypermaps by number of edges and vertices. This is our first new result in enumerative combinatorics, and the methods we develop here provide the groundwork for everything which follows in later chapters for enumeration of general rooted hypermaps, maps and constellations.

10.1 Why matrix integration

When evaluating \( P_d(m_1, m_2) \) in Chapter 5 we made considerable use of matrix integration. It is interesting, and indeed instructive, to consider why this particular topic, and the particular types of matrix integrals we will be using, should have such a close connection to combinatorics.

As we have noted, this work is not the first time a connection between matrix integration and combinatorics has been encountered, or even the first time such a connection has arisen from work in quantum theory. For example, work in two-dimensional quantum gravity has produced methods of enumerating maps via computation of matrix integrals \cite{39}. There are many thematic similarities between this procedure and ours – both use Gaussian integrals and integration over spaces of Hermitian matrices, for instance, and both give integrals which can be evaluated to give closed-form generating functions.

As will be seen from the results in this chapter, it is no surprise that two methods involving Gaussian integration over complex matrices would produce combinatorial results. This arises from two facts: a Gaussian-weighted integral over a polynomial can be re-expressed as a multi-derivative expression, and evaluation of these multi-derivative expressions involves summation over permutation groups. We will look at the case of enumerating permutations as a way to illustrate these principles.

10.1.1 Enumerating permutations

As we stated in Section 9.2, the generating function for enumerating \( k \)-permutations by number of cycles is already known, so this is not an attempt to derive new
results. Rather it is a demonstration of the principles which link matrix integrals to combinatorics, and in particular the specific tools which we will be making use of in the following chapters.

Consider the integral

\[ p_k(m) = \frac{1}{\pi^m} \int_{\mathbb{C}^m} d^m v d^m \bar{v} e^{-v \cdot \bar{v} (v \cdot \bar{v})^k}, \quad (10.1.1) \]

where \( v \) is an \( m \)-dimensional complex vector. This integral can be evaluated by switching to spherical polar coordinates. If we let \( r = \sqrt{v \cdot \bar{v}} \) and integrate out the angular part, we get

\[ p_k(m) = \frac{2}{\Gamma(m)} \int_0^\infty e^{-r^2} r^{2k+2m+1} dr = \frac{\Gamma(m+k)}{\Gamma(m)}, \]

which is already known to be the generating function for enumerating permutations by cycle count. This integral provides us with a new method for proving this fact, however:

**Theorem 10.1.1.** The integral \((10.1.1)\) is the generating function for enumerating \( k \)-permutations by number of cycles.

**Proof.** Let \( \alpha \) and \( \beta \) be two real \( m \)-vectors. We choose some orthonormal basis for \( \mathbb{R}^m \) such that these and \( v \) can be written in terms of their components in this basis. Then, in terms of these components, we write \((10.1.1)\) (using the convention of summing over repeated indices) as

\[ p_k(m) = \frac{1}{\pi^m} \int_{\mathbb{C}^m} d^m v d^m \bar{v} e^{-v_i^2 + \alpha_i v_i + \beta_i \bar{v}_i (v_i \bar{v}_i)^k} \bigg|_{\alpha, \beta = 0} \]

\[ = \frac{1}{\pi^m} \frac{\partial}{\partial \alpha_{i_1}} \frac{\partial}{\partial \beta_{i_1}} \cdots \frac{\partial}{\partial \alpha_{i_k}} \frac{\partial}{\partial \beta_{i_k}} \int_{\mathbb{C}^m} d^m v d^m \bar{v} e^{-v_i^2 + \alpha_i v_i + \beta_i \bar{v}_i} \bigg|_{\alpha, \beta = 0} \]

\[ = \frac{\partial}{\partial \alpha_{i_1}} \frac{\partial}{\partial \beta_{i_1}} \cdots \frac{\partial}{\partial \alpha_{i_k}} \frac{\partial}{\partial \beta_{i_k}} (\alpha_{i_1} \cdots \alpha_{i_k}) \bigg|_{\alpha = 0}. \quad (10.1.2) \]

Here we have used our ability to replace \( v_i \) with \( \partial/\partial \alpha_i \) and \( \bar{v}_i \) with \( \partial/\partial \beta_i \) to remove the polynomial part \((v_i \bar{v}_i)^k\) from the Gaussian integral in order to simplify its evaluation. This leaves us with a multi-derivative expression involving \( \alpha \) and \( \beta \), and after performing all of the \( \beta \)-derivatives we are left with a \( k \)th derivative of a \( k \)th order monomial of \( \alpha \).

The process of performing the \( \alpha \)-derivatives is trickier, but can be done combinatorially. When we expand the derivative out fully we get a total of \( k! \) terms, one for each pairing of derivatives to \( \alpha \) terms (each \( \alpha \) is paired with only one derivative
as differentiating it twice would take it to zero). This is equivalent to a sum over all $k$-permutations, each permutation corresponding to one of these pairings. Given that

$$\frac{\partial}{\partial \alpha_i} \alpha_j = \delta[i, j],$$

where $\delta[i, j]$ is the $m$-dimensional Kronecker delta, we can write this sum of pairings as

$$p_k(m) = \sum_{g \in \text{Sym}_k} \delta[i_1, i_{g(1)}] \cdots \delta[i_k, i_{g(k)}].$$

For each $g$, the product of deltas contracts completely, and each cycle in $g$ contracts to a single factor of $m$ (i.e. a cycle $(152)$ would give a term $\delta[i_1, i_5] \delta[i_5, i_2] \delta[i_2, i_1] = \delta[i_1, i_1] = m$). Therefore

$$p_k(m) = \sum_{g \in \text{Sym}_k} m^{\text{cyc}(g)},$$

which is exactly the generating function for enumerating $k$-permutations by number of cycles.

We can now see much more clearly why Gaussian integrals such as this can produce generating functions. Of particular importance is the fact that the monomial function in the integrand is a complete contraction (all indices appear exactly twice and are summed over), and $v$ terms are always paired with $\bar{v}$ terms in this contraction. This means that, when we perform the integration-differentiation process which leads to (10.1.2), what results is a sum of completely contracted products of Kronecker deltas, which themselves produce monomial functions of the dimensions of the matrix.

The integrals used in this example bear a similarity to those discussed in Section (5.1.1), so naturally the proof in the next section follows a very similar procedure to the one above. We are thus ready to proceed to the main purpose of this chapter: enumeration of one-face hypermaps.

### 10.2 The generating function

In the previous section we showed how to convert a matrix integral into a sum over permutations. We will now use this to show how to enumerate one-face rooted hypermaps. It is easy to see that this is equivalent to summing over permutations, for the following reason:

**Lemma 10.2.1.** There is a bijection between the set of rooted hypermaps with $d$ darts and one face, and the set $\text{Sym}_d$ of $d$-permutations.

**Proof.** A hypermap with $d$ darts is a 3-constellation of degree $d$, where the number of cycles in the first permutation corresponds to the number of faces (Definition 9.1.8). Any hypermap with one face can therefore be written, up to isomorphism, as $[\sigma, g, (\sigma g)^{-1}]$, where $\sigma = (12\ldots d)$ and $g$ is some other permutation. Furthermore,
when we consider only rooted hypermaps, there are no non-trivial isomorphisms available which preserve this particular normal form (the only isomorphisms which would preserve the given $\sigma$ correspond to the action of permutations $p = \sigma^k$ for some integer $k$, and the only case like this which preserves the root is when $p = 1$). We therefore see that no two hypermaps written in this form with different $g$ can be in the same rooted hypermap isomorphism class. Thus, this representation provides a bijection between $d$-permutations and one-face rooted hypermaps with $d$ darts. \(\square\)

Keeping in mind our goal of showing that $P_d(m_1, m_2)$ is a generating function for counting one-face rooted hypermaps, this lemma implies the result of Corollary 8.0.2—that $P_d(1, 1) = d!$—as $P_d(1, 1)$ should equal the total number of $d$-permutations, which we know to be $d!$.

This correspondence given above can be represented diagrammatically, using what we will refer to here as ladder diagrams. Consider, for example, the permutation $g = (143)(256)$. Through Lemma 10.2.1 this corresponds to a genus one rooted hypermap, whose hypergraph is shown in Figure 10.2.1a. We build its ladder diagram as follows:

1. Draw two rows of $d$ points (two rows of six in this example), and join them pairwise between the rows by solid vertical lines.

2. Draw six dashed lines which represent $\sigma = (12\ldots d)$ mapping from the bottom row to the top row. These along with the $d$ vertical lines are called the backbone of the diagram.

3. Draw six double lines (half solid, half dashed) which represent $g$ mapping from the top to the bottom.
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\[ \frac{\partial}{\partial \alpha_{a_1b_1}} \frac{\partial}{\partial \alpha_{a_2b_2}} \frac{\partial}{\partial \alpha_{a_3b_3}} \frac{\partial}{\partial \alpha_{a_4b_4}} \frac{\partial}{\partial \alpha_{a_5b_5}} \frac{\partial}{\partial \alpha_{a_6b_6}} \]

\[ a_{a_1b_1} a_{a_2b_2} a_{a_3b_3} a_{a_4b_4} a_{a_5b_5} a_{a_6b_6} \]

Figure 10.2.2: One of the Kronecker delta contractions involved in the expansion of \( P_6(m_1, m_2) \).

This diagram corresponds to the term \( \delta[a_1, a_{\sigma g(1)}] \delta[b_1, b_{\sigma(1)}] \cdots \delta[a_6, a_{\sigma g(6)}] \delta[b_6, b_{\sigma(6)}] \) with \( g = (143)(256) \), and the diagram of contraction pairs visibly matches Figure 10.2.1b.

The ladder diagram for \( g = (143)(256) \) is shown in Figure 10.2.1b.

This ladder method gives a quick method of extracting the hypermap's properties from \( g \). If we follow the solid lines through the ladder diagram, moving up on the backbone then down on the double lines, and repeat this over and over, this corresponds simply to repeated applications of \( g \) to the top row. As such, each closed loop of solid lines is a cycle in \( g \), so the number of solid loops equals the number of edges in the hypermap. Doing the same with the dashed lines corresponds to repeated applications of \( \sigma g \), and so by the same argument the number of dashed loops equals the number of vertices. This visualisation will make the following proof somewhat simpler to follow.

**Theorem 10.2.1.** \( P_d(m_1, m_2) \) is a generating function enumerating one-face rooted hypermaps with \( d \) darts by number of vertices and edges.

**Proof.** We have from (8.0.1) and (5.1.5) that

\[ P_d(m_1, m_2) = \frac{\Gamma(m_1m_2+d)}{\Gamma(m_1m_2)} (\text{Tr}[(\hat{\rho}_1^2)^d]) = \frac{1}{\pi^{m_1m_2}} \int_{C_{m_1m_2}} \hat{d}^{m_1m_2} z d^{m_1m_2} \bar{z} e^{-|z|^2} z_{a_1b_1} \bar{z}_{a_2b_1} \cdots z_{a_db_d} \bar{z}_{a_1b_d}, \]

where \( z_{ab} \) are components of an \( m_1 \times m_2 \)-dimensional complex matrix. The method used in Theorem 10.1.1 for evaluating Gaussian integrals applies equally well here; we just need to define our dummy variables \( \alpha \) and \( \beta \) as \( m_1 \times m_2 \)-dimensional real matrices. We then get that

\[ P_d(m_1, m_2) = \frac{\partial}{\partial \alpha_{a_1b_1}} \frac{\partial}{\partial \beta_{a_2b_1}} \cdots \frac{\partial}{\partial \alpha_{a_db_d}} \frac{\partial}{\partial \beta_{a_1b_d}} e^{\alpha_{ab} \beta_{ab}} \bigg|_{\alpha, \beta = 0} \]

\[ = \frac{\partial}{\partial \alpha_{a_1b_1}} \cdots \frac{\partial}{\partial \alpha_{a_db_d}} (\alpha_{a_2b_1} \alpha_{a_3b_2} \cdots \alpha_{a_1b_d}) \bigg|_{\alpha = 0}. \]

As before, this expression is equivalent to a sum over permutations. We can write the terms in this sum entirely in terms of \( m_1 \)- and \( m_2 \)-dimensional Kronecker deltas, but for clarity we will represent them diagrammatically, as seen for example in Figure 10.2.2 This diagram represents all the individual contractions arising in the term corresponding to a particular permutation \( g \) matching the derivatives to the \( \alpha \) terms.
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Single solid lines represent contractions over matching $b$-indices, while single dashed lines represent contractions over matching $a$-indices. The double lines correspond to the derivative pairings, each of which produces a $\delta[a_i, a_{\sigma(i)}]$ and a $\delta[b_i, b_{g(i)}]$. Therefore, in each term the $m_1$-dimensional Kronecker deltas with $a$-indices contract along the dashed lines, producing a factor of $m_1$ for each closed dashed loop, and the $m_2$-dimensional deltas with $b$-indices contract over the solid loops, producing a factor of $m_2$ for each loop.

These contraction diagrams clearly correspond to the ladder diagrams we discussed previously. We have already shown that there is one such ladder diagram for each one-face rooted hypermap with $d$ darts, and we have here that there is one such diagram for each contraction term in $P_d(m_1, m_2)$. Therefore, there is a one-to-one correspondence between the contraction terms and one-face rooted hypermaps. Furthermore, by comparing the interpretations of the loops in the two types of diagrams we see that the exponent of $m_1$ in each term is the number of vertices in the corresponding hypermap and the exponent of $m_2$ the number of edges. Thus, $P_d(m_1, m_2)$ is exactly the generating function enumerating one-face rooted hypermaps with $d$ darts by number of vertices and edges.

10.3 Evaluating $P_d(m_1, m_2)$

We have now shown explicitly that $P_d(m_1, m_2)$ is the generating function enumerating one-face rooted hypermaps with $d$ darts by number of vertices and edges. Thus, by computing these functions exactly and finding their coefficients, we are able count how many of the corresponding types of rooted hypermap there are. The question is what benefits this new method brings. As we have seen, there already exists a method by Walsh for enumerating rooted hypermaps by generating all of the hypermaps individually [35], so we do have something to compare these results to.

One way we could compare these two methods is by looking at the amount of time it takes to compute any given value or set of counts, and how this increases with $d$, but the difference between the two methods is somewhat more fundamental than just speed; while our method is built on generating functions, which essentially give us a short-cut to the result, Walsh’s method is based on individually generating each hypermap and computing their properties. Which method is preferable therefore really depends on what you need – the hypermaps themselves or just the counts.

10.3.1 Walsh’s method

Let us consider Walsh’s method, and the principles it is based on, first. This method generates each hypermap individually and then computes its properties. Direct generation of combinatorial objects is by no means simple, of course. Taking the simpler example of permutations, it is very easy to generate an individual permutation (simply take a finite, ordered set and randomly shuffle the elements). One can generate any permutation this way of course, but this is not the same as enumerating them. We
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would have to store all of the previously-generated permutations in order to check if each new one had been counted already, and the fact that this method is random in nature means we’d never know for certain if we had found all cases. In order to overcome these two issues, what is needed is a systematic method for generating each case which is not reliant on checking for uniqueness, and which halts when all cases have been found. Algorithms of this form exist for permutations, with one of the better known – and most efficient – being Heap’s algorithm [18, 29].

Similar principles apply with hypermaps. We could easily generate all 3-sequences of permutations using Heap’s algorithm (taking the last one to be the inverse of the product of the others to ensure they multiply to unity), but we would then have to check each case for transitivity, wasting a lot of time generating cases which aren’t actually hypermaps. Then we would also have to store all previously-generated cases in order to check that new ones weren’t isomorphic to them, requiring significant time and memory.

Walsh overcame both of these problems by using an alternate representation of hypermaps, whereby each hypermap is represented by a code string. This originated from a similar code for rooted plane trees, which was then generalised by Lehman to a code for rooted maps [34]. By enforcing certain conditions on these codes they could be made to correspond only to bipartite, bicoloured maps, thus allowing their use for generating hypermaps as well. The enumeration process then requires just generating all codes satisfying these conditions, as the nature of the codes ensures that they are nonisomorphic [35], much as our ladder-diagram representation for one-face rooted hypermaps ensured that all the cases generated were nonisomorphic.

The exact nature of the codes is not important for our work here, but one property they have is that, as is the case with the constellation representation of hypermaps, it is possible to extract the number of vertices, edges and faces from each code with ease. Thus the hypermaps can be partitioned by these characteristics after generation, allowing individual counts of each type to be made. Walsh provides such counts for rooted hypermaps up to 12 darts, noting that the time taken is roughly proportional to the number of hypermaps counted, and the memory requirements are just the memory required to store a single hypermap code, along with that needed for the counts themselves [35].

This is as efficient as a direct enumeration algorithm can be, making it ideal for applications which require the actual structure of the individual hypermaps, but in terms of absolute speed it is nonetheless quite slow, simply because of how many rooted hypermaps there are. The number of rooted hypermaps with $d$ darts grows as at least $d!$, after all.

10.3.2 Direct enumeration by our method

If we are only interested in one-face rooted hypermaps, the first improvement on Walsh’s method we can make is a new direct enumeration process which is slightly more optimised for the one-face case, based on Lemma [10.2.1]. As they stand, Walsh’s
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codes can encode any number of faces, so extracting only the one-face cases with an unmodified version of his algorithm would involve generating all rooted hypermaps and filtering the results. But as we have shown, each one-face rooted hypermap is equivalent to a permutation on $d$ elements, and these can be enumerated extremely efficiently using Heap’s algorithm. From these permutations we construct constellations, which gives us the structure of the hypermaps including vertex/edge counts.

As with Walsh’s method, the memory requirements of this process grows linearly with the size of the hypermap and the time taken grows with the number of hypermaps. This method is thus only an improvement if we are only looking at one-face cases, where it saves looking at unnecessary cases. This method is not applicable beyond those cases unfortunately.

However, to see the real benefits of our new method, we must move beyond direct enumeration.

### 10.3.3 Closed-form generating functions

In Theorem [10.2.1] we showed that the generating function $P_d(m_1, m_2)$ can be expressed as a Gaussian matrix integral. Evaluation of this integral gives us the direct enumeration method described above, but its real value lies in its connection to the quantum work discussed in Part [II]: this work allows us to write $P_d(m_1, m_2)$ in closed form. As we stated in (8.0.2),

$$P_d(m_1, m_2) = \frac{1}{d!} \sum_{r \geq 0} \binom{d-1}{r} (-1)^r (m_1 - r)_d (m_2 - r)_d.$$

While we have chosen to write this as an indefinite summation, we note as before that the binomial coefficient ensures that the summand is zero for all $r \geq d$. The two rising-factorial terms $(m_1 - r)_d$ and $(m_2 - r)_d$ produce finite-order polynomials in $m_1$ and $m_2$, and as such this expression can be used to compute $P_d(m_1, m_2)$ exactly as a finite-order polynomial, from which the coefficients (the hypermap counts) can be extracted.

To compare this result quantitatively to the direct enumeration methods above, including Walsh’s, we computed these functions individually in Mathematica, timing how long it took to calculate each one. It is difficult to find a theoretical expression for the computational complexity for this process, as the numbers used during the calculation rise rapidly (at least as $d!$) so any algorithm intending to compute these functions at high order must necessarily make use of variable-size integer storage, adding an additional layer of complexity. However, based on the results of a run going up to order 100 the time-dependence appears to be approximately polynomially bounded, with the shown cases fitting roughly to $O(d^3)$ (see Figure [10.3.1]). This is in comparison to the algorithms taking constant time per hypermap, which would run in $O(d!)$.
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10.3.4 Recursion relation

There is one more method we can use to calculate these generating functions, which can in fact provide an even more significant speed boost than the generating-function method above: recursion relations. This method is really just an extension of the generating-function method, however, as the recursion relation’s proof follows directly from the form of the hypergeometric series \(8.0.2\), and then gives a new method of computing these functions in terms of functions of lower order.

We have already proven the relevant recursion relation in Theorem \(8.0.2\) – as \(8.0.3\) states,

\[
(d + 3)P_{d+2}(m_1, m_2) = (2d + 3)(m_1 + m_2)P_{d+1}(m_1, m_2) \\
+ d[(d + 1)^2 - (m_1 - m_2)^2]P_d(m_1, m_2)
\]

for any \(d \geq 1\) – and we have already seen how this recursion can be used to prove inductively a number of facts, such as the fact that \(P_d(m_1, m_2)\) is symmetric, and that \(P_d(1, 1) = d!\). Additionally, we can rewrite \(8.0.3\) as a recursion relation for the hypermap counts themselves:

**Corollary 10.3.1.** Let \(N_{d,v,e}\) be the number of rooted hypermaps with \(d\) darts, \(v\) vertices and \(e\) edges. Then

\[
(d + 3)N_{d+2,v,e} = (2d + 3)(N_{d+1,v-1,e} + N_{d+1,v,e-1}) \\
+ d[(d + 1)^2 N_{d,v,e} - N_{d,e-2,e} + 2N_{d,v-1,e-1} - N_{d,v,e-2}]. \quad (10.3.1)
\]
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Figure 10.3.2: The time taken to compute \( P_d(m_1, m_2) \) via its recursion relation up to \( d = 30 \), assuming no prior knowledge of the lower-degree generating functions in each case, in Mathematica on a Dell XPS 12 with an Intel Core i7-3537U CPU. The fitted line is to \( T = (1.574 \times 10^{-17})d^{12.07} \). Lower values of \( d \) were omitted from the fit as their times are visibly rounded up due to the CPU clock’s finite resolution.

Proof. Write

\[
P_d(m_1, m_2) = \sum_{v=1}^{\infty} \sum_{e=1}^{\infty} N_{d,v,e} m_1^v m_2^e
\]

and substitute this into (8.0.3). Collecting together the \( m_1^v m_2^e \) terms then gives (10.3.1).

Of course, we can also come up with an explicit formula for \( N_{d,v,e} \) by expanding (8.0.2), using the fact that the rising factorial has the expansion

\[
(a)_k = \sum_{n=0}^{k} (-1)^{k-n} s(k, n) a^n,
\]

with \( s(k, n) \) being the Stirling numbers of the first kind. However, the Stirling numbers are themselves computed recursively, so this method has little added benefit over using (10.3.1).

It’s difficult to compare this method to the generating-function method in Section 10.3.3 in terms of time complexity, in that the two methods are designed to be used in different contexts. The generating-function method is able to compute the functions in isolation, without any knowledge of functions of lower order, so it is not surprising that, in this context, it is more efficient. Figure 10.3.2 shows the time taken to compute each \( P_d(m_1, m_2) \) recursively, assuming no prior knowledge of lower-degree generating functions at each step, and it can be seen that the times rise much more rapidly than in Figure 10.3.1.

The recursive method, however, is by far the most efficient method to use if the
prior cases are already known, where the time to compute each case is only affected by the amount of time it takes to perform the various integer/polynomial arithmetic operations required to evaluate (8.0.3), the number of such steps being performed not depending on $d$. The recursive method is also more suited to the task of proving patterns and trends in the generating functions, particularly through inductive proofs.

10.3.5 Discussion

So, while our enumeration methods based on calculating $P_d(m_1, m_2)$ cannot provide as much information about the individual hypermaps as Walsh’s method can, it is clear that our methods have definite advantages. If we just want to know the overall numbers of different sizes of rooted hypermaps, it is much faster to get these from the generating functions than it is to count the hypermaps themselves. In addition, generating functions and recursion relations are ideally suited to proving patterns and trends in the counts.

It should be noted that some prior work, which we were initially unaware of, has dealt with and evaluated functions equivalent to $P_d(m_1, m_2)$ – a survey of several methods for doing so is given in [28]. These methods arose from a combinatorial problem equivalent to the one addressed in this chapter, namely the problem of enumerating factorisations of the permutation $(12\ldots d)$ into a product of two permutations. Each such factorisation $g_1g_2 = (12\ldots d)$ has a one-to-one correspondence to the one-face rooted hypermap $[(12\ldots d), g_2^{-1}, g_1^{-1}]$, so these two enumeration problems are equivalent, and thus result in the same generating function.

The various generating function expressions discussed in [25] have a number of similarities with our expression (8.0.2) for $P_d(m_1, m_2)$, particularly in the use of hypergeometric series, though the exact forms differ in each case. However, what is important for the purposes of the rest of this thesis is not the form or value of the functions themselves but the method we used to derive (8.0.2). This method is applicable beyond the one-face rooted hypermap case studied in this chapter, and we will begin to explore this in the next chapter by extending our method to cover all rooted hypermaps, showing how to overcome the one-face restriction. After passing this hurdle we will then find that the methods can be used on still broader problems, such as enumerating rooted maps and constellations (see Chapter 12).
Chapter 11

General rooted hypermaps

In the previous chapter we looked exclusively at the enumeration of rooted hypermaps with one face, and showed that we were able to find closed-form expressions for the generating functions enumerating them by number of edges and vertices. As is often the case, this special case has a much simpler solution than the general case will have, but that doesn’t mean that the general case doesn’t have a solution. In this chapter we will look at this general case: enumeration of all rooted hypermaps. The solution we will find here is nowhere near as neat as in the one-face case, but it is still in a form which allows us to compute generating functions (and therefore rooted hypermap counts) algorithmically.

One potential way to proceed to other numbers of faces would be to adjust the method shown in the last chapter to count rooted hypermaps with other numbers of faces. The two-face case is reasonably easy to do (see Section 11.1), but the method gets progressively more complex as the number of faces increases.

However, the fact that the functions $P_d(m_1, m_2)$ are symmetric (as a result of Lemma 9.1.1) hints at a simpler method. Let $P_d^{(f)}(m_1, m_2)$ be the generating function for $f$-face rooted hypermaps with $d$ darts, with $P_d^{(1)}(m_1, m_2) \equiv P_d(m_1, m_2)$. If we sum over all these we get a new generating function

$$H_d(m_0, m_1, m_2) = \sum_{f=1}^{d} m_0^f P_d^{(f)}(m_1, m_2),$$

which enumerates all rooted hypermaps with $d$ darts at once. Lemma 9.1.1 again means that this function will be symmetric in all three of its parameters. This suggests that it may itself have a reasonably simple form – at least simpler than the individual $P_d^{(f)}(m_1, m_2)$ terms are.

The final result of this chapter will be a method of computing these global generating functions. Unlike in the one-face case, however, the method for computing these necessarily involves the use of recursion relations, each generating function being dependent on all those for lower dart counts.

1We will look at an even more general case, enumeration of all rooted constellations, in the next chapter.
11.1 The two-face case

We will nonetheless look at the two-face case on its own first, as it demonstrates the general process through which the methods in the previous chapter are generalised to multiple faces. As in the previous chapter we will represent hypermaps using ladder diagrams (see Figure 11.1.1). The exact same construction principle is used here: we start off by representing our rooted hypermap as \( \sigma, g, (\sigma g)^{-1} \), where \( \sigma \) is a two-cycle with all indices in its cycle notation in the correct order (e.g. \((12)(3456), (123)(456))\).

In the previous chapter we showed how one can then sum over all possible permutations \( g \) and produce a Gaussian integral expression for a generating function which enumerates the associated ladder diagrams. The exact same principle applies here – as we labelled the expression associated with a one-cycle of length \( d \) as \( P_d(m_1, m_2) \), we will label the expression for a 2-cycle \( \sigma \) with cycles of length \( i \) and \( j \) as \( P_{i,j}(m_1, m_2) \).

For a given permutation \( g \), the associated term in \( P_{i,j}(m_1, m_2) \) is

\[
\delta[a_1, a_{\sigma g(1)}] \delta[b_1, b_{g(1)}] \cdots \delta[a_d, a_{\sigma g(d)}] \delta[b_d, b_{g(d)}],
\]

exactly as it was in the one-face case (with the only change being the definition of \( \sigma \)), and this produces a monomial in \( m_1 \) and \( m_2 \) with the exponents being the number of solid and dashed loops in the associated ladder diagram, as we want. The difference here is how the above converts into a derivative expression when we sum over all \( g \). As an example, when \( \sigma = (12)(3456) \) i.e. when \( i = 2 \) and \( j = 4 \), we get

\[
P_{2,4}(m_1, m_2) = \left. \frac{\partial}{\partial a_{a_1b_1}} \cdots \frac{\partial}{\partial a_{a_5b_6}} (a_{a_2b_1} a_{a_1b_2} a_{a_3b_3} a_{a_5b_4} a_{a_6b_5} a_{a_3b_6}) \right|_{\alpha=0}
\]

(note that the \( a \)-indices on the \( \alpha \) terms have been permuted by \( \sigma \)), and the Gaussian
integral corresponding to this is

\[ P_{2,4}(m_1, m_2) = \frac{1}{\pi^{m_1 m_2}} \int_{S^{m_1 m_2}} d^{m_1 m_2} z e^{-|z|^2} \sum a_{i1} a_{i2} b_{i1} b_{i2} \times z_{a_3 b_3} z_{a_4 b_4} z_{a_5 b_5} z_{a_6 b_6} z_{a_7 b_7} \cdot \]

As in the one-face case, we wish to convert this integral into an eigenvalue integral in order to make it useful. First, we convert the Gaussian integral to a spherical integral, through a reverse of the process used in Section 5.1.1. This gives us

\[ P_{2,4}(m_1, m_2) = \frac{\Gamma(m_1 m_2 + 6)}{2\pi^{m_1 m_2}} \int_{S^{2m_1 m_2 - 1}} d\Omega x_{a_1 b_1} x_{a_2 b_2} x_{a_3 b_3} \times x_{a_4 b_4} x_{a_5 b_5} x_{a_6 b_6} x_{a_7 b_7}, \]

and using \((\hat{\rho}_1^{12})_{a_1 a_2} = x_{a_1 b_1} x_{a_2 b_2}\) we have

\[ P_{2,4}(m_1, m_2) = \frac{\Gamma(m_1 m_2 + 6)}{2\pi^{m_1 m_2}} \int_{S^{2m_1 m_2 - 1}} d\Omega \text{Tr}[(\hat{\rho}_1^{12})^2] \text{Tr}[(\hat{\rho}_1^{12})^4]. \]

Following the same procedure through in the general case, we find that

\[ P_{i,j}(m_1, m_2) = \frac{\Gamma(m_1 m_2 + i + j)}{2\pi^{m_1 m_2}} \int_{S^{2m_1 m_2 - 1}} d\Omega \text{Tr}[(\hat{\rho}_1^{12})^i] \text{Tr}[(\hat{\rho}_1^{12})^j]. \]  

Each of the \(\text{Tr}[(\hat{\rho}_1^{12})^i]\) terms in the integrand corresponds directly to a cycle of length \(i\) in \(\sigma\) (just as the \(\text{Tr}[(\hat{\rho}_1^{12})^d]\) term in the one-face case corresponds to a one-cycle of length \(d\)), while the prefactor depends only on the integrand’s order in \(\hat{\rho}_1^{12}\), which is \(i + j\).

We could continue all the way through, evaluating this integral in closed form using the method of Lloyd, Pagels, Page and Sen [21, 24, 30]. However, the resulting expression is less useful to us than the one-face case was, and all the results it could give us will be obtainable from the general case as well. So we will not bother with this here, and instead move on to how we use \(P_{i,j}(m_1, m_2)\) to build generating functions.

### 11.1.1 Constructing the generating functions

The functions \(P_{i,j}(m_1, m_2)\) which we defined in the previous section are not themselves hypermap generating functions, for a number of reasons.

- They include non-transitive cases. The summation over permutations which defines \(P_{i,j}(m_1, m_2)\) places no restrictions on the permutation \(g\), so cases where \([\sigma, g, (\sigma g)^{-1}]\) is non-transitive (and is therefore not a hypermap) are included in the sum.

- Some of the counted hypermaps are isomorphic to each other. As in the one-face case, the fact that we are counting rooted hypermaps ensures that we don’t need to consider isomorphisms which cycle the indices of the first cycle in \(\sigma\) – although such isomorphisms still give hypermaps with the same \(\sigma\), they do not preserve the
root. However, in the two-face case, isomorphisms which only cycle the indices in the second cycle of $\sigma$ do preserve the root, so must be considered. These result in each valid rooted hypermap being counted $j$ times (see Appendix E for the proof of this).

Neither of these points were issues in the one-face case, but now we are moving to more general cases we need to account for them. This is fortunately not too difficult. The non-transitive cases can be accounted for by using the fact that the non-transitive cases can be decomposed a direct sums of transitive cases, and the multiple counting is easy to account for as the size of each hypermap’s isomorphism class only depends on the cycle structure of $\sigma$, and not on $g$.

**Theorem 11.1.1.** The generating function $P_d^{(2)}(m_1, m_2)$ for enumerating two-face rooted hypermaps with $d$ darts by number of vertices and edges is

$$P_d^{(2)}(m_1, m_2) = \sum_{j=1}^{d-1} \frac{1}{j} \left[ \frac{1}{j} P_{d-j,j}(m_1, m_2) - P_{d-j}(m_1, m_2) P_j(m_1, m_2) \right].$$

**Proof.** We start with the function $P_{d-j,j}(m_1, m_2)$, where we use $i = d - j$ to fix the overall dart count at $d$. $j$ must be between 1 and $d - 1$ inclusive, as both of the cycles in $\sigma$ must be of non-zero length.

We first need to subtract the non-transitive cases. Each such case is a direct sum of two transitive one-face cases, one of length $d - j$ and the other of length $j$, so the generating function for these is simply the product of two one-face generating functions. Subtracting this away gives

$$P_{d-j,j}(m_1, m_2) - P_{d-j}(m_1, m_2) P_j(m_1, m_2),$$

which is a sum only over valid hypermaps. This still contains multiple counting, but as each hypermap is in an isomorphism class of size $j$, we can account for this by simply dividing by $j$. We then sum over all possible values of $j$, with the resulting generating function being

$$P_d^{(2)}(m_1, m_2) = \sum_{j=1}^{d-1} \frac{1}{j} \left[ \frac{1}{j} P_{d-j,j}(m_1, m_2) - P_{d-j}(m_1, m_2) P_j(m_1, m_2) \right].$$

This example demonstrates the basic principles of generalising to all rooted hypermaps, demonstrating the types of degeneracies which need to be accounted for. We could, if we wished, apply the same methods to higher numbers of faces, but the resulting expressions, even without explicitly evaluating the integrals, will become impractical very quickly, so we will at this point move on to looking at the general case.
11.2 Enumerating all rooted hypermaps

In the previous section we built the generating function for two faces by first defining the function $P_{i,j}(m_1, m_2)$. This function is itself a generating function, but instead of hypermaps it counts ladder diagrams, which are related to hypermaps but do not require the transitivity property. For our general case we now need to generalise these functions further.

$P_{i,j}(m_1, m_2)$ is defined entirely by the backbone of the ladder diagrams, the permutation $\sigma$, with the indices $i$ and $j$ being the lengths of the cycles in $\sigma$. When $\sigma$ has more than two cycles i.e. $N$ cycles with lengths $d_1, \ldots, d_N$, then the obvious generalisation of $P_{i,j}(m_1, m_2)$ as given in (11.1.1) is

$$P_{d_1, \ldots, d_N}(m_1, m_2) = \frac{\Gamma(m_1 m_2 + d)}{2\pi^{m_1 m_2}} \int_{S^{2m_1 m_2-1}} d\Omega \prod_{r=1}^{N} \text{Tr}[\hat{\rho}_{12}^r]^{d_r},$$

(11.2.1)

where $d = \sum_{r=1}^{N} d_r$. It is fortunately reasonably easy to prove that this is correct.

**Lemma 11.2.1.** Let $\sigma$ be the permutation on $[1 \ldots d]$ with cycle lengths $d_1, \ldots, d_N$, such that the indices in its cycle representation are in the correct order, e.g. if $\{d_1, d_2, d_3\} = \{3, 2, 4\}$ then $\sigma = (123)(45)(6789)$. Then $P_{d_1, \ldots, d_N}(m_1, m_2)$ as given in (11.2.1) is a generating function enumerating all ladder diagrams with $\sigma$ as their backbone, partitioning them by number of solid and dashed loops.

**Proof.** This proof works in much the same way as that for Theorem 10.2.1. First we need to convert (11.2.1) into a Gaussian integral using the method from Section 5.1.1. As was the case there, the integrand in our spherical integral is a monomial of order $d$ in the components of $\hat{\rho}_{12}$, or equivalently a monomial of order $2d$ in the unit vector components $x_{ab}$ and their complex conjugates, so all of the same basic steps work here.

First we rewrite (11.2.1) using the fact that $[\hat{\rho}_{12}^r]_{a_1 a_2} = x_{a_1 b} \bar{x}_{a_2 b}$. It is most convenient to express the integral as

$$P_{d_1, \ldots, d_N}(m_1, m_2) = \frac{\Gamma(m_1 m_2 + d)}{2\pi^{m_1 m_2}} \int_{S^{2m_1 m_2-1}} d\Omega \prod_{i=1}^{d} x_{a_i b_i} \bar{x}_{a_{\sigma(i)} b_i}.$$ 

With the way $\sigma$ is defined, this product reproduces the product of traces seen in (11.2.1). Now we multiply this by the Gaussian factor

$$\frac{2}{\Gamma(m_1 m_2 + d)} \int_{0}^{\infty} \lambda^{2m_1 m_2 - 1 + 2d} e^{-\lambda^2} d\lambda = 1$$
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and substitute in $z_{ab} = \lambda x_{ab}$ to get

$$P_{d_1,\ldots,d_N}(m_1, m_2) = \frac{1}{\pi^{m_1m_2}} \int_{C^{m_1m_2}} d^{m_1m_2} z d^{m_1m_2} \bar{z} e^{-|z|^2} \prod_{i=1}^{d} z_{a_i b_i} \bar{z}_{a_{\sigma(g)} b_i}$$

$$= \frac{\partial}{\partial \alpha_{a_1 b_1}} \frac{\partial}{\partial \beta_{a_{\sigma(g)} b_1}} \cdots \frac{\partial}{\partial \alpha_{a_d b_d}} \frac{\partial}{\partial \beta_{a_{\sigma(g)}(d) b_d}} e^{\alpha \beta} \bigg|_{\alpha, \beta = 0}$$

$$= \frac{\partial}{\partial \alpha_{a_1 b_1}} \cdots \frac{\partial}{\partial \alpha_{a_d b_d}} (\alpha_{a_{\sigma(g)} b_1} \cdots \alpha_{a_{\sigma(g)}(d) b_d}) \bigg|_{\alpha = 0}.$$  (11.2.2)

This last step should look familiar from Theorem [10.2.1]. As we did there, we now evaluate this expression by expanding out the multi-derivative. Each pairing of derivatives to $\alpha$ terms – one for each $d$-permutation $g$ in $Sym_d$ – produces a product of Kronecker deltas:

$$P_{d_1,\ldots,d_N}(m_1, m_2) = \sum_{g \in Sym_d} \delta[a_1, a_{\sigma(g)}(1)] \delta[b_1, b_{\sigma(g)}(1)] \cdots \delta[a_d, a_{\sigma(g)(d)}] \delta[b_d, b_{\sigma(g)(d)}].$$  (11.2.2)

Each such term then contracts down to a monomial in $m_1$ and $m_2$, where the exponent of $m_1$ is the number of cycles in $\sigma g$ and the exponent of $m_2$ is the number of cycles in $g$.

But we know that these terms can also be represented in terms of ladder diagrams. The generalisation of the ladder diagrams used in Theorem [10.2.1] is simple, as it was in Figure [11.1.1] we just replace the dashed “backbone” lines with those given by our new, multi-cycled $\sigma$. The number of dashed loops then equals the number of cycles in $\sigma g$, and the number of solid loops equals the number of cycles in $g$. There is a one-to-one correspondence between $d$-permutations $g$ and ladder diagrams with backbone $\sigma$, so $P_{d_1,\ldots,d_N}(m_1, m_2)$ is a generating function enumerating them by number of solid and dashed loops.

This lemma gives us what we need to be able to evaluate these generating functions, as it relates the $P_{d_1,\ldots,d_N}(m_1, m_2)$ to matrix integrals of the type we used in Part [II] and we have already looked at how to evaluate such integrals in Chapter [III]. Of course it is the generating functions for rooted hypermaps that we are after, not those for ladder diagrams, so we will save this evaluation work for later. Next we will see how to construct the hypermap generating functions themselves using $P_{d_1,\ldots,d_N}(m_1, m_2)$.

### 11.2.1 Eliminating over-counting

Any rooted hypermap can be represented as a ladder diagram. This can be seen quite easily through construction: represent the hypermap as the constellation $[\sigma, g, (\sigma g)^{-1}]$, then make a ladder diagram with $\sigma$ as the backbone and $g$ as the permutation. The number of vertices is the number of dashed loops in the diagram, the number of edges the number of solid loops, and the number of faces the number of cycles in the backbone. Summing over all rooted hypermaps is not as simple as summing over all
ladder diagrams, however, as we have already seen in Section 11.1. There are effectively three factors which cause over-counting:

- **Cyclic degeneracy of non-rooted cycles** – We saw in the two-face case that there is a degeneracy caused by isomorphisms which cycle the indices in the second cycle of $\sigma$ (Appendix E). With higher face counts, the same is true for each non-rooted cycle in $\sigma$ (all except the first, as we are still using the convention of associating the root with the label 1), so if the cycle lengths are $d_1, \ldots, d_N$, the degeneracy is $d_2d_3\cdots d_N$.

- **Ordering degeneracy of non-rooted cycles** – Isomorphisms which simply reorder the non-rooted cycles produce a second degeneracy. For instance, any rooted hypermap counted in $P_{d_1, d_2, d_3}(m_1, m_2)$ will also be counted in $P_{d_1, d_3, d_2}(m_1, m_2)$. In a rooted hypermap (where the ladder diagram is connected) the cycles of $\sigma$ must be linked together fully by lines coming from $g$, and as no two lines can connect to the same cycle at the same point all of these inter-cycle links are distinguishable from each other. Thus, any non-trivial reordering of the non-rooted cycles will result in a distinct ladder diagram, meaning that the degeneracy in each case is $(N - 1)!$, the number of orderings of the non-rooted cycles.

- **Non-transitive cases** – In the two-face case we saw that the function $P_{i,j}(m_1, m_2)$ counts non-transitive cases (corresponding to disconnected ladder diagrams). These by definition are not hypermaps, but we were able to subtract them away by treating disconnected ladder diagrams as products of two smaller connected diagrams. The same principle applies with higher face counts.

We must account for the non-transitive cases first. We again do so by factoring and subtracting out the disconnected ladder diagrams, but to do so for general face counts we use a recursive method:

**Lemma 11.2.2.** Let $\bar{P}_{d_1, \ldots, d_N}(m_1, m_2)$ be a generating function corresponding to the same sum over ladder diagrams as $P_{d_1, \ldots, d_N}(m_1, m_2)$, but only including connected ladder diagrams. Then for any $N$ and $d_1, \ldots, d_N$,

$$P_{d_1, \ldots, d_N}(m_1, m_2) = \sum_{u \subset \{d_2, \ldots, d_N\}} \bar{P}_{d_1, a_1, a_2, \ldots}(m_1, m_2)P_{\bar{a}_1, \bar{a}_2, \ldots}(m_1, m_2), \quad (11.2.3)$$

where the sum is over all subsets $u$ of $\{d_2, \ldots, d_N\}$ including the empty set and $\{d_2, \ldots, d_N\}$ itself, and $\bar{u}$ is the complement of $u$. When $\bar{u}$ is empty, we define the special case $P(m_1, m_2) = 1$.

**Proof.** This is a simple factorisation of the sum over ladder diagrams. We divide each ladder into two parts – a connected ladder which contains the rooted cycle and a (potentially disconnected, potentially empty) ladder containing everything else. The $\bar{P}_{d_1, a_1, a_2, \ldots}(m_1, m_2)$ term enumerates the possible configurations of the connected, rooted part, while the $P_{\bar{a}_1, \bar{a}_2, \ldots}(m_1, m_2)$ term enumerates the rest. $\square$
This relation is rather cumbersome, particularly given the nature of the summation. However, for our purposes it can be simplified massively, by defining three helper functions:

**Definition 11.2.1.**

\[
\Pi_d^{(N)}(m_1, m_2; x) = \sum_{d_1 = 1}^{\infty} x^{d_1} \cdots \sum_{d_N = 1}^{\infty} \frac{x^{d_N}}{d_N} P_{d_1, \ldots, d_N}(m_1, m_2)
\]

\[
\tilde{\Pi}_d^{(N)}(m_1, m_2; x) = \sum_{d_1 = 1}^{\infty} x^{d_1} \cdots \sum_{d_N = 1}^{\infty} \frac{x^{d_N}}{d_N} \tilde{P}_{d_1, \ldots, d_N}(m_1, m_2)
\]

\[
\Sigma^{(N)}(m_1, m_2; x) = \sum_{d_1 = 1}^{\infty} x^{d_1} \cdots \sum_{d_N = 1}^{\infty} \frac{x^{d_N}}{d_N} P_{d_1, \ldots, d_N}(m_1, m_2),
\]

with the special cases \(\Pi_d^{(0)}(m_1, m_2; x) = \tilde{\Pi}_d^{(0)}(m_1, m_2; x) = P_d(m_1, m_2)\) and \(\Sigma^{(0)}(m_1, m_2; x) = 1\).

**Lemma 11.2.3.**

\[
\Pi_d^{(N)}(m_1, m_2; x) = \sum_{k=0}^{N} \binom{N}{k} \Pi_d^{(k)}(m_1, m_2; x) \Sigma^{(N-k)}(m_1, m_2; x). 
\]

**Proof.** To arrive at this identity, first we perform a slight relabelling of the indices in (11.2.3):

\[
P_{d_1, \ldots, d_N}(m_1, m_2) = \sum_{u \subset \{d_1, \ldots, d_N\}} \tilde{P}_{d_1, \ldots, d_N}(m_1, m_2) P_{a_1, \ldots, a_N}(m_1, m_2).
\]

Now we sum over each of the \(d_i\), with an additional factor of \(x^{d_i}/d_i\) in each sum. The left hand side simply becomes \(\Pi_d^{(N)}(m_1, m_2; x)\), and if \(u\) has \(k\) elements in it, the summand in the right hand side becomes \(\Pi_d^{(k)}(m_1, m_2; x) \Sigma^{(N-k)}(m_1, m_2; x)\). As this only depends on \(k\) and not the specific makeup of \(u\), we can collect together all possible \(u\) with the same length, of which there are \(\binom{N}{k}\). Therefore,

\[
\Pi_d^{(N)}(m_1, m_2; x) = \sum_{k=0}^{N} \binom{N}{k} \Pi_d^{(k)}(m_1, m_2; x) \Sigma^{(N-k)}(m_1, m_2; x).
\]

This recursion relation is much simpler than (11.2.3). While it contains less information (you cannot reconstruct \(\tilde{P}_{d_1, \ldots, d_N}(m_1, m_2)\) from \(\Pi_d^{(k)}(m_1, m_2; x)\)), it does contain all the information required to build generating functions for rooted hypermaps, as we will see in the next section. The fact that these helper functions are connected through a recursion relation is a clear indicator of the fact that our final generating functions will also be defined using recursions.
11.2.2 Building the generating function

While our stated aim was to calculate the functions $H_d(m_0, m_1, m_2)$ enumerating rooted hypermaps for fixed dart count, it is actually a lot easier to define and work with the global generating function $H(m_0, m_1, m_2; x)$ which enumerates all dart counts simultaneously. This is hinted at by the form of the helper functions we defined in the last section, which feature terms like $x^{d_1 + \cdots + d_N}$ (the exponent here corresponds to a dart count on a hypermap). Having defined $\bar{P}_{d_1, \ldots, d_N}(m_1, m_2)$, we now have all the tools necessary to state an expression for this function. We will then return to the $H_d(m_0, m_1, m_2)$ in Section 11.2.4.

Let us define $H(m_0, m_1, m_2; x)$ as a function which enumerates all rooted hypermaps, partitioning them by number of faces, edges, vertices and darts. Additionally, we shall say that it is an alternating generating function in $x$ (the parameter which partitions by number of darts), as this will help make the resulting integral expressions converge. This function is given by

$$H(m_0, m_1, m_2; x) = \sum_{N=1}^{\infty} \frac{m_0^N}{(N-1)!} \sum_{d_1=1}^{\infty} (-x)^{d_1} \times \sum_{d_2=1}^{\infty} \frac{(-x)^{d_2}}{d_2} \cdots \sum_{d_N=1}^{\infty} \frac{(-x)^{d_N}}{d_N} \bar{P}_{d_1, \ldots, d_N}(m_1, m_2).$$

(11.2.7)

This includes the term $(-x)^{d_1 + \cdots + d_N}$ to enumerate by dart count and $m_0^N$ to enumerate by face count, and is divided by the factor $(N-1)!d_2 \cdots d_N$ to account for the two types of degeneracy associated with the unrooted cycles. By comparing the above with (11.2.6) we see that

$$H(m_0, m_1, m_2; x) = \sum_{N=0}^{\infty} \frac{m_0^{N+1}}{N!} \sum_{d=1}^{\infty} (-x)^d \bar{\Pi}_d^{(N)}(m_1, m_2; -x).$$

Now that we have $H(m_0, m_1, m_2; x)$ in terms of our helper functions, we can use (11.2.6) to eliminate the dependence on the transitive-only functions $\bar{\Pi}_d^{(N)}(m_1, m_2; x)$ and $\bar{P}_{d_1, \ldots, d_N}(m_1, m_2)$ in favour of the easier-to-calculate non-transitive equivalents.

**Theorem 11.2.1.** Let

$$F(m_0, m_1, m_2; x) = \sum_{N=0}^{\infty} \frac{m_0^N}{N!} \Sigma^{(N)}(m_1, m_2; -x).$$

(11.2.8)

Then

$$H(m_0, m_1, m_2; x)F(m_0, m_1, m_2; x) = x \frac{\partial}{\partial x} F(m_0, m_1, m_2; x).$$

(11.2.9)
Proof. First, consider the right hand side.

\[ x \frac{\partial}{\partial x} F(m_0, m_1, m_2; x) = x \frac{\partial}{\partial x} \sum_{N=0}^{\infty} \frac{m_0^N}{N!} \Sigma(N)(m_1, m_2; -x) \]

\[ = x \sum_{N=0}^{\infty} \frac{m_0^N}{N!} \sum_{d_1=1}^{\infty} \frac{(-x)^{d_1}}{d_1!} \cdots \sum_{d_N=1}^{\infty} \frac{(-x)^{d_N}}{d_N!} P_{d_1,\ldots,d_N}(m_1, m_2) \]

\[ = N \sum_{N=0}^{\infty} \frac{m_0^N}{N!} \sum_{d_1=1}^{\infty} (-x)^{d_1} \times \sum_{d_2=1}^{\infty} \frac{(-x)^{d_2}}{d_2!} \cdots \sum_{d_N=1}^{\infty} \frac{(-x)^{d_N}}{d_N!} P_{d_1,\ldots,d_N}(m_1, m_2). \]

The factor of \( N \) comes from the fact that any of the \( N \) different summations could be moved to the front and differentiated first. Using our helper functions we can now simplify this expression again:

\[ x \frac{\partial}{\partial x} F(m_0, m_1, m_2; x) = \sum_{N=0}^{\infty} \frac{m_0^N}{(N-1)!} \sum_{d_1=1}^{\infty} (-x)^{d_1} \Pi_d^{(N-1)}(m_1, m_2; -x) \]

\[ = \sum_{N=0}^{\infty} \frac{m_0^{N+1}}{N!} \sum_{d=1}^{\infty} (-x)^{d} \Pi_d^{(N)}(m_1, m_2; -x). \]

Now consider the left hand side of \([11.2.9]\). When we expand it in terms of helper functions, we get

\[ H(m_0, m_1, m_2; x) F(m_0, m_1, m_2; x) = \sum_{k=0}^{\infty} \frac{m_0^{k+1}}{k!} \sum_{d=1}^{\infty} (-x)^{d} \Pi_d^{(k)}(m_1, m_2; -x) \]

\[ \times \sum_{N=0}^{\infty} \frac{m_0^N}{N!} \Sigma(N)(m_1, m_2; -x) \]

\[ = \sum_{k=0}^{\infty} \sum_{N=k}^{\infty} \frac{m_0^{k+1}}{k!(N-k)!} \sum_{d=1}^{\infty} (-x)^{d} \]

\[ \times \Pi_d^{(k)}(m_1, m_2; -x) \Sigma^{(N-k)}(m_1, m_2; -x) \]

\[ = \sum_{N=0}^{\infty} \frac{m_0^{N+1}}{N!} \sum_{d=1}^{\infty} (-x)^{d} \sum_{k=0}^{N} \binom{N}{k} \]

\[ \times \Pi_d^{(k)}(m_1, m_2; -x) \Sigma^{(N-k)}(m_1, m_2; -x). \]

At this point the sum over \( k \) is exactly \([11.2.6]\), so we can substitute this in, getting

\[ H(m_0, m_1, m_2; x) F(m_0, m_1, m_2; x) = \sum_{N=0}^{\infty} \frac{m_0^{N+1}}{N!} \sum_{d=1}^{\infty} (-x)^{d} \Pi_d^{(N)}(m_1, m_2; -x) \]

\[ = x \frac{\partial}{\partial x} F(m_0, m_1, m_2; x). \]
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\[ F(m_0, m_1, m_2; x) \] depends only on the non-transitive functions \( \Sigma^{(N)}(m_1, m_2; x) \), which are much better suited for evaluation that the transitive equivalent functions would be, as we will see in the next section. Thus we see that the best way for us to evaluate \( H(m_0, m_1, m_2; x) \) is to first evaluate \( F(m_0, m_1, m_2; x) \) and infer it from that using \((11.2.9)\).

It’s worth noting that we can write \((11.2.9)\) as

\[
H(m_0, m_1, m_2; x) = x \frac{\partial}{\partial x} \ln[F(m_0, m_1, m_2; x)],
\]

but we will find as we evaluate \( F(m_0, m_1, m_2; x) \) that it is not easy to take the logarithm of the resulting expression. The most appropriate method for evaluating these functions is in fact to treat them both as formal power series in \( x \), and use \((11.2.9)\) to relate the terms in these series to each other recursively, as we will discuss in Section 11.2.4.

11.2.3 Evaluating \( F(m_0, m_1, m_2; x) \)

To evaluate \( F(m_0, m_1, m_2; x) \), we now go back to the functions \( P_{d_1, \ldots, d_N}(m_1, m_2) \) defined in \((11.2.1)\), in terms of which all the functions used in the previous few sections have been defined. We initially defined \( P_{d_1, \ldots, d_N}(m_1, m_2) \) using matrix integrals before proving their combinatorial interpretations, and we can now use them to find an integral expression for \( F(m_0, m_1, m_2; x) \).

To do this we need to return again to methods we used in Part II for manipulating such matrix integrals. We have already used the Gaussian integration methods introduced in Section 5.1 in proving Lemma 11.2.1, but this one of two approaches we’ve used, the other being the eigenvalue-integral method from Section 5.2. This method allowed us to evaluate the one-face rooted hypermap generating functions in closed form, and it will be similarly useful here.

**Theorem 11.2.2.** For fixed \( m_1 \) and \( m_2 \),

\[
F(m_0, m_1, m_2; x) \propto \int \prod_{k=1}^{m_1} \frac{q_k^{m_2-m_1} e^{-q_k} dq_k}{(1 + q_k x)^{m_0}} \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2.
\]

**Proof.** We begin by with \((11.2.1)\):

\[
P_{d_1, \ldots, d_N}(m_1, m_2) = \frac{\Gamma(m_1 m_2 + d)}{2 \pi^{m_1 m_2}} \int_{S^{2m_1 m_2 - 1}} d\Omega \prod_{r=1}^{N} \text{Tr}[(\hat{\rho}_1^{d_r})^{d_r}],
\]

noting that the integrand here is order \( d \) in \( \hat{\rho}_1^{d_r} \), and can be expressed entirely in terms of the eigenvalues of \( \hat{\rho}_1^{d_r} \). As we saw in Section 5.2 we can write this as an integral over these eigenvalues [21]:

\[
P_{d_1, \ldots, d_N}(m_1, m_2) = \frac{\Gamma(m_1 m_2 + d)}{\Gamma(m_1 m_2)} \int dp_1 \cdots dp_{m_1} P(p_1, \ldots, p_{m_1}) \prod_{r=1}^{N} \left( \sum_{a_r=1}^{m_1} p_{a_r}^{d_r} \right),
\]
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where the normalised joint density function \( P(p_1, \ldots, p_{m_1}) \) is defined in 5.2.2. Note the prefactor, which comes from the fact that the normalised volume element for the spherical integral is \( \frac{\Gamma(m_1 m_2)}{2\pi^{m_1 m_2}} d\Omega \). Furthermore we can use Page’s rescaling method to simplify this further [24] (see Section 5.2.1):

\[
P_{d_1, \ldots, d_N}(m_1, m_2) = \frac{1}{Z^*_{m_1, m_2}} \frac{\Gamma(m_1 m_2)}{2\pi^{m_1 m_2}} \int \prod_{k=1}^{m_1} q_k^{m_2 - m_1} e^{-q_k} dq_k \\
\times \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \prod_{r=1}^{N} \left( \sum_{a_r=1}^{m_1} q_{a_r}^{d_r} \right) \\
= \frac{1}{\Lambda} \int \prod_{k=1}^{m_1} q_k^{m_2 - m_1} e^{-q_k} dq_k \\
\times \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \prod_{r=1}^{N} \left( \sum_{a_r=1}^{m_1} q_{a_r}^{d_r} \right). \tag{11.2.10}
\]

\( Z^*_{m_1, m_2} \) is the same normalising factor that appeared in Section 5.2.1 but from now on for the sake of readability we adopt the symbol \( \Lambda \) to collect up the entire \( x \)-independent prefactor, as this term will appear in a lot of places in the following work. In this case the normalisation is such that \( P_{0, \ldots, 0}(m_1, m_2) = m_1^N \), as follows from (11.2.1).

Now we substitute this into (11.2.5). Each sum over \( d_r \) gets paired with the sum over \( a_r \) in (11.2.10). The resulting \( N \) double sums are indistinguishable from each other so can be grouped together:

\[
\Sigma^{(N)}(m_1, m_2; x) = \frac{1}{\Lambda} \int \prod_{k=1}^{m_1} q_k^{m_2 - m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \left( \sum_{d=1}^{\infty} \frac{x^d}{d} \sum_{a=1}^{m_1} q_a^d \right)^N.
\]

Substituting this into (11.2.8), we get

\[
F(m_0, m_1, m_2; x) = \frac{1}{\Lambda} \int \prod_{k=1}^{m_1} q_k^{m_2 - m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \\
\times \sum_{N=0}^{\infty} m_0^N \frac{m_1^N}{N!} \left( \sum_{d=1}^{\infty} \frac{(-x)^d}{d} \sum_{a=1}^{m_1} q_a^d \right)^N.
\]

We have to be careful with our manipulation of these summations, as they don’t converge for all possible values of \( q_1, \ldots, q_{m_1} \). However, Lemma A.0.3 in Appendix A gives us that, when treated as formal power series in \( x \),

\[
\sum_{N=0}^{\infty} m_0^N \frac{m_1^N}{N!} \left( \sum_{d=1}^{\infty} \frac{(-x)^d}{d} \sum_{a=1}^{m_1} q_a^d \right)^N = \prod_{a=1}^{m_1} \frac{1}{(1 + q_a x)^m_0}.
\]

Therefore,

\[
F(m_0, m_1, m_2; x) = \frac{1}{\Lambda} \int \prod_{k=1}^{m_1} q_k^{m_2 - m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2. \tag{11.2.11}
\]
This eliminates the non-convergence problem entirely, as the resultant integrals converge absolutely as long as \( x \) is positive\(^2\).

We now want to evaluate this expression in a closed form, as we did in Section 5.2.1. We have to depart slightly from the method used there, however. Previously we used a method developed by Sen, where we rewrote the Vandermonde discriminant term

\[
\prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2
\]

in terms of associated Laguerre polynomials, allowing us to separate out the \( m_1 \) different integrals and evaluate each separately \(^3\). That method relied on the fact that the integrals were weighted by \( q_k^{m_2 - m_1} e^{-q_k} \), the weight function for the associated Laguerre polynomials; it was due to the orthogonality of the polynomials that the integrals became separable.

In (11.2.11), however, the weight functions are now

\[
\frac{q_k^{m_2 - m_1} e^{-q_k}}{(1 + q_k x)^{m_0}}.
\]

We can still use Sen’s basic method, but as the weight function has changed, the required set of orthogonal polynomials will also be different. It is incredibly difficult to evaluate these polynomials in any exact form, but as it happens we are able to infer all of their necessary properties (see Appendix G). Using these results, we can now evaluate the integrals in (11.2.11).

**Theorem 11.2.3.** When expressed as a formal power series in \( x \),

\[
F(m_0, m_1, m_2; x) = \sum_{k_0=0}^{\infty} \cdots \sum_{k_{m_1-1}=0}^{\infty} \prod_{1 \leq i < j \leq m_1} \left( 1 - \frac{k_j - k_i}{j - i} \right) \prod_{a=0}^{m_1-1} \frac{(m_0)_{k_a} (m_2 - a)_{k_a}}{k_a!} (-x)^{k_a}. \tag{11.2.12}
\]

**Proof.** For known \( m_0, m_1, m_2 \) and \( x \), let

\[
w(q) = q^{m_2 - m_1} e^{-q} \frac{(1 + q x)^{m_0}}{1 + q x}.
\]

Treating this as a weight function on the interval \([0, \infty)\), its moments, expressed as

---

\(^2\)This requirement is why we defined \( H(m_0, m_1, m_2; x) \) to be an alternating power series in \( x \) – so that the domain in which the integral converges would be the positive-\( x \) domain.
power series in \( x \), are

\[
\mu_n = \int_0^\infty q^n q^{m_2-m_1} e^{-q} (1 + qx)^{m_0} dq \\
= \sum_{k=0}^\infty \frac{\Gamma(m_0 + k)}{k! \Gamma(m_0)} (-x)^k \int_0^\infty q^{m_2-m_1+n+k} e^{-q} dq \\
= \sum_{k=0}^\infty \frac{(m_2 - m_1 + n + k)! \Gamma(m_0 + k)}{k! \Gamma(m_0)} (-x)^k.
\]

(11.2.13)

Let us define the orthogonal polynomials \( K_n(q) \) as order-\( n \) monic polynomials in \( q \), satisfying the orthogonality relation

\[
\int_0^\infty K_i(q) K_j(q) w(q) dq = \delta_{i,j}
\]

where

\[
I_n = \int_0^\infty [K_n(q)]^2 w(q) dq.
\]

As Sen remarks [30], we can write the Vandermonde discriminant in terms of these polynomials:

\[
\prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 = \left| \begin{array}{cccc}
K_0(q_1) & K_1(q_1) & \cdots & K_{m_1-1}(q_1) \\
K_0(q_2) & K_1(q_2) & \cdots & K_{m_1-1}(q_2) \\
\vdots & \vdots & \ddots & \vdots \\
K_0(q_{m_1}) & K_1(q_{m_1}) & \cdots & K_{m_1-1}(q_{m_1})
\end{array} \right|^2
\]

When we substitute this into (11.2.11) and expand the determinants out, we get

\[
F(m_0, m_1, m_2; x) = \frac{\epsilon_{i_1 \cdots i_{m_1}} \epsilon_{j_1 \cdots j_{m_1}}}{\Lambda} \prod_{k=1}^{m_1} \int_0^\infty K_{i_k}(q_k) K_{j_k}(q_k) w(q_k) dq_k,
\]

where we sum over each of the \( i \) and \( j \) indices from 0 to \( m_1 - 1 \), and \( \epsilon \) is the Levi-Civita symbol. The integrals are now exactly the orthogonality relation for our polynomials, so only cases where \( i_k = j_k \) for all \( k \) contribute. Counting up all such cases we get that

\[
F(m_0, m_1, m_2; x) = \frac{m_1!}{\Lambda} \prod_{k=1}^{m_1} \int_0^\infty K_{k-1}(q) K_k(q) w(q) dq
\]

(11.2.14)

Using Corollary F.0.1 from Appendix G this becomes

\[
F(m_0, m_1, m_2; x) = \frac{m_1!}{\Lambda} |M_{m_1}|
\]
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where

\[ M_{m_1} = \begin{bmatrix}
\mu_0 & \mu_1 & \cdots & \mu_{m_1-1} \\
\mu_1 & \mu_2 & \cdots & \mu_{m_1} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{m_1-1} & \mu_{m_1} & \cdots & \mu_{2m_1-2}
\end{bmatrix}. \]

We now substitute (11.2.13) into this. By writing all the terms in the first column as sums over the same variable, \( k_{m_1} \), then all the terms in the second column sums over \( k_{m_1-1} \) etc. we make it so that all of the \( k \)-sums can be factored out of the determinant. This gives us

\[
F(m_0, m_1, m_2; x) = \frac{m_1!}{\Lambda} \sum_{k_1=0}^{\infty} \frac{\Gamma(m_0 + k_1)}{k_1! \Gamma(m_0)} (-x)^{k_1} \cdots \sum_{k_{m_1}=0}^{\infty} \frac{\Gamma(m_0 + k_{m_1})}{k_{m_1}! \Gamma(m_0)} (-x)^{k_{m_1}}
\]

\[
\times \Phi(k_1, \ldots, k_{m_1})
\]

(11.2.15)

where

\[
\Phi(k_1, \ldots, k_{m_1}) =
\begin{vmatrix}
(\alpha + k_{m_1})! & \cdots & (\alpha + k_{m_1-1} + 1)! & \cdots & (\alpha + k_1 + m_1 - 1)! \\
(\alpha + k_{m_1} + 1)! & \cdots & (\alpha + k_{m_1-1} + 2)! & \cdots & (\alpha + k_1 + m_1)! \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
(\alpha + k_{m_1} + m_1 - 2)! & \cdots & (\alpha + k_{m_1-1} + m_1 - 1)! & \cdots & (\alpha + k_1 + 2m_1 - 3)! \\
(\alpha + k_{m_1} + m_1 - 1)! & (\alpha + k_{m_1-1} + m_1)! & \cdots & (\alpha + k_1 + 2m_1 - 2)! & \cdots & (\alpha + k_1 + 2m_1 - 2)!
\end{vmatrix}
\]

(11.2.16)

and \( \alpha = m_2 - m_1 \).

We now simplify this determinant through a series of row operations. First we subtract \((\alpha + 1)\) times the first row from the second, \((\alpha + 2)\) times the second row from the third etc. to get

\[
\Phi(k_1, \ldots, k_{m_1}) =
\begin{vmatrix}
(\alpha + k_{m_1})! & \cdots & (\alpha + k_1 + m_1 - 1)! \\
k_{m_1}(\alpha + k_{m_1})! & \cdots & (k_1 + m_1 - 1)(\alpha + k_1 + m_1 - 1)! \\
\vdots & \ddots & \ddots \\
k_{m_1}(\alpha + k_{m_1} + m_1 - 3)! & (k_1 + m_1 - 1)(\alpha + k_1 + 2m_1 - 4)! \\
k_{m_1}(\alpha + k_{m_1} + m_1 - 2)! & (k_1 + m_1 - 1)(\alpha + k_1 + 2m_1 - 3)! & \cdots & (k_1 + m_1 - 1)(\alpha + k_1 + 2m_1 - 3)!
\end{vmatrix}
\]

Next we subtract \((\alpha + 1)\) times the second row from the third, \((\alpha + 2)\) times the third from the fourth etc. We repeat this process a total of \(m_1 - 1\) times, reducing the number of row operations in each step by one each time. When all the steps are finished we have

\[
\Phi(k_1, \ldots, k_{m_1}) =
\begin{vmatrix}
(\alpha + k_{m_1})! & \cdots & (\alpha + k_1 + m_1 - 1)! \\
k_{m_1}(\alpha + k_{m_1})! & \cdots & (k_1 + m_1 - 1)(\alpha + k_1 + m_1 - 1)! \\
\vdots & \ddots & \ddots \\
k_{m_1}^{m_1-2}(\alpha + k_{m_1})! & \cdots & (k_1 + m_1 - 1)^{m_1-2}(\alpha + k_1 + m_1 - 1)! \\
k_{m_1}^{m_1-1}(\alpha + k_{m_1})! & \cdots & (k_1 + m_1 - 1)^{m_1-1}(\alpha + k_1 + m_1 - 1)!
\end{vmatrix}
\]
and therefore
\[
\Phi(k_1, \ldots, k_{m_1}) = \Delta(k_{m_1}, k_{m_1-1} + 1, \ldots, k_1 + m_1 - 1)
\times \prod_{a=1}^{m_1} (m_2 - m_1 + k_{m_1+1-a} + a - 1)!
= \prod_{1 \leq j < i \leq m_1} (k_{m_1+1-i} - k_{m_1+1-j} + i - j)
\times \prod_{a=1}^{m_1} (m_2 - m_1 + k_{m_1+1-a} + a - 1)!. 
\]

Finally we reverse the order of the products, by substituting \(a \rightarrow m_1 + 1 - a\), \(i \rightarrow m_1 + 1 - i\) and \(j \rightarrow m_1 + 1 - j\). This gives
\[
\Phi(k_{m_1}, \ldots, k_1) = \prod_{1 \leq i < j \leq m_1} (j - i + k_i - k_j) \prod_{a=1}^{m_1} (m_2 + k_a - a)!.
\]  
\[
(11.2.17)
\]

We now substitute this into (11.2.15) to get
\[
F(m_0, m_1, m_2; x) = \frac{m_1!}{\Lambda} \sum_{k_1=0}^{\infty} \frac{\Gamma(m_0 + k_1)(m_2 + k_1 - 1)!}{k_1! \Gamma(m_0)} (-x)^{k_1}
\times \prod_{1 \leq i < j \leq m_1} (j - i + k_i - k_j).
\]  
\[
(11.2.18)
\]

We are able to fix the normalisation constant at this point. Choosing \(x = 0\), (11.2.8) becomes
\[
F(m_0, m_1, m_2; 0) = \sum_{N=0}^{\infty} \frac{m_0^N}{N!} \Sigma^{(N)}(m_1, m_2; 0) = 1
\]  
\[
(11.2.19)
\]

As the only \(\Sigma^{(N)}(m_1, m_2; x)\) which doesn’t go to zero as \(x \rightarrow 0\) is \(\Sigma^{(0)}(m_1, m_2; x) = 1\). Putting this into (11.2.18) gives
\[
1 = \frac{m_1!}{\Lambda} \prod_{a=1}^{m_1} (m_2 - a)! \prod_{1 \leq i < j \leq m_1} (j - i).
\]

This fixes \(\Lambda\) exactly, and gives
\[
F(m_0, m_1, m_2; x) = \sum_{k_1=0}^{\infty} \cdots \sum_{k_{m_1}=0}^{\infty} \prod_{1 \leq i < j \leq m_1} \left(1 - \frac{k_j - k_i}{j - i}\right)
\times \prod_{a=1}^{m_1} \frac{(m_0)_{k_a} (m_2 - a + 1)_{k_a}}{k_a!} (-x)^{k_a}.
\]
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For simplicity let us shift all of the \( k \) indices down by one:

\[
F(m_0, m_1, m_2; x) = \sum_{k_0=0}^{\infty} \cdots \sum_{k_{m_1-1}=0}^{\infty} \prod_{0 \leq i < j < m_1} \left( 1 - \frac{k_j - k_i}{j - i} \right) \\
\times \prod_{a=0}^{m_1-1} \frac{(m_0)_{k_a} (m_2 - a)_{k_a} (-x)^{k_a}}{k_a!}.
\]

This expression shares some similarities with the one-face generating functions \( P_d(m_1, m_2) \) given in (8.0.2), in particular the rising factorials, which produce polynomial functions in \( m_0 \) and \( m_2 \). However, there is a key difference. We were able to evaluate the \( P_d(m_1, m_2) \) exactly as smooth functions of \( m_1 \) and \( m_2 \) – this was important as the values we were interested in, representing counts of rooted hypermaps, were given by the power-series coefficients of these functions. We can’t do this here, however, for two reasons. The first is that (11.2.12) includes infinite sums, so we cannot evaluate it in finite time. The second is that the limits of the products are dependent on \( m_1 \), meaning we can only evaluate them for integer values of \( m_1 \) and can’t directly come up with smooth functions.

Both of these problems can be dealt with, however, as we will see in the next section. We can avoid the infinite sums simply by looking at the each power of \( x \) one at a time, while the lack of continuity in \( m_1 \) can be avoided by evaluating at a number of specific values of \( m_1 \) and interpolating, using the knowledge that the generating functions being evaluated must have polynomial dependence on \( m_1 \).

11.2.4 Evaluating \( H(m_0, m_1, m_2; x) \)

This summation expression (11.2.12) for \( F(m_0, m_1, m_2; x) \) is as close as we are going to get to a simple explicit formula for \( H(m_0, m_1, m_2; x) \). But while we may not be able to find any simpler, more direct expressions for \( H(m_0, m_1, m_2; x) \), like when we found (8.0.2) for \( P_d(m_1, m_2) \), we can use what we have now to evaluate terms in \( H(m_0, m_1, m_2; x) \) and extract our hypermap counts from them. In this section we will look in detail at the method for doing this.

Our first step is to break up the global generating function back up into the simpler generating functions \( H_d(m_0, m_1, m_2) \), corresponding to enumerating with fixed numbers of darts. We first discussed these functions right at the start of the chapter, and they relate to the global function through the identity

\[
H(m_0, m_1, m_2; x) = \sum_{d=1}^\infty (-x)^d H_d(m_0, m_1, m_2). \tag{11.2.20}
\]

This may seem like a step backwards, after having dealt with functions that count all numbers of darts at the same time, but there is good reason for using both types of functions in conjunction. The manipulations which led to (11.2.12) were only possible...
because we dealt with all degrees at once; if we had limited ourselves to one degree at a time the resulting expressions would have been prohibitively complicated. Now we have these expressions, however, the functions $H_d(m_0, m_1, m_2)$ are much better suited for the final evaluation steps as each one is a finite-order polynomial, the coefficients of which we are able to compute in finite time.

To compute each $H_d(m_0, m_1, m_2)$ we need to break up $F_d(m_0, m_1, m_2)$ in a similar manner, by saying that

$$F_d(m_0, m_1, m_2; x) = \sum_{d=0}^{\infty} (-x)^d F_d(m_0, m_1, m_2).$$

Note that we have a zeroth-order term this time, unlike in (11.2.20), where the zeroth-order term is absent due to the fact that there are no rooted hypermaps with zero darts. We already know that $F_d(m_0, m_1, m_2)$ has a zeroth-order term, however, from (11.2.19).

We now use the relation (11.2.9) to link these two sequences:

$$\sum_{d'=1}^{\infty} (-x)^d H_d'(m_0, m_1, m_2) \sum_{d=0}^{\infty} (-x)^d F_d(m_0, m_1, m_2) = x \frac{\partial}{\partial x} \sum_{d=0}^{\infty} (-x)^d F_d(m_0, m_1, m_2)$$

$$= \sum_{d=1}^{\infty} d(-x)^d F_d(m_0, m_1, m_2).$$

Matching together powers of $(-x)$ on both sides we get

$$\sum_{k=1}^{d} H_k(m_0, m_1, m_2) F_{d-k}(m_0, m_1, m_2) = d F_d(m_0, m_1, m_2). \quad (11.2.21)$$

Thus, if we can calculate each $F_d(m_0, m_1, m_2)$, we can recursively calculate each $H_d(m_0, m_1, m_2)$ as well.

Evaluating the $F_d(m_0, m_1, m_2)$ requires collecting together all terms in (11.2.12) of the same order in $(-x)$. The result is

$$F_d(m_0, m_1, m_2) = \sum_{k_0, \ldots, k_{m_1-1} \geq 0} \prod_{0 \leq i < j < m_1} \left( 1 - \frac{k_j - k_i}{j - i} \right)$$

$$\times \prod_{a=0}^{m_1-1} \frac{(m_0)_{k_a}(m_2 - a)_{k_a}}{k_a!}, \quad (11.2.22)$$

where the sum is over all partitions of $d$ into $m_1$ non-negative integers.

As we have already noted, this expression can only be evaluated for fixed positive integers $m_1$, although when $m_1$ is known it can then be evaluated as a polynomial in $m_0$ and $m_2$. With the knowledge that $F_d(m_0, m_1, m_2)$ has a symmetric polynomial form \footnote{We know that $H_k(m_0, m_1, m_2)$ has a symmetric polynomial form, and that $F_0(m_0, m_1, m_2) = 1$. That all $F_d(m_0, m_1, m_2)$ are also symmetric polynomials then follows by induction from (11.2.21).}
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However, we can infer this form by evaluating $F_{d}(m_0, m_1, m_2)$ at a number of specific values of $m_1$ and then interpolating from these. We can infer the order in $m_1$ by finding the order in $m_0$ — each term in the summation in (11.2.22) goes as $m_0^d$ for large $m_0$, so it is at most order $d$ in $m_0$ — and therefore it is sufficient to evaluate $F_{d}(m_0, m_1, m_2)$ at all $0 \leq m_1 \leq d$.

Two special cases need to be accounted for, when the above summation scheme breaks down. One is when $m_1 = 1$, where we take the Vandermonde term to be unity and get

$$F_{d}(m_0, 1, m_2) = (m_0)_d (m_2)_d / d!.$$  \hfill (11.2.23)

The second is when $m_1 = 0$. To evaluate this case we again make use of the known symmetry of $F_{d}(m_0, m_1, m_2)$. Evaluating instead at $m_0 = 0$, we get

$$F_{d}(0, m_1, m_2) = \sum_{k_0, \ldots, k_{m_1-1} \geq 0} \prod_{1 \leq i < j \leq m_1} \left( 1 - \frac{k_j - k_i}{j - i} \right) \prod_{a=0}^{m_1-1} \frac{\delta_{k_a,0}(m_2 - a)_{k_a}}{k_a!}.$$

Thus we infer that $F_{d}(m_0, 0, m_2) = \delta_{d,0}$ as well.

11.2.5 Implementation and Results

We can implement this algorithm in any of a number of different software packages. Mathematica is a suitable choice, and Algorithm [11.1] shows one possible implementation. It uses the following steps:

1. Ftmp[$d$, $m_1$] gives $F_{d}(m_0, m_1, m_2)$ as a polynomial in $m_0$ and $m_2$, for known $d$ and $m_1$, by evaluating the summation expression (11.2.22) directly. Note the use of Apply to construct the variable-dimension summation. The special cases $m_1 = 0$ and $m_1 = 1$ are evaluated separately; the $d = 0$ special case is not calculated as, given that it equals unity, it is trivial to factor it out of the recursion relation.

2. F[$d$] gives $F_{d}(m_0, m_1, m_2)$ as as a polynomial in $m_0$, $m_1$ and $m_2$, for known $d$. It is computed by polynomial interpolation from Ftmp[$d$, $m_1$], using Mathematica’s built-in InterpolatingPolynomial function.

3. H[$d$] gives $H_{d}(m_0, m_1, m_2)$, using (11.2.21).

11.2.6 Sums over subsets and equivalences

The above results are somewhat lacking, in that they don’t allow us to derive exact closed-form expressions for our generating functions. In Chapter [10] we had found closed form summatory expressions for the one-faced-rooted-hypermap generating functions,
Algorithm 11.1 An implementation in Mathematica for computing the generating functions $H_d(m_0, m_1, m_2)$.

```mathematica
Ftmp[d_, m1_] := Apply[
  Sum, Prepend[
    Table[
      {k[i], 0, d - Sum[k[j], {j, 0, i - 1}]}], {i, 0, m1 - 2}
  ],
  Product[
    1 - (k[j] - k[i])/(j - i), {j, 1, m1 - 1}, {i, 0, j - 1}]
] Product[
  Pochhammer[m0, k[a]] Pochhammer[m2 - a, k[a]]/k[a]!,
  {a, 0, m1 - 1}
] /. k[m1 - 1] :> (d - Sum[k[c], {c, 0, m1 - 2}])
]

Ftmp[d_, 0] := 0;
Ftmp[d_, 1] := Pochhammer[m0, d] Pochhammer[m2, d]/d!;
F[d_] := F[d] = InterpolatingPolynomial[
  Table[{mtmp, Ftmp[d, mtmp]}, {mtmp, 0, d}]], m1
]
H[d_] := H[d] = d F[d] - Sum[H[t] F[d - t], {t, 1, d - 1}];
```

whereas here we can only evaluate the generating functions via an indirect, algorithmic method.

That does not mean that we can’t find any closed-form results for general rooted hypermaps, however. The only reason we can’t do so in general is because the summatory expression (11.2.22) for $F_d(m_0, m_1, m_2)$ contains products and sums whose ranges are dependent on the parameter $m_1$. But as we noted previously, this means that if we set $m_1$ to a constant, what remains can be written in closed form. In particular, we already noted in (11.2.23) that

$$F_d(m_0, 1, m_2) = \frac{(m_0)_d (m_2)_d}{d!}.$$  

This particular case has a combinatorial meaning of its own – setting $m_1$ to unity in $H_d(m_0, m_1, m_2)$ gives us a generating function which enumerates all rooted hypermaps with $d$ darts by number of faces and vertices, with all possible numbers of edges summed over. We now have a simple recursion relation for said generating functions:

$$H_d(m_0, 1, m_2) = \frac{(m_0)_d (m_2)_d}{(d - 1)!} - \sum_{k=1}^{d-1} \frac{(m_0)_{d-k}(m_2)_{d-k}}{(d - k)!} H_k(m_0, 1, m_2),$$  \hfill (11.2.24)

where we have simply substituted $m_1 = 1$ into (11.2.21). We can also compute $H_d(1, m_1, m_2)$ and $H_d(m_0, m_1, 1)$, using the fact that $H_d(m_0, m_1, m_2)$ is completely symmetric.

We can perform further summations by setting additional parameters to unity. In particular, we have the following result:
Theorem 11.2.4. Let $H_d$ be the total number of rooted hypermaps with $d$ darts. Then

$$H_d = d \cdot d! - \sum_{k=1}^{d-1} (d-k)!H_k$$

(11.2.25)

for all $d > 1$, with $H_1 = 1$.

Proof. There is only one way to construct a rooted hypermap with one dart, so $H_1 = 1$. In general, we have that $H_d = H_d(1,1,1)$. Substituting this into (11.2.24) gives the above result. \qed

The first few such values are 1, 3, 13, 71, 461, 3447 etc.

This is not the only context in which this sequence arises \[31\]. Much like how we inferred the fact that $P_d(m_1,m_2)$ was a generating function by examining its coefficients, this appearance of the same counts in other contexts allows us to infer a number of properties and equivalences for rooted hypermaps. For example, we can derive a generating function for the sequence $H_d$:

Theorem 11.2.5. The alternating generating function for the sequence $H_d$, for $d \geq 1$, is

$$H(x) = -\left[1 + \frac{x}{x} + \frac{1}{\sum_{n=0}^{\infty} n!(-x)^{n+1}}\right] = \frac{e^{-1/x}}{\Gamma(0,1/x)} - \frac{1 + x}{x},$$

where $\Gamma(n,z) = \int_z^{\infty} e^{-w}w^{n-1}dw$ is the incomplete gamma function.

Proof. $H_d = a(d+1)$ for all $d \geq 1$, where $a(n)$ is defined in \[31\]. We have from the same source that, for $n \geq 1$, the generating function for the sequence $a(n)$ is

$$f(x) = \sum_{n=1}^{\infty} (-x)^n a(n)$$

$$= 1 - \frac{1}{\sum_{n=0}^{\infty} n!(-x)^n}$$

(note that we have chosen to define this as an alternating generating function to match $H(m_0,m_1,m_2;x)$: the only change from \[31\] is the sign of $x$). Thus, accounting for the shift in index and the lack of term corresponding to $a(1)$, we have that the sequence $H_d$ has the generating function

$$H(x) = \sum_{d=1}^{\infty} (-x)^d a(d+1)$$

$$= f(x) + x$$

$$= -\left[1 + \frac{x}{x} + \frac{1}{\sum_{n=0}^{\infty} n!(-x)^{n+1}}\right].$$

\[4\] See the FORMULA section for confirmation that this sequence is given by the recursion (11.2.25).
The summation is divergent for non-zero $x$, but we can find a non-summatory form for it using Borel summation. Let

$$\alpha(x) = \sum_{n=0}^{\infty} n!(-x)^n.$$  

We define the Borel transform of this as

$$B\alpha(w) = \sum_{n=0}^{\infty} \frac{n!(-w)^n}{n!} = \frac{1}{1+w}$$

when $|w| \leq 1$. We then recover $\alpha(x)$ by analytically extending $B\alpha(w)$ to the entire positive real line, and using the definition of the Borel sum

$$\alpha(x) = \int_0^\infty e^{-w} B\alpha(wx) dw$$

$$= \int_0^\infty \frac{e^{-w}}{1+wx} dw$$

$$= \int_{1/x}^{\infty} \frac{e^{-w+1/x}}{w} dw$$

$$= \frac{e^{1/x}}{x} \Gamma\left(0, \frac{1}{x}\right).$$

Thus,

$$H(x) = -\left[ \frac{1+x}{x} - \frac{1}{x\alpha(x)} \right]$$

$$= \frac{e^{-1/x}}{\Gamma(0,1/x)} - \frac{1+x}{x}.$$  

We can also infer a number of bijections from rooted hypermaps to other types of object. For instance, [31] gives us that the set of rooted $d$-hypermaps is, for any $d \geq 1$, bijective with both the set of all connected $(d+1)$-permutations [19], and the set of all $(d+1)$-permutations with no global descents [2].

In neither of these cases is there an immediately apparent reason for the connection (the structures of these objects are not trivially equivalent to rooted hypermaps in any of the representations we have used so far), but we know from their shared recursion relations that the sets have the same cardinalities, which is all that’s required for a bijection to exist.

We have one other bijection, though, where the reason is apparent, which again is noted in [31]:

**Theorem 11.2.6.** There is a bijection between the set of rooted $d$-hypermaps and the set of subgroups of index $d$ in the free group of rank two.
Proof. That the number of index-$d$ subgroups of the rank-two free group satisfies the recursion \[ 11.2.25 \] has been known since 1949 [17]. The proof of this relies on the fact that each such subgroup can be represented by a pair of $d$-permutations $g_1$ and $g_2$ which generate a group transitive on $[1 \ldots d]$, and that any two such representations are isomorphic if they can be obtained by replacing the indices $(1, 2, \ldots, d)$ with $(1, c_2, \ldots, c_d)$ within $g_1$ and $g_2$ for some ordering $(c_2, \ldots, c_d)$ of $(2, \ldots, d)$.

Such a pair of permutations, given that they generate a transitive group, give us a 3-constellation $[g_1, g_2, (g_1 g_2)^{-1}]$, and the isomorphism given above is exactly the same isomorphism we gave for defining rooted hypermaps. Therefore, there is a direct equivalence between subgroups of the rank-two free group and rooted hypermaps, which equates subgroup index with hypermap degree.

So this connection follows from the fact that the two types of object essentially share a representation as rooted 3-constellations. Given this close connection, it’s not surprising that we can use Hall’s method to re-derive our summation results from this section (specifically (11.2.24) – see Appendix G). Hall’s method cannot reproduce $H_d(m_0, m_1, m_2)$ or its functional identities in full however. This is because his method only deals with the structure of the permutations $g_1$ and $g_2$, and cannot give any information about the cycles in the third permutation $(g_1 g_2)^{-1}$.

An important feature of Hall’s proof is that it is applicable to higher-rank free groups as well as those of rank two, and, as we shall see in Theorem 12.2.2 it shows that there there is a correspondence between subgroups of the free group of rank $k$ and rooted $(k + 1)$-constellations.

Of course the same limitation still exists – this method cannot produce a full generating function which partitions constellations by the cycle structure of all of its permutations. However, we can derive properties of these full generating functions by generalising the method we used for rooted hypermaps to rooted constellations of higher length. We will look at this in the next chapter, along with doing the same for enumerating rooted maps.
Chapter 12

Further problems

The work of the previous chapters, concerning the enumeration of rooted hypermaps, covers all the fundamental principles of our matrix integration tools and how to use them to solve enumeration problems. In Chapter 10 we introduced the matrix integrals themselves, using a relatively simple case (one-face rooted hypermaps) to study their manipulation and evaluation. Then in Chapter 11 we moved on to general rooted hypermaps, and showed how to generalise the basic methods, in particular how to avoid overcounting due to invalid and isomorphic cases.

This therefore covers the most general hypermap case that our method can study, i.e. all hypermaps up to rooted isomorphism. We cannot go any further as the rooted isomorphism is tied directly to the construction of the matrix integrals we used, so unrooted hypermaps cannot be enumerated by this method.

This does not mean that we have reached the limit of what these methods can do, however. There are two directions in which we can still move while maintaining the rootedness condition: specialisation (enumerating sets of objects which are equivalent to subsets of the rooted hypermaps) and generalisation (enumerating supersets of the rooted hypermaps). In this chapter we will look at one example of each.

As an example of specialisation we will use the case of rooted maps. As we discussed in Section 9.1.4, hypermaps can be thought of as bipartite maps, a specialisation of maps, but conversely maps can be thought of as a specialisation of hypermaps where each of the edges contains exactly two darts. We will make use of this fact in Section 12.1.

For generalisation, we will start from the fact that hypermaps are equivalent to 3-constellations, and look at how to generalise our methods to rooted constellations of length greater than three in Section 12.2.

Together, these two problems will demonstrate some of the ways in which our basic method can be extended and modified for use in other contexts. As we will see, the methods we will use in these two examples are very similar to the hypermap case from the last chapter, the modifications we need to make being much less significant than those we made when moving from one-face hypermaps.
12.1 Rooted maps

A rooted map is simply a rooted hypermap where each edge contains exactly two darts. This fits with the familiar notion of a map as a set of vertices connected pairwise by “edge” lines – these edges correspond to the hypermap’s edges, with the darts being the edges’ two ends.

As we can describe maps as hypermaps, we can also describe them using ladder diagrams. In order to do so we need to make one change to the conventions we’ve used so far though. When we represented hypermaps as ladder diagrams in Chapters 10 and 11, we associated the permutation \( \sigma \) (which provides the ladder diagram’s backbone) with the hypermaps’ faces. There is no specific reason why it should be this way, though, as we have also established that the vertices, edges and faces of a hypermap are essentially interchangeable (see Lemma 9.1.1). If we had associated \( \sigma \) with the hypermaps’ edges instead the resulting generating functions, apart from having their parameters reordered, would have been equivalent.

Now that we are looking at maps, however, we do have reasons to make a specific choice. We are constructing maps by taking hypermaps and applying a constraint to their edges, which means that we now need to associate \( \sigma \) with the maps’ edges, as it is only \( \sigma \) which we have a means of constraining.

Aside from this, the method for constructing generating functions for rooted maps is very similar to the method we used for rooted hypermaps, with many of the steps being identical. Because of this we will only sketch the proof of the result here, highlighting the points where the two methods differ. As before, the process follows the following steps:

1. Construct the generating function \( M(m_1, m_2; x) \) using the transitive ladder-diagram generating functions \( \bar{P}_{d_1, \ldots, d_N}(m_1, m_2) \) from Lemma 11.2.2, taking into account any multiple counting.

2. Define a new function \( G(m_1, m_2; x) \) in terms of the non-transitive counting functions \( P_{d_1, \ldots, d_N}(m_1, m_2) \) (defined in (11.2.1)), and use Lemma 11.2.2 to find a functional relation linking this to \( M(m_1, m_2; x) \).

3. Find a matrix-integral expression for \( G(m_1, m_2; x) \), and use this to find the terms in its power series expansion in \( x \).

**Theorem 12.1.1.** Let \( M(m_1, m_2; x) \) be the generating function (alternating in \( x \)) enumerating rooted maps by number of vertices, faces and edges. This satisfies

\[
M(m_1, m_2; x)G(m_1, m_2; x) = 2x \frac{\partial}{\partial x} G(m_1, m_2; x),
\]

where

\[
G(m_1, m_2; x) = \sum_{k_0=0}^{\infty} \cdots \sum_{k_{m_1-1}=0}^{\infty} \prod_{0 \leq i < j < m_1} \left( 1 - \frac{k_j - k_i}{j - i} \right)^{m_i-1} \prod_{a=0}^{m_2-a} \frac{(m_2 - a)2k_a}{k_a^{2k_a}} (-x)^{k_a}.
\]
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**Proof.** A rooted map with \( k \) edges is represented by a ladder diagram with backbone \( \sigma = (12)(34) \cdots ((2k-1)(2k)) \). These ladder diagrams are enumerated by the generating function

\[
P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2).
\]

Isomorphisms under reordering/redirection of the non-rooted edges mean that each rooted map is counted \( (k-1)!2^{k-1} \) times, so when we sum over all possible \( k \), taking this degeneracy into account, we get

\[
M(m_1, m_2; x) = \sum_{k=1}^{\infty} \frac{(-x)^k}{(k-1)!2^{k-1}} P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2).
\]

We define \( M(m_1, m_2; x) \) to be alternating in \( x \), where \( x \) now partitions the maps by number of edges.

Let

\[
G(m_1, m_2; x) = \sum_{k=0}^{\infty} \frac{(-x)^k}{k!2^k} P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2),
\]

where \( P_{d_1, \ldots, d_N}(m_1, m_2) \) is defined in (11.2.1). If we multiply \( M(m_1, m_2; x) \) and \( G(m_1, m_2; x) \) together, we get

\[
M(m_1, m_2; x)G(m_1, m_2; x) = \sum_{d=0}^{\infty} \sum_{k=1}^{\infty} \frac{(-x)^{k+d}}{(k-1)!d!2^{k+d-1}}
\]

\[
\times P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2)P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2)
\]

\[
= \sum_{d=0}^{\infty} \sum_{k=d+1}^{\infty} \frac{(-x)^k}{(k-d-1)!d!2^{k-1}}
\]

\[
\times P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2)P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2)
\]

\[
= \sum_{k=1}^{\infty} \frac{(-x)^k}{(k-1)!2^{k-1}}
\]

\[
\times \sum_{d=0}^{k-1} \binom{k-1}{d} P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2)P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2).
\]

Substituting \( N = k \) and \((d_1, \ldots, d_N) = (2, 2, \ldots, 2)\) into (11.2.3), we get

\[
P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2) = \sum_{d=0}^{k-1} \binom{k-1}{d} P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2)P_{\bar{2}, \ldots, \bar{2}}(m_1, m_2),
\]
so

\[ M(m_1, m_2; x)G(m_1, m_2; x) = \sum_{k=1}^{\infty} \frac{(-x)^k}{(k-1)!^2} \frac{P_{2, \ldots, 2}(m_1, m_2)}{k} \]

\[ = 2x \frac{\partial}{\partial x} G(m_1, m_2; x). \]

Note the factor of two, which did not appear in the equivalent identity (11.2.9) from the rooted hypermap case. This is because \( x \) now partitions by edge count instead of dart count, and for maps these two values differ by a factor of two.

This gives our functional identity, so next we need to evaluate \( G(m_1, m_2; x) \).

Starting with (11.2.10) we have that

\[ P_{2, \ldots, 2}(m_1, m_2) = \frac{1}{\Lambda} \prod_{k=1}^{m_1} q_k^{m_2-m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \left( \sum_{a=1}^{m_1} q_a^2 \right)^k, \]

for some normalisation factor \( \Lambda \) which depends only on \( m_1 \) and \( m_2 \). We substitute this into (12.1.1) and sum over \( k \), giving

\[ G(m_1, m_2; x) = \frac{1}{\Lambda} \prod_{k=1}^{m_1} q_k^{m_2-m_1} e^{-q_k} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2 \exp \left( -\frac{x}{2} \sum_{a=1}^{m_1} q_a^2 \right) \]

\[ = \frac{1}{\Lambda} \prod_{k=1}^{m_1} q_k^{m_2-m_1} e^{-q_k - \frac{q_k^2 x}{2}} dq_k \prod_{1 \leq i < j \leq m_1} (q_j - q_i)^2. \]

We now need to use the same trick – breaking the Vandermonde product term into orthogonal polynomials – that we used in Theorem 11.2.3 to make this integral separable. This time our integrals resemble an inner product with weight function

\[ w(q) = q^{m_2-m_1} e^{-q - q^2 x/2}, \]

which has moments

\[ \mu_n = \int_{0}^{\infty} w(q)q^n dq \]

\[ = \int_{0}^{\infty} q^{m_2-m_1+n} e^{-q - q^2 x/2} dq \]

\[ = \sum_{k=0}^{\infty} \frac{(-x)^k}{k!^2} \int_{0}^{\infty} q^{m_2-m_1+n+2k} e^{-q} dq \]

\[ = \sum_{k=0}^{\infty} \frac{(-x)^k}{k!^2} (m_2 - m_1 + n + 2k)!. \quad (12.1.2) \]

If we define monic polynomials \( K_n(q) \) orthogonal with respect to this weight function
then, paralleling (11.2.14) we have

\[
G(m_1, m_2; x) = \frac{m_1!}{\Lambda} \prod_{k=1}^{m_1} \int_0^\infty K_{k-1}(q)K_{k-1}(q)w(q)dq
\]

\[
= \frac{m_1!}{\Lambda} \prod_{k=1}^{m_1} I_{k-1}.
\]

So, via Corollary F.0.1 we have that

\[
G(m_1, m_2; x) = \frac{m_1!}{\Lambda} |M_{m_1}|
\]

where

\[
M_{m_1} = \begin{bmatrix}
\mu_0 & \mu_1 & \cdots & \mu_{m_1-1} \\
\mu_1 & \mu_2 & \cdots & \mu_m \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{m_1-1} & \mu_m & \cdots & \mu_{2m_1-2}
\end{bmatrix}.
\]

Therefore, by analogy with (11.2.15) when we substitute (12.1.2) into this we get

\[
G(m_1, m_2; x) = \frac{m_1!}{\Lambda} \sum_{k_1=0}^{\infty} \frac{(-x)^{k_1}}{k_1!2^{k_1}} \cdots \sum_{k_{m_1}=0}^{\infty} \frac{(-x)^{k_{m_1}}}{k_{m_1}!2^{k_{m_1}}} \Phi(2k_1, \ldots, 2k_{m_1})
\]

where \(\Phi(k_1, \ldots, k_{m_1})\) is the same function as defined in (11.2.16). We substitute (11.2.17) in here, getting

\[
G(m_1, m_2; x) = \frac{m_1!}{\Lambda} \sum_{k_1=0}^{\infty} \frac{(m_2 + 2k_1 - 1)!}{k_1!2^{k_1}}(-x)^{k_1} \cdots \sum_{k_{m_1}=0}^{\infty} \frac{(m_2 + 2k_{m_1} - m_1)!}{k_{m_1}!2^{k_{m_1}}}(-x)^{k_{m_1}}
\]

\[
\times \prod_{1 \leq i < j \leq m_1} (j - i + 2k_i - 2k_j).
\]

We use the fact that \(G(m_1, m_2; 0) = 1\) (see (12.1.1)) to fix the normalisation. This gives us that

\[
1 = \frac{m_1!}{\Lambda} \prod_{a=1}^{m_1} (m_2 - a)! \prod_{1 \leq i < j \leq m_1} (j - i),
\]

and therefore

\[
G(m_1, m_2; x) = \sum_{k_1=0}^{\infty} \cdots \sum_{k_{m_1}=0}^{\infty} \prod_{1 \leq i < j \leq m_1} \left(1 - 2\frac{k_j - k_i}{j - i}\right) \prod_{a=1}^{m_1} \frac{(m_2 + 2k_a - a)!(-x)^{k_a}}{(m_2 - a)!2^{k_a}k_a!}
\]

\[
= \sum_{k_1=0}^{\infty} \cdots \sum_{k_{m_1}=0}^{\infty} \prod_{1 \leq i < j \leq m_1} \left(1 - 2\frac{k_j - k_i}{j - i}\right) \prod_{a=1}^{m_1} \frac{(m_2 - a + 1)2^{k_a}(-x)^{k_a}}{k_a!2^{k_a}}
\]

\[
= \sum_{k_0=0}^{\infty} \cdots \sum_{k_{m_1-1}=0}^{\infty} \prod_{0 \leq i < j \leq m_1} \left(1 - 2\frac{k_j - k_i}{j - i}\right) \prod_{a=0}^{m_1-1} \frac{(m_2 - a)2^{k_a}(-x)^{k_a}}{k_a!2^{k_a}}.
\]
12.1.1 Evaluation

As in Section 11.2.4, we can use this to evaluate $M(m_1, m_2; x)$ by taking its power series expansion

$$M(m_1, m_2; x) = \sum_{e=1}^{\infty} M_e(m_1, m_2)(-x)^e,$$

with the $M_e(m_1, m_2)$ being polynomial generating functions which enumerate rooted maps with $e$ edges by number of vertices and faces. $G(m_1, m_2; x)$ has a corresponding expansion

$$G(m_1, m_2; x) = \sum_{e=0}^{\infty} G_e(m_1, m_2)(-x)^e$$

with coefficients

$$G_e(m_1, m_2) = \sum_{k_0, \ldots, k_{m_1-1} \geq 0} \prod_{0 \leq i < j < m_1} \left(1 - 2 \frac{k_j - k_i}{j - i}\right) \prod_{a=0}^{m_1-1} \frac{(m_2 - a) 2^{k_a}}{k_a! 2^{k_a}}$$

for all $e \geq 0$, and these are related to $M_e(m_1, m_2)$ by the identity

$$\sum_{k=1}^{e} M_k(m_1, m_2) G_{e-k}(m_1, m_2) = 2e G_e(m_1, m_2).$$

As was the case for rooted hypermaps, we can compute all of these functions by evaluating at a number of specific values of $m_1$ and interpolating. $G_e(m_1, m_2)$ is of order at most $2e$ in $m_2$, and by symmetry will have the same order in $m_1$, so we need to evaluate it at $2e + 1$ different values of $m_1$ before interpolating.

The first few generating functions produced by this method are

$$M_1(m_1, m_2) = m_1^2 m_2 + m_1 m_2^2$$
$$M_2(m_1, m_2) = m_1 m_2 + 2m_1^3 m_2 + 5m_1^2 m_2^2 + 2m_1 m_2^3$$
$$M_3(m_1, m_2) = 10m_1^2 m_2 + 10m_1 m_2^2 + 5m_1^4 m_2^2 + 22m_1^3 m_2^3 + 22m_1^2 m_2^4 + 5m_1 m_2^5,$$

which we see reproduce the results of Walsh and Lehman [37].

As in the hypermap case we can refine these results further. If we set $m_1 = 1$ we get generating functions which enumerate rooted maps by number of vertices, summing over all face counts. After this substitution the summations and products in $G_e(m_1, m_2)$ all become trivial, leaving behind

$$G_e(1, m_2) = \frac{(m_2)_{2e}}{e! 2^e}.$$

Therefore,

$$\sum_{k=1}^{e} \frac{(m_2)_{2(e-k)}}{(e-k)! 2^{e-k}} M_k(1, m_2) = \frac{(m_2)_{2e}}{(e-1)! 2^{e-1}}.$$
Further problems

Setting \( m_2 = 1 \) as well gives a recursion relation for the total number of rooted maps for a given edge count:

\[
\sum_{k=1}^{e} \frac{[2(e - k)]!}{(e - k)!2^{e-k}} M_k = \frac{(2e)!}{(e - 1)!2^{e-1}},
\]

or, simplifying further,

\[
\sum_{k=1}^{e} [2(e - k) - 1]!! M_k = 2e(2e - 1)!!
\]

where \((2e - 1)!! = 1 \times 3 \times 5 \times \cdots \times (2e - 1)\) is the double factorial. The sequence this recurrence generates is the same as \([32]\), starting at \(a(2)\).

This result in particular is interesting, as the intermediate terms

\[ G_e(1, 1) = (2e - 1)!! \]

used in the recursion are already known to be the number of rooted maps with \(e\) edges and one vertex \([37]\), Equation 4], or equally those with \(e\) edges and one face. This appearance of counts for one-face rooted maps is interesting as it is a close parallel to our study of one-face rooted hypermaps in Chapter 10; the equivalent recursion for counting all rooted hypermaps by dart count had intermediate expressions \(F_d(1, 1, 1) = d!!\), which is likewise the number of rooted hypermaps with \(d\) darts and one face. It is not clear how general a pattern this is, however, or in what other contexts it may apply, but we will see in Section 12.2.2 that it applies to general rooted constellations as well, not just hypermaps.

12.2 General constellations

The final example we will look at is that of general constellations. As noted in Section 9.1, hypermaps are equivalent to 3-constellations – constellations containing three permutations – but constellations can consist of any number of permutations greater than this.

As a reminder, an \(k\)-constellation is a sequence of \(d\)-permutations \([g_1, g_2, \ldots, g_k]\) for some integer \(d\), such that the product \(g_1g_2\cdots g_k\) is the identity and the group generated by \([g_1, g_2, \ldots, g_k]\) acts transitively on \([1 \ldots d]\) (Definition 9.1.4). When \(k \leq 2\) these rules give rise to sets too trivial to be of interest to us, but when \(k > 2\) the problem of enumeration becomes significantly more complicated. We have already done the \(k = 3\) case with rooted hypermaps, and it should be no surprise that the methods we used, which were strongly centred around the permutation structure of the constellations, should also be applicable to rooted constellations of greater length.

It must be noted, however, that the usefulness of these methods diminishes significantly in this more general case. We saw when we generalised the one-faced rooted hypermap case to all rooted hypermaps that there was a significant decrease in
usefulness of the resulting expressions: we went from having closed-form expressions for individual generating functions to having a recursive procedure for evaluating generating functions algorithmically. As we move to an even more general case now we will find that the returns diminish even further; the best we will be able to get now is a matrix-integral expression for the intermediate functions in the recursive procedure (analogous to $F(m_0, m_1, m_2; x)$ from the hypermap case and $G(m_1, m_2; x)$ from the map case). We can’t evaluate these integrals using the methods we’ve already looked at, because they involve integrals over multiple independent matrix spaces instead of just one.

However we will be able to extract some simple results from these integrals in certain special cases e.g. when one or more of the parameters of the function are set to unity, as we did in the hypermap case (Section 11.2.6). We will also find a connection between our results and subsets of free groups, as we did in Theorem 11.2.6.

12.2.1 Deriving the matrix integrals

Much like in the case with rooted maps, the solution for this problem very closely mirrors that of the hypermap case. The main modification which we need to make is in Lemma 11.2.1, where we established the ladder-diagram counting functions $P_{d_1, \ldots, d_N}(m_1, m_2)$. Specifically, let us consider (11.2.2) again:

$$P_{d_1, \ldots, d_N}(m_1, m_2) = \sum_{g \in \text{Sym}_{d_1}} \delta[a_1, a_{\sigma g(1)}] \delta[b_1, b_{g(1)}] \cdots \delta[a_d, a_{\sigma g(d)}] \delta[b_d, b_{g(d)}]$$

$$= \left. \frac{\partial}{\partial \alpha_{a_1 b_1}} \cdots \frac{\partial}{\partial \alpha_{a_d b_d}} (\alpha_{a_{\sigma(1)} b_1} \cdots \alpha_{a_{\sigma(d)} b_d}) \right|_{\alpha=1}.$$

As a reminder, this connects to 3-constellations as follows: For a permutation $\sigma$ with cycle lengths $d_1, \ldots, d_N$ (defined using the convention stated in Lemma 11.2.1) and arbitrary permutation $g$, define the permutation triple $[\sigma, g, (\sigma g)^{-1}]$. This is like a 3-constellation except that it is not necessarily transitive. For each $g$ the Kronecker delta terms in (11.2.2) contract down to an expression of the form $m_1^{\text{cyc}(\sigma)} m_2^{\text{cyc}(g)}$ (where $m_1$ and $m_2$ are the dimensions of the $a$- and $b$-indices respectively), so the sum over $g$ then gives a generating function enumerating all triples with the same base permutation $\sigma$.

The generalisation to $k$-permutations is then reasonably simple: we write each $k$-constellation as $[\sigma, g_1, g_2, \ldots, g_{k-2}, (\sigma g_1 \cdots g_{k-2})^{-1}]$ (with $\sigma$ defined the same way) and sum over all $g_1, \ldots, g_{k-2}$. This produces a new generating function analogous to $P_{d_1, \ldots, d_N}(m_1, m_2)$, again summing over all (potentially non-transitive) permutation sequences with a given $\sigma$, so the rest of the derivation runs exactly the same as before.

Our Kronecker-delta expression has to be somewhat more complicated to deal with
the new permutations, but we can construct a suitable expression as follows:

\[
P_{d_1, \ldots, d_N}^{(k)}(m_1, \ldots, m_{k-1}) = \sum_{g_1, \ldots, g_{k-2}} \prod_{i=1}^{d} \delta[a_i, a_{\sigma g_1 \cdot \ldots \cdot g_{k-2}(i)}] \delta[b^{(1)}_i, b^{(1)}_{g_1(i)}] \cdots \delta[b^{(k-2)}_i, b^{(k-2)}_{g_{k-2}(i)}],
\]

(12.2.1)

where the \(b^{(j)}\)-indices run from 1 to \(m_j\) respectively and \(a\)-indices run from 1 to \(m_{k-1}\). We can expand this further, by noting that

\[
\delta[a^{(1)}_i, a^{(1)}_{\sigma g_1 \cdot \ldots \cdot g_{k-2}(i)}] = \delta[a^{(1)}_i, a^{(k-2)}_{g_{k-2}(i)}] \delta[a^{(k-2)}_{g_{k-2}(i)} a^{(k-3)}_{g_{k-2}g_{k-3}(i)}] \cdots \delta[a^{(2)}_{g_2g_{k-2}(i)} a^{(1)}_{\sigma g_1 \cdot \ldots \cdot g_{k-2}(i)}],
\]

where all of the \(a^{(j)}\)-indices run from 1 to \(m_{k-1}\). Furthermore, when we put this into (12.2.1) the product over \(i\) allows us to freely substitute indices in each individual delta without changing the result. Replacing \(i\) with \(g^{-1}_{k-2}(i)\) in the second, \(i\) with \(g^{-1}_{k-2}g^{-1}_{k-3}(i)\) in the third etc. gives us

\[
P_{d_1, \ldots, d_N}^{(k)}(m_1, \ldots, m_{k-1}) = \sum_{g_1, \ldots, g_{k-2}} \prod_{i=1}^{d} \delta[a^{(1)}_i, a^{(k-2)}_{g_{k-2}(i)}] \delta[b^{(k-2)}_i, b^{(k-2)}_{g_{k-2}(i)}] \\
\times \delta[a^{(1)}_i, a^{(k-3)}_{g_{k-3}(i)}] \delta[b^{(k-3)}_i, b^{(k-3)}_{g_{k-3}(i)}] \\
\vdots \\
\times \delta[a^{(2)}_i, a^{(1)}_{\sigma g_1 \cdot \ldots \cdot g_{k-2}(i)}] \delta[b^{(1)}_i, b^{(1)}_{g_1(i)}].
\]

Now we can convert this into a multiderivative, as each Kronecker delta only includes one of the summed permutations. As before these derivatives will be in terms of matrix-valued dummy variables, but we now need to have more than one, one for each permutation. We will call these \(\alpha^{(j)}\) for \(1 \leq j \leq k-2\), where each one has dimensions \(m_{k-1} \times m_j\). We get that

\[
P_{d_1, \ldots, d_N}^{(k)}(m_1, \ldots, m_{k-1}) = \frac{\partial}{\partial \alpha^{(1)}_{a^{(2)}b^{(1)}_1}} \cdots \frac{\partial}{\partial \alpha^{(1)}_{a^{(2)}b^{(1)}_d}} (\alpha^{(1)}_{a^{(2)}b^{(1)}_1} \cdots \alpha^{(1)}_{a^{(2)}b^{(1)}_d}) \\
\times \frac{\partial}{\partial \alpha^{(2)}_{a^{(3)}b^{(2)}_1}} \cdots \frac{\partial}{\partial \alpha^{(2)}_{a^{(3)}b^{(2)}_d}} (\alpha^{(2)}_{a^{(3)}b^{(2)}_1} \cdots \alpha^{(2)}_{a^{(3)}b^{(2)}_d}) \\
\vdots \\
\times \frac{\partial}{\partial \alpha^{(k-2)}_{a^{(k-2)}b^{(k-2)}_1}} \cdots \frac{\partial}{\partial \alpha^{(k-2)}_{a^{(k-2)}b^{(k-2)}_d}} (\alpha^{(k-2)}_{a^{(k-2)}b^{(k-2)}_1} \cdots \alpha^{(k-2)}_{a^{(k-2)}b^{(k-2)}_d}) \bigg|_{\alpha=0},
\]
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or equivalently

\[ P_{d_1 \ldots d_N}^{(k)}(m_1, \ldots, m_{k-1}) = \prod_{j=1}^{d} \frac{\partial}{\partial \alpha_{a_j(b_j)}} \frac{\partial}{\partial \beta_{a_j(b_j)}} \ldots \frac{\partial}{\partial \alpha_{a_d(b_d)}} \frac{\partial}{\partial \beta_{a_d(b_d)}} e^{\alpha(1), \beta(1)} \times \frac{\partial}{\partial \alpha_{a_1(b_1)}} \frac{\partial}{\partial \beta_{a_1(b_1)}} \ldots \frac{\partial}{\partial \alpha_{a_{k-2}(b_{k-2})}} \frac{\partial}{\partial \beta_{a_{k-2}(b_{k-2})}} e^{\alpha(k-2), \beta(k-2)} \bigg|_{\alpha, \beta = 0} \]

where the \( \beta^{(j)} \) again have dimensions \( m_{k-1} \times m_j \) respectively. Note that all of the \( \alpha \) and \( \beta \) get taken to zero.

We can now reverse-engineer a matrix integral expression. First, we replace each exponential by a Gaussian integral:

\[ e^{\alpha, \beta} = \frac{1}{\pi^{m_{k-1}m_j}} \int \prod_{j=1}^{m_{k-1}} d^m \bar{z}^{(j)} \prod_{j=1}^{m_{k-1}} dz^{(j)} \exp(-z^{(j)} \cdot \bar{z}^{(j)}) + \alpha^{(j)} \cdot z^{(j)} + \beta^{(j)} \cdot \bar{z}^{(j)}) \equiv \int Dz^{(1)} \exp(-z^{(1)} \cdot \bar{z}^{(1)})\prod_{j=1}^{m_{k-1}} \exp(z^{(j)} \cdot \bar{z}^{(j)} + \alpha^{(j)} \cdot z^{(j)} + \beta^{(j)} \cdot \bar{z}^{(j)}) \]

(the \( \int Dz^{(1)} \) notation, which incorporates the scale factor, is purely for convenience as we will be dealing with a lot of these integrals). Then we perform the derivatives, which results in the substitution

\[ \frac{\partial}{\partial \alpha_{a_j(b_j)}} \rightarrow z_{a,b}^{(j)} \]
\[ \frac{\partial}{\partial \beta_{a_j(b_j)}} \rightarrow \bar{z}_{a,b}^{(j)} \]

When we take all the \( \alpha \) and \( \beta \) to zero, we get the result

\[ P_{d_1 \ldots d_N}^{(k)}(m_1, \ldots, m_{k-1}) = \prod_{j=1}^{d} Dz^{(j)} \exp(-z^{(j)} \cdot \bar{z}^{(j)}) \prod_{i=1}^{d} z_{a_i(b_i)}^{(1)} \bar{z}_{a_i(b_i)}^{(1)} z_{a_i(b_i)}^{(2)} \bar{z}_{a_i(b_i)}^{(2)} \cdots z_{a_i(b_i)}^{(k-2)} \bar{z}_{a_i(b_i)}^{(k-2)} \cdot \]

\[ (12.2.2) \]
Finally, by defining matrices $\rho^{(j)}$ such that $\rho^{(j)}_{ai} = \delta_{ai}^{(j)}$, we simplify the above to

$$P_{d_1, \ldots, d_N}^{(k)}(m_1, \ldots, m_{k-1}) = \int \prod_{j=1}^{k-2} D_z^{(j)} e^{-Tr(\rho^{(j)})} \prod_{i=1}^{d} \rho^{(k-2)}_{a_i^{(1)}} \rho^{(k-3)}_{a_i^{(2)}} \cdots \rho^{(1)}_{a_i^{(k)}} dx \partial_{x^r} P_{a_1, \ldots, a_{k-1}}^{(k)}(m_1, m_2, \ldots, m_{k-1}; x),$$

where

$$H^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) F^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) = x \frac{\partial}{\partial x} F^{(k)}(m_0, m_1, \ldots, m_{k-1}; x),$$

where $F^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) = \int \prod_{j=1}^{k-2} D_z^{(j)} e^{-Tr(\rho^{(j)})} \det(1 + x\rho^{(k-2)} \cdots \rho^{(1)})^{-m_0}$.

**Proof.** As with [11.2.7], we have that

$$H^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) = \sum_{N=1}^{\infty} \frac{m_0^N}{(N-1)!} \sum_{d_1=1}^{\infty} (-x)^{d_1} \cdots \sum_{d_{N-1}=1}^{\infty} \frac{(-x)^{d_{N-1}}}{d_N} \tilde{P}^{(k)}_{d_1, \ldots, d_N}(m_1, \ldots, m_{k-1}),$$

where $\tilde{P}^{(k)}_{d_1, \ldots, d_N}(m_1, \ldots, m_{k-1})$ is the same summation over permutation sequences as $P^{(k)}_{d_1, \ldots, d_N}(m_1, \ldots, m_{k-1})$ in (12.2.1), but with only the transitive cases (the valid constellations) included. This satisfies

$$P^{(k)}_{d_1, \ldots, d_N}(m_1, \ldots, m_{k-1}) = \sum_{u \subset \{d_2, \ldots, d_N\}} \tilde{P}^{(k)}_{d_1, a_1, a_2, \ldots, a_{k-1}}(m_1, \ldots, m_{k-1}) P^{(k)}_{a_1, a_2, \ldots, a_{k-1}}(m_1, \ldots, m_{k-1})$$

(12.2.4)
as in Lemma 11.2.2.

Thus, in clear parallel with the proof of Theorem 11.2.1 if we define

\[
F^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) = \sum_{N=0}^{\infty} m_0^N \frac{(-x)^{d_1}}{N!} \cdots \sum_{d_N=1}^{\infty} \frac{(-x)^{d_N}}{d_N}
\]

\[
\times P^{(k)}_{d_1, \ldots, d_N}(m_1, \ldots, m_{k-1}),
\]

(12.2.5)

(12.2.4) gives us that

\[
H^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) F^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) = x \frac{\partial}{\partial x} F^{(k)}(m_0, m_1, \ldots, m_{k-1}; x).
\]

We have our integral expression for \( P^{(k)}_{d_1, \ldots, d_N}(m_1, \ldots, m_{k-1}) \) in (12.2.3), and when we substitute this into (12.2.5) we get

\[
F^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) = \int \prod_{j=1}^{k-2} \frac{dz(j)}{z(j)} e^{-\text{Tr}(\rho(j))} \sum_{N=0}^{\infty} m_0^N \frac{(-x)^{d_1}}{N!} \cdots \sum_{d_N=1}^{\infty} \frac{(-x)^{d_N}}{d_N}
\]

\[
\times \prod_{r=1}^{N} \sum_{d_r=1}^{\infty} \frac{(-x)^{d_r}}{d_r} \text{Tr}[(\rho^{(k-2)} \cdots \rho^{(1)})^{d_r}]
\]

\[
= \int \prod_{j=1}^{k-2} \frac{dz(j)}{z(j)} e^{-\text{Tr}(\rho(j))} \sum_{N=0}^{\infty} m_0^N \frac{(-x)^{d_1}}{d_1} \cdots \sum_{d_N=1}^{\infty} \frac{(-x)^{d_N}}{d_N}
\]

\[
\times \left( \sum_{d=1}^{\infty} \frac{(-x)^d}{d} \text{Tr}[(\rho^{(k-2)} \cdots \rho^{(1)})^d] \right)^N.
\]

(12.2.6)

We simplify this in much the same manner as in Lemma (A.0.3); the summations in the integrand converge anywhere where the absolute values of the eigenvalues of \( \rho^{(k-2)} \cdots \rho^{(1)} \) are all less than \( 1/x \). In this domain the summations simplify to

\[
\sum_{N=0}^{\infty} m_0^N \left( \sum_{d=1}^{\infty} \frac{(-x)^d}{d} \text{Tr}[(\rho^{(k-2)} \cdots \rho^{(1)})^d] \right)^N = e^{-m_0 \text{Tr}[\ln(1+x\rho^{(k-2)} \cdots \rho^{(1)})]}
\]

\[
= \det(1 + x\rho^{(k-2)} \cdots \rho^{(1)})^{-m_0}.
\]

If we treat both sides of this equation as defining a formal power series in \( x \), the fact that they are equal over a finite neighbourhood of zero means that the series are equivalent. Thus we can substitute this into (12.2.6), and we get

\[
P^{(k)}(m_0, m_1, \ldots, m_{k-1}; x) = \int \prod_{j=1}^{k-2} \frac{dz(j)}{z(j)} e^{-\text{Tr}(\rho(j))} \det(1 + x\rho^{(k-2)} \cdots \rho^{(1)})^{-m_0}.
\]

We can’t evaluate this expression any further, however, at least not using our current
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methods. This is due to the fact that the determinant cannot in general be written purely as a function of the matrices’ eigenvalues, as it could when $k = 3$. What we can do, however, is perform the same sub-summation trick from Section 11.2.6 this time by setting $m_{k-1} = 1$. When we do this, each $z^{(j)}$ is reduced to a complex $m_j$-dimensional vector, with $\rho^{(j)}$ becoming its (scalar) squared modulus. The integrals become vector integrals, which become radial integrals due to the integrand depending only on the length of the vectors. Thus, if we denote $|z^{(j)}|$ as $r_j$, we get

$$
\int D_z^{(j)} \equiv \frac{1}{\pi^{m_j}} \int_{\mathbb{C}^{m_j}} d^{m_j} z^{(j)} d^{m_j} z^{(j)} \rightarrow \frac{2}{\Gamma(m_j)} \int_0^\infty r_j^{2m_j-1} dr_j,
$$

and the integral becomes

$$
F^{(k)}(m_0, \ldots, m_{k-2}, 1; x) = \int \prod_{j=1}^{k-2} D_z^{(j)} e^{-r_j^2} \frac{1}{(1 + xr_j^2 r_2 \cdots r_{k-2})^{m_0}}
$$

$$
= \sum_{d=0}^{\infty} \frac{\Gamma(m_0 + d)}{d! \Gamma(m_0)} (-x)^d \prod_{j=1}^{k-2} \frac{2}{\Gamma(m_j)} \int_0^\infty r_j^{2m_j + 2d - 1 - i} e^{-r_j^2} dr_j
$$

$$
= \sum_{d=0}^{\infty} \frac{(-x)^d}{d!} \prod_{j=0}^{k-2} \frac{\Gamma(m_j + d)}{\Gamma(m_j)}
$$

$$
= \sum_{d=0}^{\infty} \frac{(-x)^d}{d!} \prod_{j=0}^{k-2} \Gamma(m_j).
$$

Thus, splitting $H^{(k)}(m_0, \ldots, m_{k-1}; x)$ up into degree-specific generating functions as

$$
H^{(k)}(m_0, \ldots, m_{k-1}; x) = \sum_{d=1}^{\infty} (-x)^d H_d^{(k)}(m_0, \ldots, m_{k-1}),
$$

we get the recursion relation

$$
H_d^{(k)}(m_0, \ldots, m_{k-2}, 1) = \frac{1}{(d - 1)!} \prod_{j=0}^{k-2} \Gamma(m_j) \sum_{i=1}^{d-1} \frac{1}{(d - i)!} \prod_{j=0}^{k-2} \Gamma(m_j) \cdot H_i^{(k)}(m_0, \ldots, m_{k-2}, 1).
$$

Furthermore, if we set all the parameters to unity, defining $H_d^{(k)} = H_d^{(k)}(1, \ldots, 1)$, we get

$$
H_d^{(k)} = d \cdot (d!)^{k-2} - \sum_{i=1}^{d-1} \left[(d - i)!\right]^{k-2} H_i^{(k)}.
$$

This once more highlights the link between rooted constellations and subsets of free groups [17], which we already noted in the $k = 3$ case in Theorem 11.2.6 and which we can state more generally as follows:
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Theorem 12.2.2. There is a bijection between the set of rooted \( k \)-constellations with degree \( d \) and the set of subgroups of index \( d \) in the free group of rank \( k - 1 \).

Proof. An index-\( d \) subgroup of the free group of rank \( k - 1 \) is represented by a set of \( d \)-permutations \( P_1, \ldots, P_{k-1} \) which generate a transitive group, and any two such representations are isomorphic if they can be obtained from one another by replacing the indices \((1, 2, \ldots, d)\) with \((1, c_2, \ldots, c_d)\) within the permutations for some ordering \((c_2, \ldots, c_d)\) of \((2, \ldots, d)\). Such a set of permutations, when combined with the inverse of their product, form a \( k \)-constellation with degree \( d \), and the subgroup isomorphism given is identical to the isomorphism for rooted constellations, so each such subgroup corresponds uniquely to a rooted \( k \)-constellation with degree \( d \).

12.2.2 One-face constellations

In Section 12.1.1 we noted an intriguing pattern. At that point we had two recursion relations – (12.2.25) for giving \( H_d \), the number of rooted hypermaps with \( d \) darts, and (12.1.3) for giving \( M_e \), the number of rooted maps with \( e \) edges – and both of these featured intermediate expressions, namely \( F_d(1, 1, \ldots, 1) = d! \) and \( G_e(1, 1, 1) = (2e - 1)!! \), respectively, which turn out to be respectively the number of rooted (hyper)maps with one face. No reason for this was apparent, but the question remains of how general a pattern this is. Here we will show that it at least applies to all other lengths of rooted constellation as well.

We first need to define what a constellation with one face actually is, as the geometric interpretation associated with hypermaps does not readily extend to other constellations. There is a natural choice in this case, however: for hypermaps, having one face is equivalent to the first permutation in its constellation representation being a 1-cycle. We therefore also define a one-face constellation as one where its first permutation is a one-cycle.

Enumerating only one-face rooted constellations is easy; just as was the case for hypermaps, we already have their generating functions in \( P^{(k)}(m_1, \ldots, m_{k-1}) \). When we set \( m_1 = \ldots = m_{k-1} = 1 \) in (12.2.2) we get

\[
P^{(k)}_d(1, \ldots, 1) = \int_{0}^{\infty} 2r_1dr_1e^{-r_1^2r_1^{2d}} \cdots \int_{0}^{\infty} 2r_{k-1}dr_{k-1}e^{-r_{k-1}^2r_{k-1}^{2d}} = (d!)^{k-1},
\]

where \( r_i = |z^{(i)}| \).

Therefore, there are a total of \((d!)^{k-2}\) rooted one-face \( k \)-constellations with \( d \) darts. As predicted, these values are equal to the intermediate values in the recursion (12.2.7) for computing \( H^{(k)}_d \), arising from the fact that

\[
P^{(k)}(1, \ldots, 1; x) = \sum_{d=0}^{\infty} (d!)^{k-2}(-x)^d.
\]

Strangely, however, there is no obvious reason for this to be the case. Evaluating
Further problems

General constellations

$F^{(k)}(1, \ldots, 1; x)$ does not just trivially lead to the expression

$$\sum_{d=0}^{\infty} P_d^{(k)}(1, \ldots, 1)(-x)^d,$$

the values arise by some other route instead. The form of the recursions (12.2.7) and (12.1.3) suggests that there could be some combinatorial interpretation of this fact, but we can only give a very rough idea of what form this may take.

**Proposition 12.2.1.** There exists a mapping from pairs of rooted $k$-constellations $(A, B)$ – where $A$ has exactly one face and the degrees of $A$ and $B$ sum to $d$ – to rooted $k$-constellations of degree $d$ with one face, such that each such constellation is mapped to in exactly $d$ ways.

**Proposition 12.2.2.** There exists a mapping from pairs of rooted maps $(A, B)$ – where $A$ has exactly one face and the edge counts of $A$ and $B$ sum to $e$ – to rooted constellations with $e$ edges and one face, such that each such map is mapped to in exactly $2^e$ ways.

These say nothing of what these mappings would be; they just assert their existence. Given the way the counts match up, such a mapping is guaranteed to exist, even if it is entirely arbitrary how the results correspond to the inputs. One can only hope that there is a mapping with some clear, meaningful structure.
Chapter 13

Enumeration discussion

In summary, what we have presented here is a new method of enumerating certain subsets of the rooted constellations, specifically rooted hypermaps and maps, as well as the general rooted constellations themselves. The end result in each of these cases is a matrix-integral expression in terms of which a generating function can be defined, and these generating functions partition the objects being enumerated both by their degree and by the cycle counts of their constituent permutations. By looking at these three examples we have gained some idea of how broadly applicable the method is, and have also encountered some of its limitations.

This method works by writing constellations in the form \([\sigma, g_1, g_2, (\sigma g_1 g_2)^{-1}]\) (using 4-constellations as an example), where \(\sigma, g_1\) and \(g_2\) are permutations. For a given \(\sigma\) we then construct an integral expression for a generating function enumerating all such constellations, using the fact that Gaussian matrix integrals can be evaluated as sums over permutations, as we demonstrated in Chapter 10. We then sum these generating functions over all possible cycle structures of \(\sigma\).

In this final step we have the option of applying restrictions to the structure of \(\sigma\). For example, in Chapter 10 we set \(\sigma\) as a one-cycle to enumerate only rooted hypermaps with one face, and in Chapter 12 we looked at cases where \(\sigma\) only had cycles of length two in order to enumerate rooted maps. If other objects can be similarly expressed as constrained rooted constellations, then our methods could also be applied to them.

The important feature of the resulting generating functions is that, as well as partitioning the objects being enumerated by the number of cycles in \(\sigma\) and in the various \(g_i\), it also partitions by the number of cycles in the final permutation, \((\sigma g_1 \cdots)^{-1}\). In the example of rooted hypermaps, this means that for each partition we know how many vertices, edges and faces they have, as well as the number of darts. Finding this information is not obviously easy to do, given that the number of cycles in a product of permutations cannot be computed from the cycle counts of the constituent permutations. However, it turns out that this information is already encoded in our matrix integrals. Take, for example, the functions

\[
P_{d_1,\ldots,d_N}(m_1,m_2) = \frac{\Gamma(m_1m_2 + d)}{2\pi^m_{m_1m_2}} \int_{S^{2m_1m_2 - 1}} d\Omega \prod_{r=1}^{N} \text{Tr}[(\hat{\rho}_1^{12})^{d_r}]\]
used in the rooted hypermap/map cases. The integrand depends only on the cycle structure of \( \sigma \), given by the cycle lengths \((d_1, \ldots, d_N)\), and the summation over \( g \) then arises from the process of evaluating the integral, but the interactions between the various matrix elements in the integrand also introduces dependence on the product \( \sigma g \), from which we obtain its cycle count. This fact applies to all the cases we have looked at here, and it is clear in that any situation in which this method applies we will again be able to extract all available cycle counts in the same way.

Once we have these generating functions, it is also possible to then sum over one or more of the cycle counts, simply by setting parameters in the generating functions to unity. Indeed, doing so often results in expressions which are much simpler than the overall generating function, as we saw in Chapter 12.

This brings us on to one of the method’s limitations, however. While we are in general able to find matrix integral expressions for our generating functions, our ability to compute them is usually limited. The case of one-face rooted hypermaps is the only case where we were able to find a simple closed-form expression for the generating functions, allowing them to be directly expanded as polynomial functions. In the general rooted hypermap and map cases, we had to define the generating functions using a recursive procedure, in terms of other functions written as matrix integrals. Furthermore, while we were able to evaluate these integrals in summation form, we could not do so in a way that allowed us to directly expand them as polynomials, and we had to use interpolation to gain their polynomial forms instead.

The worst offender, however, was the general constellation case, where we couldn’t convert the matrix integrals to summations at all. This was due to the fact that the integrals were now over multiple independent spaces of matrices, the number of matrices involved being equal to the number of \( g \)-permutations. This then rendered all the tools we had used previously ineffective. It did not prevent us from gaining any useful information, however, as by setting one of the parameters in the generating function to unity (summing over one of the cycle counts) we could reduce the dimensions of the matrices to one, turning the matrix integrals into scalar integrals which could be evaluated.

Another limitation is that there are some specific properties which the objects being enumerated must have for these methods to apply. For one thing, in the case of maps and hypermaps, they had to be orientable, as the construction of their constellation representations is very dependent on them being embedded on orientable surfaces. The other, broader point, which applies to general constellations as well, is that they have to be rooted (i.e. isomorphism classes under transformations which preserve the root). This ties in with the construction of the integral generating functions, and is needed to make sure the summations over the various \( g \)-permutations resulting from said integrals has a one-to-one correspondence to the isomorphism classes being enumerated. This is not necessarily a problem even if one wishes to study a different type of isomorphism class, as i.e. the existence of any rooted maps with a given set of properties implies, and is implied by the existence of an unrooted map with the same properties. So
these methods could be used for questions of existence, where the exact counts are not important beyond their being non-zero. The counts themselves are only applicable when specifically rooted objects are being considered though.

Beyond the question of the general applicability of these methods, we have also found a number of specific results in the cases studied. One of the advantages of enumerating via generating functions is that they can be used to prove general trends, and we have managed to derive a number of such trends, such as calculating the total number of objects of each type with a given number of darts (or equivalently by number of edges for maps). In the one-face rooted hypermap case this comes out to there being $d!$ such hypermaps, reflecting their equivalence to permutations, and in the general cases of hypermaps, maps and constellations, we were able to find recursion relations for computing the overall counts. Many of these trends are proven in ways which circumvent the limitations of our methods (i.e. by setting parameters in the generating functions to unity, as mentioned earlier, such that the dimensions of sums and integrals are reduced to one). It is this, and other such uses of generating functions, which give these methods their power.
Appendices
Appendix A

Miscellaneous identities

Lemma A.0.1.

\[ \sum_{i=0}^{a} \binom{d}{i} (-1)^i = \binom{d-1}{a} (-1)^a \]  

(A.0.1)

for any integer \( d \) and \( a \geq 0 \).

Proof. (A.0.1) is true for \( a = 0 \), as both sides equal unity. This holds for \( d \leq 0 \) as well as the binomial coefficients can be generalised using the reflection identity 

\[ \binom{-d}{i} = (-1)^i \binom{d+i-1}{i}. \]

If we assume (A.0.1) is true for \( a = k \), then when \( a = k + 1 \),

\[
\sum_{i=0}^{k+1} \binom{d}{i} (-1)^i = \sum_{i=0}^{k} \binom{d}{i} (-1)^i + \binom{d}{k+1} (-1)^{k+1} \\
= \binom{d-1}{k} (-1)^k - \binom{d}{k+1} (-1)^{k} \\
= \binom{d-1}{k+1} (-1)^{k+1}.
\]

Therefore, by induction, (A.0.1) holds for all \( a \geq 0 \). \( \square \)

Lemma A.0.2.

\[
\int_{0}^{\infty} ae^{-at} \ln t \, dt = -\gamma - \ln a
\]

for \( a \geq 0 \), where \( \gamma \) is the Euler-Mascheroni constant.
Proof. This integral is related to the integral definition of the gamma function:

\[
\int_0^\infty ae^{-at} \ln t \, dt = \frac{d}{dz} \left. \int_0^\infty ae^{-at} t^{z-1} \, dt \right|_{z=1} = \frac{d}{dz} \left. \left( \frac{1}{a^{z-1}} \int_0^\infty e^{-t} t^{z-1} \, dt \right) \right|_{z=1} = \frac{d}{dz} \left. \Gamma(z) \right|_{z=1} = \frac{\Gamma(z)}{a^{z-1}} \left( \psi(z) - \ln a \right) \bigg|_{z=1}
\]

where \( \psi(z) = \frac{\Gamma'(z)}{\Gamma(z)} \) is the digamma function. When we set \( z = 1 \), we use the fact that \( \Gamma(1) = 1 \) and \( \psi(1) = -\gamma \) to get

\[
\int_0^\infty ae^{-at} \ln t \, dt = -\gamma - \ln a.
\]

Lemma A.0.3. The two formal power series in \( x \)

\[
A(q_1, \ldots, q_N; m_0; x) = \sum_{N=0}^\infty \frac{m_0^N}{N!} \left( \sum_{d=1}^\infty \frac{(-x)^d}{d} \sum_{a=1}^{m_1} q_a d^m \right)^N \tag{A.0.2}
\]

and

\[
B(q_1, \ldots, q_N; m_0; x) = \prod_{a=1}^{m_1} \frac{1}{(1 + q_a x)^{m_0}} \tag{A.0.3}
\]

are equivalent.

Proof. \( A.0.2 \) does not converge for all values of its parameters, but there is a domain for which it does converge absolutely, namely when \( |q_a x| < 1 \) for all \( 1 \leq a \leq m_1 \). To show that these two formal power series are equivalent, it therefore suffices to show that they equal each other in the range where they both converge absolutely.

When \( A.0.2 \) does converge, we can simplify it as follows:

\[
A(q_1, \ldots, q_N; m_0; x) = \sum_{N=0}^\infty \frac{m_0^N}{N!} \left( -\sum_{a=1}^{m_1} \ln(1 + q_a x) \right)^N
\]

\[
= \sum_{N=0}^\infty \frac{m_0^N}{N!} \left[ -\ln \left( \prod_{a=1}^m (1 + q_a x) \right) \right]^N
\]

\[
= \exp \left[ -m_0 \ln \left( \prod_{a=1}^m (1 + q_a x) \right) \right]
\]

\[
= \prod_{a=1}^{m_1} \frac{1}{(1 + q_a x)^{m_0}},
\]

which is exactly \( A.0.3 \).
Appendix B

Exact evaluation of $\langle S_{2,2} \rangle$

In this appendix we will exactly evaluate the summation

$$\langle S_{2,2} \rangle = \ln 2 - \sum_{k=1}^{\infty} \frac{3[1 - (-1)^k]}{2k(k + 1)(k + 4)}$$

derived in Section 6.1.1 of Part II.

We begin by expanding the summand out using partial fractions:

$$\langle S_{2,2} \rangle = \ln 2 - \sum_{k=1}^{\infty} 3[1 - (-1)^k] \left( \frac{1}{8k} - \frac{1}{6(k + 1)} + \frac{1}{24(k + 4)} \right).$$

This essentially splits the expression into three separate infinite summations. We cannot separate them though, as they would be individually divergent. However, if we shift the sums relative to each other, then many of the terms can be cancelled out:

$$\langle S_{2,2} \rangle = \ln 2 - \sum_{k=1}^{\infty} \left( \frac{3[1 - (-1)^k]}{8k} - \frac{1 + (-1)^k}{2k} + \frac{1 - (-1)^k}{8k} \right)$$

$$+ \sum_{k=1}^{4} \frac{1 - (-1)^k}{8k}$$

$$= \frac{1}{3} + \ln 2 - \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k}. \quad (B.0.1)$$

This shift does not affect the value of the summation by the following argument. If we take the partial sums of the original and shifted series up to $K$ terms, given by

$$\Sigma_1 = \ln 2 - \sum_{k=1}^{K} 3[1 - (-1)^k] \left( \frac{1}{8k} - \frac{1}{6(k + 1)} + \frac{1}{24(k + 4)} \right)$$

$$\Sigma_2 = \frac{1}{3} + \ln 2 - \sum_{k=1}^{K} \frac{(-1)^{k-1}}{k}.$$
then the difference between them is

\[
\Sigma_2 - \Sigma_1 = \sum_{k=K+1}^{K+4} \left(\frac{1}{2k} - \frac{(-1)^k}{2k}\right) + \sum_{k=K+1}^{K+4} \left(\frac{1}{8k} - \frac{(-1)^k}{8k}\right) = \mathcal{O}(K^{-1}),
\]

so in the limit as \(K \to \infty\), the partial sums tend to the same value.

The remaining summation in (B.0.1) is now recognisable as the Taylor expansion of \(\ln(1+z)\) at \(z = 1\), which converges to \(\ln 2\), so

\[
\langle S_{2,2} \rangle = \frac{1}{3}.
\]
Appendix C

Confirmation of Page’s entropy formula

In this appendix we re-prove Page’s exact formula (6.2.1) for the mean entropy of entanglement of a bipartite quantum system in a pure state \( S_{m_1m_2} \). This proof stands in addition to existing ones [16, 27, 30], but does not evaluate the entropy integral directly as they did.

**Theorem C.0.3.** For any \( m_1, m_2 \geq 2 \),

\[
\langle S_{m_1m_2} \rangle = \sum_{k=m_2+1}^{m_1m_2} \frac{1}{k} - \frac{m_1 - 1}{2m_2}.
\]

**Proof.** For our proof here, we use the fact that

\[
\langle S_{m_1m_2} \rangle = -\langle \text{Tr}[\hat{\rho}_1^{12} \ln \hat{\rho}_1^{12}] \rangle = -\lim_{d \to 1} \frac{\partial}{\partial d} \langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle.
\]

We already know from Theorem 5.2.1 in Section 5.2.1 of Part II that

\[
\langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle = \frac{\Gamma(m_1m_2)}{d^\Gamma(m_1m_2 + d)} \sum_{r=0}^{m_1-1} \frac{(-1)^r}{r! \Gamma(d-r)} \frac{\Gamma(m_1 + d - r) \Gamma(m_2 + d - r)}{\Gamma(m_1 - r) \Gamma(m_2 - r)}.
\]

for any non-integer \( d > 0 \), and we also know the trivial special case that \( \langle \text{Tr}[(\hat{\rho}_1^{12})^1] \rangle = 1 \).

Differentiating the above gives us that

\[
-\frac{\partial}{\partial d} \langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle = \left( \frac{1}{d} + \psi(m_1m_2 + d) \right) \langle \text{Tr}[(\hat{\rho}_1^{12})^d] \rangle
\]

\[
- \frac{\Gamma(m_1m_2)}{d^\Gamma(m_1m_2 + d)} \sum_{r=0}^{m_1-1} \frac{(-1)^r}{r! \Gamma(d-r)} \frac{\Gamma(m_1 + d - r) \Gamma(m_2 + d - r)}{\Gamma(m_1 - r) \Gamma(m_2 - r)}
\]

\[
\times \frac{\Gamma(m_2 + d - r)}{\Gamma(m_2 - r)} \left( \psi(m_1 + d - r) + \psi(m_2 + d - r) - \psi(d - r) \right)
\]

where \( \psi(z) = \frac{d}{dz} \ln \Gamma(z) \) is the digamma function.
We must now be careful as we take the limit $d \rightarrow 1$. The $\Gamma(d-r)$ term in the summand means that most terms in the summation will vanish when $r > 0$, with the exception of the term proportional to $\psi(d-r)/\Gamma(d-r)$, which is indeterminate at $d = 1$ for integer $r > 0$. In these cases,

$$\lim_{d \rightarrow 1} \frac{\psi(d-r)}{\Gamma(d-r)} = -\lim_{d \rightarrow 1} \frac{\partial}{\partial d} \frac{1}{\Gamma(d-r)} = -[\text{res}_{z=1-r}\Gamma(z)]^{-1} = (-1)^r \Gamma(r).$$

Therefore,

$$\langle S_{m_1 m_2} \rangle = -\lim_{d \rightarrow 1} \frac{\partial}{\partial d} (\text{Tr}[\hat{\rho}^2]^d])$$

$$= 1 + \psi(m_1 m_2 + 1) - \psi(m_1 + 1) - \psi(m_2 + 1) + \psi(1)$$

$$+ \frac{1}{m_1 m_2} \sum_{r=1}^{m_1-1} \frac{1}{r(m_1 - r)(m_2 - r)}$$

$$= \psi(m_1 m_2 + 1) - \psi(m_1 + 1) - \psi(m_2 + 1) + \psi(1)$$

$$+ \sum_{r=1}^{m_1} \frac{1}{r} - \frac{m_1 - 1}{2 m_2}. $$

Given also the fact that [1] p 258

$$\psi(N) = -\gamma + \sum_{k=1}^{N-1} \frac{1}{k}$$

for integers $N$,

$$\langle S_{m_1 m_2} \rangle = \sum_{k=1}^{m_1 m_2} \frac{1}{k} - \sum_{k=1}^{m_1} \frac{1}{k} - \sum_{k=1}^{m_2} \frac{1}{k} + \sum_{k=1}^{m_1} \frac{1}{k} - \frac{m_1 - 1}{2 m_2}$$

$$= \sum_{k=m_2+1}^{m_1 m_2} \frac{1}{k} - \frac{m_1 - 1}{2 m_2}.$$
Appendix D

Some counts of rooted hypermaps

Table D.0.1: Sample coefficients of various $P_d(m_1, m_2)$, indexed by the exponents of $m_1$ and $m_2$ (which exponent is which is unimportant, as all the functions are symmetric). The $d = 12$ case in particular is given to aid comparison with Walsh’s enumeration [35], while a few values from $d = 49$ are given to show the method’s usability even at high degree.
Appendix E

Multiple counting of two-face rooted hypermaps

Here we prove that, using the normal form for rooted hypermaps associated with ladder diagrams, each rooted two-face hypermap can be represented in exactly $j$ distinct ways, where $j$ is the length of the second (non-rooted) cycle in the permutation $\sigma$.

Consider two-face rooted hypermaps of the form $[\sigma, g, (\sigma g)^{-1}]$, where $\sigma = (1 \ldots i)(i + 1 \ldots i + j)$. For example, if $i = 2$ and $j = 4$ then $\sigma = (12)(3456)$. As we are restricting ourselves to this normal form, the number of isomorphisms we need to consider is also restricted. Specifically we only need to look at isomorphisms given by permutations $p$ such that $p(1) = 1$ and $p\sigma p^{-1} = \sigma$, and the only permutations which satisfy both of these properties are integer powers of $(1)(2)\ldots(i)(i + 1\ldots i + j)$, i.e. permutations which perform a cyclic reordering of the indices in the second cycle only. There are of course $j$ such permutations.

Now consider some given $p$ of this form, and a particular rooted hypermap $[\sigma, g, (\sigma g)^{-1}]$. Given that this hypermap is transitive, there must be a cycle in $g$ (which we will denote $\chi$) which contains indices from both cycles of $\sigma$. When we apply the isomorphism $p$ to $g$ and look at the effect it has on $\chi$, we see that the indices from the first cycle are preserved, while the indices from the second cycle are preserved if and only if $p$ is the identity, being mapped to a distinct index in the second cycle otherwise. As a result, the image of $\chi$ after applying $p$ will match to a cycle in $g$ if and only if $p$ is the identity. Thus any non-trivial $p$ maps the hypermap to a distinct representation of an isomorphic rooted hypermap. The hypermap’s isomorphism class therefore contains exactly $j$ distinct representations, one for each possible $p$. 
Appendix F

Inner products of general orthogonal polynomials

Here we will look at a result relating to orthogonal polynomials for arbitrary inner products.

Consider the inner product

$$\langle a, b \rangle = \int_{0}^{\infty} a(q) b(q) w(q) dq,$$

defined on the space of polynomial functions, for some weight function $w(q)$. This weight function has an associated set of moments

$$\mu_n = \int_{0}^{\infty} q^n w(q) dq.$$

We then define an associated set of monic polynomials $K_n(q)$ each of order $n$, which are orthogonal in the sense that $\langle K_i, K_j \rangle = 0$ whenever $i \neq j$.

We are interested here in the constants $I_n = \langle K_n, K_n \rangle$. These are dependent only on $w(q)$, and we show here that they can be computed just from the moments $\mu_n$ without having to evaluate the polynomials themselves.

Theorem F.0.4. The inner products

$$I_n = \langle K_n, K_n \rangle = \begin{cases} \mu_0, & n = 0 \\ |M_{n+1}|/|M_n|, & n > 0 \end{cases}$$

where

$$M_n = \begin{bmatrix} \mu_0 & \mu_1 & \cdots & \mu_{n-1} \\ \mu_1 & \mu_2 & \cdots & \mu_n \\ \vdots & \vdots & \ddots & \vdots \\ \mu_{n-1} & \mu_n & \cdots & \mu_{2n-2} \end{bmatrix}.$$
Inner products of general orthogonal polynomials

Equivalently,

\[ I_n = \frac{M(n+1)}{M(n)} \]

for all \( n \geq 0 \), where we define

\[ M(n) = \begin{cases} 1, & n = 0 \\ |M_n|, & n > 0 \end{cases} \]

Proof. The case when \( n = 0 \) is simple to prove; as the \( K_n(q) \) are monic, \( K_0(q) = 1 \), so

\[ I_0 = \int_0^\infty 1 \cdot w(q) dq = \mu_0. \]

When \( n > 0 \), the orthogonal polynomials can be written in terms of the moments:

\[
K_n(q) = \begin{vmatrix} 
\mu_0 & \mu_1 & \mu_2 & \cdots & \mu_n \\
\mu_1 & \mu_2 & \mu_3 & \cdots & \mu_{n+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_n & \mu_{n+1} & \cdots & \mu_{2n-1} \\
1 & q & q^2 & \cdots & q^n 
\end{vmatrix}
\begin{vmatrix} 
\mu_0 & \mu_1 & \cdots & \mu_{n-1} \\
\mu_1 & \mu_2 & \cdots & \mu_n \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_n & \cdots & \mu_{2n-2} 
\end{vmatrix}
= \frac{1}{|M_n|} \begin{vmatrix} 
\mu_0 & \mu_1 & \mu_2 & \cdots & \mu_n \\
\mu_1 & \mu_2 & \mu_3 & \cdots & \mu_{n+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_n & \mu_{n+1} & \cdots & \mu_{2n-1} \\
1 & q & q^2 & \cdots & q^n 
\end{vmatrix}
\]

To see that this is the correct polynomial, evaluate \( \langle q^i, K_j \rangle \) for any \( 0 \leq i < j \). For example,

\[
\langle q^i, K_j \rangle \propto \int_0^\infty \begin{vmatrix} 
\mu_0 & \mu_1 & \mu_2 & \cdots & \mu_n \\
\mu_1 & \mu_2 & \mu_3 & \cdots & \mu_{n+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_n & \mu_{n+1} & \cdots & \mu_{2n-1} \\
q^{i+1} & q^{i+2} & q^{i+3} & \cdots & q^{i+n} 
\end{vmatrix} w(q) dq
= \begin{vmatrix} 
\mu_0 & \mu_1 & \mu_2 & \cdots & \mu_n \\
\mu_1 & \mu_2 & \mu_3 & \cdots & \mu_{n+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_n & \mu_{n+1} & \cdots & \mu_{2n-1} \\
\mu_{i+1} & \mu_{i+2} & \mu_{i+3} & \cdots & \mu_{i+n} 
\end{vmatrix}
\]

For any \( 0 \leq i < j \) two of the rows in this matrix are equal, so the determinant is zero. Thus \( K_j(q) \) is orthogonal to all polynomials of order less than \( j \), as expected.

Now consider \( I_n = \langle K_n, K_n \rangle \). As \( K_n \) is orthogonal to all polynomials of order less than \( n \) we can subtract away all lower-order terms from the left hand side until only
the leading term remains without changing the value. This means that

\[ I_n = \langle q^n, K_n \rangle \]

\[ = \frac{1}{|M_n|} \int_0^\infty w(q) dq \]

\[ = \frac{1}{|M_n|} \left| \begin{array}{cccc}
\mu_0 & \mu_1 & \mu_2 & \cdots & \mu_n \\
\mu_1 & \mu_2 & \mu_3 & \cdots & \mu_{n+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_n & \mu_{n+1} & \cdots & \mu_{2n-1} \\
q^n & q^{n+1} & q^{n+2} & \cdots & q^{2n}
\end{array} \right| \]

\[ = \frac{|M_{n+1}|}{|M_n|}. \]

\[ \square \]

**Corollary F.0.1.** For any \( n > 0 \),

\[ \prod_{a=1}^n I_{a-1} = |M_n|. \]

**Proof.** This follows from Theorem F.0.4.

\[ \prod_{a=1}^n I_{a-1} = I_0 I_1 \cdots I_{n-2} I_{n-1} \]

\[ = \frac{M(1)}{M(0)} \frac{M(2)}{M(1)} \cdots \frac{M(n-1)}{M(n-2)} \frac{M(n)}{M(n-1)} \]

\[ = \frac{M(n)}{M(0)} \]

\[ = |M_n|. \]

\[ \square \]
Appendix G

Confirmation of hypermap subgroup counting

Here we confirm the result (11.2.24), by using the bijection proven in Theorem 11.2.6 between rooted hypermaps and subgroups of the rank 2 free group. This proof parallels the proof of Theorem 5.2 in [17], but while Hall looked at the total number of subgroups of a given index, we will now look at a generating function which partitions the subgroups by the cycle structure of their permutation representations (i.e. by the number of vertices and faces in the equivalent rooted hypermaps.

Theorem G.0.5. The set of rooted hypermaps with \(d\) darts is enumerated by the generating function \(H_d(m_0, 1, m_2)\), where

\[
H_d(m_0, 1, m_2) = \frac{(m_0)_d(m_2)_d}{(d-1)!} - \sum_{k=1}^{d-1} \frac{(m_0)_{d-k}(m_2)_{d-k}}{(d-k)!} H_k(m_0, 1, m_2)
\]

and \(H_1(m_0, 1, m_2) = m_0m_2\), and the generating function partitions the hypermaps by number of faces and vertices.

Proof. We have that each rooted \(d\)-hypermap is a 3-constellation \([g_1, (g_2g_1)^{-1}, g_2]\), and that two such rooted hypermaps are isomorphic if they are equivalent under rearrangement of the last \(d-1\) indices in the permutations \(g_1\) and \(g_2\). The number of faces in each hypermap is the number of cycles in \(g_1\), and the number of vertices is \(g_2\). For the sake of this proof we will just think of rooted hypermaps as the pair consisting of \(g_1\) and \(g_2\).

The generating function

\[
\frac{\Gamma(m_0 + d) \Gamma(m_2 + d)}{\Gamma(m_0) \Gamma(m_2)} = (m_0)_d(m_2)_d
\]

enumerates all pairs of \(d\)-permutations by cycle structure (see Theorem 10.1.1). This counts cases where the group they generate is not transitive, however, so we need to subtract all these cases to leave only those which are valid hypermaps.
For a particular permutation pair \((g_1, g_2)\), let \((1, b_2, \ldots, b_k)\) be the transitive constituent which includes the identity (i.e. the actions of both \(g_1\) and \(g_2\) on \((1, b_2, \ldots, b_k)\) are themselves permutations on that set, which generate a transitive group). These transitive sub-permutation pairs are by definition enumerated by \(H_k(m_0, 1, m_2)\), while the remaining part, which are just a pair of unconstrained permutations on \(d - k\) elements, are enumerated by \((m_0)_{d - k}(m_2)_{d - k}\).

For any given \(k\) there are \((d - 1)!/(k - d)!\) possible choices for \((1, b_2, \ldots, b_k)\) i.e. \(k - 1\) elements chosen from \(d - 1\) elements where their order matters. Thus, summing over all possible variants, we get

\[
(m_0)_{d}(m_2)_{d} = \sum_{k=1}^{d} \frac{(d - 1)!}{(d - k)!} (m_0)_{d - k}(m_2)_{d - k}H_k(m_0, 1, m_2). \quad (G.0.1)
\]

Rearranging and dividing by \((d - 1)!\) gives

\[
H_d(m_0, 1, m_2) = \frac{(m_0)_{d}(m_2)_{d}}{(d - 1)!} - \sum_{k=1}^{d-1} \frac{(m_0)_{d - k}(m_2)_{d - k}}{(d - k)!} H_k(m_0, 1, m_2).
\]

Finally, the special case \(H_1(m_0, 1, m_2) = m_0m_2\) follows from substituting \(d = 1\) into \((G.0.1)\).
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