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Abstract

Security threats to important infrastructure cause problems to not only those who live nearby but also in a much wider sense. It is therefore desirable to consider the use of automated systems capable of detection and identification of potential threats. This thesis describes an investigation into acoustic and seismic methods for achieving such a system specifically for commercial road vehicles.

Accurate algorithms have been developed for recognition of moving vehicles using fusion of acoustic and seismic signals. It has been found that seismic signals are less susceptible to interfering signals, making them optimal for detection of vehicles. Their much narrower bandwidth also increases processing efficiency and speed. Thus, the algorithm developed utilises firstly only seismic signals to detect vehicle presence, and then employs both acoustic and seismic signals for classifying type of the vehicle.

The detection algorithm is purely time domain and uses seismic Log Energy together with a modification of Time Domain Signal Coding. The best detection accuracy obtained was 97.71 % with Support Vector Machine and 99.02 % with Learning Vector Quantisation Neural Networks. The classification algorithm to distinguish between trucks and cars utilises three relatively simple time domain methods: Zero-Crossing Rate, Log Energy and Autocorrelation of seismic signals; combined with LPC coefficients collected from acoustic signals. Classification with either SVM or LVQ reached 93.30 % or 80.80 % respectively. This study therefore has demonstrated it is possible to detect an approaching vehicle and classify its type by using acoustic and seismic signal processing.
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Chapter 1

Introduction

1.1 Background and Motivation

Human beings are equipped with inborn capabilities to detect objects that are surrounding, or approaching them, perhaps originally to defend their own safety as well as to acquire food for survival [Yost, 2000]. Since the first recognised invention of motor vehicles around 1800 AD or possibly even earlier, the ability to detect vehicles approaching individuals has relied on human perception, mainly so as to protect their lives. A person’s capacity to recognise types of approaching vehicle helps her/him react appropriately, but it depends on more than simple innate capabilities, including experience and learned competence.

Development of machines that are able to imitate human activities has long been pursued. Sometimes it is in order to improve the actual quality of performance itself and/or overall cost effectiveness, on other occasions to free human beings from difficult roles i.e. time consuming, labour intensive work, or tasks potentially linking to high risks on health and safety of personnel [Munich, 2004]. Automated vehicle detection and recognition is one example, and a system that assists the task of vehicle detection and recognition is being considered here; not only for protection of lives but also as a tool to improve infrastructure security. A number of vehicle
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recognition systems have been published and these will be discussed in Chapter 2. Although monitoring passing vehicles is important for applications such as traffic control or road planning [Nooralahiyan et al., 1997; Toth et al., 2003; Meyer et al., 2006] as well as in recent development of driver assistant systems [Bertozzi and Broggi, 1998; Sun et al., 2006b; Tsai et al., 2007]; needless to say, monitoring unauthorised intruding vehicles for security has been one of the most critical issues for society, governments and industries [Choe et al., 1996; Altmann et al., 2002; Xiao et al., 2006].

Examples of these emerging issues are found particularly in and around the energy industry. A breach of security surrounding pipelines transferring oil or gas could cause serious damage to both the industry and people who live close to the pipelines as well as the livelihood of the consumers. Parfomak [Parfomak, 2004] reported that at the time of his report publication in 2004, there were approximately 756,000 kilometres of gas and oil pipelines in the United States of America. It was pointed out that these pipelines potentially could become a target of terrorist attacks, urging one to consider the possible damage and impact that may be caused by such incidents. Also theft of assets from pipelines is another issue concerning the industry to act against in order to protect both the valuable resources and the residents of the neighbourhood. The media [Unknown, 2006a,b] have reported there have been a significant number of deaths apparently triggered as a result of fuel thieves working on the petrol pipelines. Of course, the area where such concerns apply is not limited only to the United States of America, but also extended widely across the world as there are many important infrastructures, including pipelines [Stafsvudd et al., 2008]. Consequently, developing a system that would enhance the security for such essential infrastructures by employing automated moving vehicle recognition is of interest to both the public and the industry [Roper, 2005].
1.2 Sensor Technology

As in the case of detecting approaching vehicles by humans, effectively gathering available information of the surroundings, i.e. input signals, is the first significant and crucial task to be completed in recognition processes. According to Arora et al. [Arora et al., 2004], intrusion by a moving vehicle causes certain disturbance in the surrounding environment; namely thermal, seismic, acoustic, electrical, magnetic, chemical, and optical. Therefore, in place of eyes and ears for human perception, a variety of sensing techniques have been adopted in automated vehicle detection to capture such disruption caused by the target vehicles, hence to detect the intrusion.

1.2.1 Active Sensing

Generally it is understood that an active sensor needs an external circuit providing a “source of excitation” [Wilson, 2005, p.16], e.g. current or voltage, in order to produce its measurement output whereas a passive sensor does not. The majority of the following four sensing techniques are often seen as “active” sensing although it can actually depend on how the measurement is performed.

(a) Radar

Radar has the capacity to monitor across a wide area even in dark conditions [Koch et al., 2006; Suchandt et al., 2006], however it can be expensive to install and perform surveillance compared to others, such as video camera monitoring [Lin et al., 2008].

(b) Inductive Loops

Inductive loops have been employed in vehicle detection for traffic monitoring due to their low installation costs for small scale monitoring [Nooralahiyan et al., 1997]. Nevertheless, their installation and maintenance can be expensive for a large scale
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monitoring [Ding et al., 2004] and more complex than others, for example, laser detection [Cheng et al., 2005]. Another issue with inductive loop sensing for vehicle detection, especially reported in traffic management applications, is that interruption of the traffic is inevitable during installation and maintenance works as the sensors are buried within the ground surface [Ding et al., 2004; Ploetner, 2006].

(c) Magnetic Sensing

Magnetic Sensing has a long history especially as a navigation tool. Monitoring earth’s magnetic field variation allows detection of vehicle existence as well as estimation of vehicle size and speed [Caruso and Withanawasam, 1999]. However, the susceptibility of magnetic sensing to noise and temperature change can lead to undesirable limitations in applications [Mapps, 1997].

(d) Laser

Laser sensing has been employed for traffic monitoring and other applications in the transportation industry as well as for pipeline risk management. Advantages are the capabilities of providing relatively high density and accurate data of a wide area without having to place sensors on the ground, hence no interruption to the objects’ movements [Toth et al., 2003]. Moreover, real-time laser data processing can be less computationally intensive compared to inductive loop operations [Cheng et al., 2005]. Nevertheless, installation and maintenance costs are still the main drawbacks of laser sensing [Nooralahiyan et al., 1997] in addition to the disadvantages of being active sensors, which will be recognised once the advantages of passive sensing are covered in the following section.

1.2.2 Passive Sensing

The main advantages of using passive sensors in comparison to active sensing technologies can be realised by observing how data collection activities are car-
ried out. Firstly, the data can be collected without interrupting the movements of the target objects, hence useful for practical applications such as traffic monitoring [Nooralahiyan et al. 1997; Sun et al. 2006b]. Secondly, not only data collection can be done without revealing the existence of sensors to strangers [Becker and Gudesen 2000] but also concealing acoustic signals can be hard once emitted from an intruder’s point of view [Srour 2001], thus suitable for military applications. In addition to the above two, passive sensing is commonly less expensive to install, operate, and maintain than active sensing [Srour 2001; Lan et al. 2005; Sun et al. 2006a]. Therefore, this section describes the majority of popular passive sensors that have been applied to vehicle detection research.

(a) Image Processing

Several types of passive image sensing technologies have been employed for target detection, of which three are mentioned below. One of the obvious advantages of these image capturing sensors over other passive sensing is that they support detection of targets that are either still or undertaking only few activities for a long period of time [Hinz and Stilla 2006]. On the other hand, one of the main drawbacks of any image processing is that obstacles present between the source and sensors, for example tall vegetation or tall buildings or terrain conditions can reduce successful detection results [Nooralahiyan et al. 1997].

Image Processing: Video Camera

Nowadays using video cameras to collect data for recognition studies can be achieved at a lower cost compared to other image sensing techniques [Nooralahiyan et al. 1997]. On the other hand, the use of video camera images is not suitable under certain monitoring conditions, for example during the night or foggy conditions [Koch et al. 2006; Cheng et al. 2005]; which may imply the unsuitability of them for the current research.
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Image Processing: Satellite

Satellite image detection can be suitable when surveillance of a wide area is required although the installation and maintenance costs may be high [Roper, 2005]. The other disadvantages include the low ground resolution and the inability to monitor on a cloudy day.

Image Processing: Thermal Infrared

Unlike the other two image processing sensors described so far, thermal infrared image processing allows detection in dark conditions. Particularly aerial infrared image sensing is equipped with an ability to monitor over a wide range. However, treatment of noise can be a very challenging task in some applications [Hinz and Stilla, 2006].

(b) Acoustic Signal Sensing: Microphone

Acoustic signals can be measured by microphones. The three main microphone types are: dynamic, piezoelectric, and condenser (also called capacitive) microphones. Technical details of these types can also be found in [Wilson, 2005]. The frequency response, directional response, and sensitivity as well as the cost and durability are key features that should be considered carefully so as to select a suitable microphone for a given application.

(c) Seismic Signal Sensing: Accelerometer /Geophone

An accelerometer measures vibration and shock. Hence, it is often used in geophones to measure seismic signals generated by moving vehicles. The most popular accelerometers are piezoelectric that are robust and able to provide a flat output response over a relatively wide frequency range. Piezoelectric accelerometers are usually made of quartz (natural crystal) or polycrystalline ceramics (man-made ce-
ramics). Other accelerometers may use piezoresistive transducer, capacitive sensor, or servo (or force balance) technology. Details of these accelerometer technologies as well as a self explanatory comparison table of various accelerometer types can be found in [Wilson, 2005].

### 1.2.3 Acoustic and Seismic Sensor Fusion

As described in the previous section, there are a range of sensing techniques that can be selected for acquiring valuable data for the current research. Any of these sensors can be beneficial to the study; however, each one can also bring potentially difficult but unique challenges for algorithm development. Choice of such sensors can have an impact on the sort of challenges one would face during algorithm development and hence requires a good consideration of various factors including the resource and time availability for the task [Arora et al., 2004]. Therefore for the current research, it was firstly decided to use acoustic sensing for the following reasons.

One of the biggest advantages of using acoustic sensors for detection is that they are passive. Also it is possible to constantly gather acoustic data of an area even when visibility is low, for instance due to darkness, fog or when there are obstacles between an intruding vehicle and a sensor. Furthermore, development and operation costs of acoustic systems can be much lower than others, such as satellite or radar surveillance systems [Nooralahiyan et al. 1997; Eom, 1999; Becker and Gudesen 2000; Srour 2001; Wu and Mendel, 2004]. In addition, the power consumption of acoustic sensors are generally low [Viangteeravat et al., 2007a]. Due to these benefits, acoustic sensors, which were once in regular use in military applications until the start of the second world war [Dyrdal et al., 2003], are now being revisited for security enhancement.

Perhaps more accurate observation of unauthorised intruding vehicles can be achieved when utilising multiple methods together rather than relying on one type of sensor.
1.3 Hypothesis

The hypothesis of this research is;

“It is possible to detect an unauthorised moving vehicle and classify its type with an automated vehicle recognition system using acoustic and seismic signal processing, so as to enhance protection of the infrastructure.”
1.4 Contribution to the Field

Based on the literature review presented in the next chapter (Chapter 2), the contribution made by this thesis can be summarised as follows:

(a) Use of seismic signals for road vehicle detection and the development of a novel algorithm using time domain methods.

(b) Development of a new road vehicle classification algorithm using a combination of acoustic and seismic signals.

(c) Collation of a comprehensive literature survey in relation to automated vehicle recognition studies.

1.5 Thesis Structure

It is not straightforward to obtain a constructive understanding of various pattern recognition algorithms in a uniform way because researchers often take arbitrary approaches in analysing the same algorithm. However, there have been some sug-
gestions for symbolic representation of standard pattern recognition system structure to help one understand general pattern recognition algorithms [Looney, 1997; Nooralahiyan et al., 1997]. For example, the most common way of depicting such a structure consists of three main stages; “signal pre-processing”, “feature extraction” and “classification” [Duda et al., 2001]. There are other variations; for example processing of classification output into a required format can be attached at the end of this model as “post-processing” in some cases, and one may include feature extraction in pre-processing [Bishop, 1995]. As is often the case, these terms used to describe the procedures concerning pattern recognition systems have been employed interchangeably. The structure and particularly the connection between each element may not always be clear nor linear. The variation possibly depends on what strategies one would select for carrying out the development task, but also for presentation of the outcome. Indeed, the latter may have stronger influence than the former, on how such systems are treated in the literature. As a result, it can lead to some misunderstanding during and after the development process if there is no clear indication of what each procedure involves.

The pattern recognition system structure model for this particular study is depicted in Figure 1.2 together with the chapter number of which the explanation of the corresponding part can be found in this thesis.

The first stage, named here as “pre-processing”, is composed of “data acquisition” and “noise reduction”. Also where applicable, recovery of missing data and either “down sampling” or “up sampling” can be included here. At the data acquisition phase, data of the target source are collected by suitably placed sensors and then fed into the system to be sampled and quantised for conversion to digital signals. Secondly, unwanted signals in the gathered data are removed while signals of interest may be boosted. Next, the treated signals are processed further to separate or extract selected features of signals that represent some distinctive source attributes that
may not be obvious at a first analysis, so that accuracy and speed of signal discrimination between different classes can be improved. Once collected, these feature vectors can be normalised particularly if it increases the overall performance. Finally, the category of input signal source is estimated through a decision making process, by using either clustering or classification algorithms.

This thesis documents elements of the development work of the optimum algorithm for automated moving vehicle recognition using acoustic and seismic signal processing as well as machine learning, together with analysis and discussion of the findings. Chapter 2 presents a summary of the literature relevant to this work. Then, Chapter 3 briefly pays attention to the mechanism of how target signals for the study are generated and propagated to the sensors capturing the input data. Next, the three following chapters, 4, 5 and 6 respectively discuss the findings regarding the methods investigated during the project so as to discover more effective signal pre-processing, feature extraction, and decision making algorithms. Each described method is selected based on their relatively high potential illustrated in the literature in relation to the current research. Therefore, theoretical explanation and outcomes of analytical study carried out by software with collected real-life data are included. Chapter 7 firstly discusses the output of various sets of algorithms, secondly intro-
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duces the algorithm considered optimum, based on the research performed using a larger set of real data. It also describes the applied evaluation methods and results acquired by using different data sets over the duration of the project, followed by some discussion. Finally the thesis finishes with some concluding remarks on the research, together with suggestions for future development.
Chapter 2

Literature Review

A literature survey has been conducted in order to understand the current and past research trends in the area of automated moving vehicle recognition systems, which use acoustic and/or seismic signal processing. Depending on the category of target vehicles, these can be divided into two groups: military vehicle recognition and road vehicle recognition. Research on road vehicle recognition has been so far mainly for developing traffic management or intelligent transport systems including automated driver assistance systems [Nooralahiyan et al., 1997, 1998]. The outcomes of such studies are often published and made widely available in the public domain.

On the other hand, currently there are only few peer-reviewed journal publications aiming specifically for security applications; regardless of the target vehicle groups, i.e. military or road vehicles. However, it is estimated there are quite a few more research findings that have not been made publicly accessible, perhaps because of some constraints in place to reserve sensitive information.

Therefore, this literature survey may only represent some portion, rather than all, of what actually has already been investigated in the related area. Nevertheless, the following should be able to help one grasp the past and current trends as well as the transition, in the research community of automated moving vehicle recognition system development.
2.1 Acoustic Vehicle Recognition

In the literature, a particular interest in development of automated moving vehicle detection and recognition systems using acoustic and/or seismic signals started to appear in the 1970s [Thomas and Wilkins, 1970]. Nonetheless, research papers written on development of more or less self-contained algorithms for such tasks, rather than those focusing on only small parts of automated recognition, can only be identified in those published in or after the late 1990s.

[Thomas and Wilkins, 1970, 1972]

The first published research on acoustic signals generated by a moving vehicle for recognition purposes was that by Thomas and Wilkins, in which they investigated the feasibility of several feature extraction algorithms. The first of the two papers briefly explained the preliminary results obtained by analysing acoustic signals generated by a moving vehicle. It was argued that acoustic signals of a vehicle travelling at an almost constant speed contain attributes similar to those of human speech signals. This was their reason for choosing autocorrelation and short-term power spectrum, at first, as the methods to extract features from the input signals; allegedly by following the trend seen in speech recognition research at the time. Nonetheless, the outcomes were not satisfactory because the algorithm failed to highlight any distinctive characteristics of different vehicle classes. Instead, they later found that cepstrum analysis, which was reported to be unsuccessful in speech signal processing according to them, produced better results than those mentioned above in displaying the firing rate of the engine to detect the existence of a moving vehicle.

Particularly in relation to the latter paper, which revealed more detailed information about their research, the study by using collected acoustic signals was motivated by the following two objectives; firstly to identify a particular engine contained in
various bodyworks as well as running within different environments, and secondly to classify vehicle types. The experimental data were recorded from moving industrial vehicles carrying three types of engines. They chose certain engine types for the investigation based on subjective claims made by some personnel working with industrial vehicles that they were able to distinguish these engines better than others by using human perception only.

2.1.1 Research on Military Vehicle Recognition

Early publications regarding automated acoustic vehicle recognition algorithms were focused mainly on military vehicle signals, in order to develop a system that improves surveillance for security.

(a) [Choe et al., 1996]

The first notable self-contained automated moving vehicle classification algorithm was developed by Choe and his team, which was published as an invited paper in a conference proceeding. The algorithm only examined acoustic signals of two specific military vehicles. Human perception was utilised to prepare reference data for squeak, engine and exhaust sounds. They applied both distance based and statistical correlation based pattern matching to the feature vectors collected by the Discrete Wavelet Transform (DWT) multiresolution analysis, with Haar and Daubechies-4 (D-4) wavelets. Classification of the signals using this algorithm was performed by finding the best match for the acquired feature vectors from the reference data of those two classes stored in advance in a database. Although the precise detail of the decision making algorithm was not stated in the paper, the final decision was made reportedly as a global decision, accompanying some statistical data indicating the confidence level, which was determined according to the local decision outcomes obtained by each of the two classifiers.

This method did not require training, nonetheless, the preparation of the reference
signal database was crucial. This aspect was claimed to be beneficial for military applications since collecting training data set could be a challenging task. For cases of which gathering substantial amount of training data is possible, as a result, the use of Neural Network (NN) in particular for classifiers in non-military applications, was recommended as an alternative decision making method. On the other hand, the necessity of both creating the reference database through human perception and manually analysing acoustic signals of each vehicle type were the drawbacks of their algorithm. It also meant there was no automated vehicle detection algorithm included. Therefore, whilst the study gave some ideas of potential classification algorithms, it was realised that inclusion of an automated vehicle detection algorithm would be necessary for the current study.

(b) [Braunling et al., 1997]

It was reported that an adaptive beamforming algorithm was developed for a study of acoustic moving vehicle detection, tracking and classification. They presented some real-time tracking results obtained with a beamforming algorithm that required 8 microphones to collect input signals. It was said to have a relatively wide detection range, although greatly changeable, of up to several kilometres for military ground vehicles. They also showed some classification results; however, no details of the feature extraction nor classification algorithms were described in the paper.

(c) [Maciejewski et al., 1997]

By following the study and the associated recommendation by Choe and his team [Choe et al., 1996], the combination of wavelet based feature vector and NN was examined and presented at a conference by Maciejewski and the team. The samples used for this study were acoustic signals generated by four military vehicles, running on several roads with different surface conditions. A feedforward NN with one
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hidden layer and a Probabilistic Neural Network (PNN) using Radial Basic Function (RBF) were chosen for a comparative study. They introduced a method to reject samples using a range of pre-defined thresholds. The correlation between the classification results and the rejection rates was illustrated. For the both classifiers, the best accuracy obtained in the classification experiments achieved higher than 70%. It was then concluded that the PNN classifier demonstrated slightly better results in terms of the accuracy and learning speed. It was also stated that such methods do not need thorough knowledge regarding “which part of object is responsible for the components of signal” [Maciejewski et al., 1997, p.292].

(d) [Jarnicki et al., 1998]

A team of researchers at the same institution as the previous paper, including Maciejewski, published another conference paper on a similar study in the following year. This time, input signals were processed to collect the power spectrum of autocorrelation function and a set of filterbank outputs of Fast Fourier Transform (FFT) as the feature vectors. Although the explanation was not detailed enough, the classification was performed by a distance and adjustable threshold based pattern matching algorithm. The experimental studies were carried out by using acoustic signals of military tanks, military transporters, and “civilian” cars; all running on roads with various surface conditions. The size of samples for the experiment was not declared. The achieved classification accuracies were in the range between 40% and 70% for 3-class. However, once the study was rearranged to carry out 2-class classification between “military” and “civilian” classes; above 84% was observed at the best. Once again they claimed that the knowledge regarding precise signal origin was unnecessary for the method. It was also stated that the algorithm could be implemented as real-time application although no evidence to support such an argument was included in the paper.
Succi and his colleagues published a paper in a conference proceeding. Acoustic signals of moving military vehicles were classified by two kinds of extracted features; the spectral peaks using Short Time Fourier Transform (STFT) above adaptively defined thresholds, and also the Direction of Arrival (DoA) based on phase comparison. Classification was performed by using two sets of multi-layer NN of which each single network was configured to produce one output, corresponding to a class. The first set of NN was to classify signals into 6 groups by estimating the number of cylinders in engines. Its outcome was reported to have achieved 95% accuracy. The second set was for identifying vehicle signals generated by 18 different vehicles; and it consequently accomplished 88%.

The collected samples for their study were recordings of acoustic signals of 18 different vehicles having 6 different engine types in total, of which about half of the samples were used as test samples during the experiments. Each two to three minute long sample was segmented to a set of one second long frames, and each frame of a set was processed for the above two kinds of classification while the accumulative results for each class were obtained. The final decision about each sample set was made by finding the class with the maximum output value accumulated over all processed frames of each two to three minutes long sample set. The training was carried out by Backpropagation algorithm with so-called “early stopping”, which was designed to avoid overfitting.

It was stated that the capability to identify the engine type itself could be valuable even when identification of the vehicle failed, for example because the target vehicle was not included in the training data. Especially for a surveillance system for security, the author agrees with them on that any incomplete information gathered should still be beneficial to make as best decision as possible at each crucial moment, so as to respond appropriately to the appearing situation at any time. Hence,
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this viewpoint was taken into consideration during the development phase of the present research.

Unfortunately there were some discrepancies found between the results described in the text and those in the tables; consequently, there was some ambiguity regarding the exact accuracy achieved through their experiments. However, roughly speaking, they managed to obtain accurate performance in both engine cylinder type classification and military vehicle identification by analysing the spectral peaks of acoustic signals. Therefore, this could be regarded as an indication of the good potential of the employed methods.

(f) [Eom, 1999]

Eom recommended another acoustic vehicle classification algorithm. It consisted of Time-Varying Autoregressive (TVAR) combined with low-order Discrete Cosine Transform (DCT) as well as Maximum Likelihood (ML) decision rules for selecting the optimum model orders for AR and DCT expansion. Principal Components Analysis (PCA) for dimensionality reduction, three-layer feedforward NN trained by Backpropagation algorithm as the classifier were also added. It was suggested that TVAR for feature extraction can be superior to other time-frequency domain approaches in acoustic vehicle recognition due to its capability of representing non-stationary signals with relatively fewer parameters. It was also mentioned, however, that the downside of TVAR was its susceptibility to a wrong model order selection. Nevertheless, they argued that the above issue of finding the optimum number of order for TVAR method was overcome by employing ML decision rules. Although there was not much detailed description regarding their data; it was reported that the algorithm was tested with both synthetic signals as well as some actual acoustic signals of six vehicles, which were most likely military ones because of what the acknowledgement included. It was stated that 88.3% of these actual data were classified correctly.
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(g) [Liu, 1999]

In a master dissertation, a feature extraction module derived from biological hearing model was applied on the US Army Laboratory Acoustic-seismic identification Data Set (ACIDS) database comprises recordings of 9 military vehicles. Learning Vector Quantisation (LVQ) and its descendants were examined, and the original LVQ performed the best reaching 92% although its training time was the longest.

(h) [Averbuch et al., 2001, 2009]

The outcome of another research work that followed the findings of Choe et al. [Choe et al., 1996] was published [Averbuch et al., 2001] having military applications in mind. In this case, Wavelet Packet (WP) energy, rather than standard Wavelet Transform (WT) was studied; in order to find a narrow dominant frequency band of acoustic signals generated by vehicles. “8-th order spline wavelet packets and the Coiflet5 wavelet packets with 10 vanishing moments” [Choe et al., 1996, p.13] were selected. The paper reported two tasks; the first of which was classification of acoustic signals generated by 3 vehicles, and another was detection of acoustic signals generated by one particular vehicle from a mixture of recordings by consulting the stored model feature vectors. The mixture consisted of signals of the target vehicle, other vehicles and background noise.

For the former, performances of two classifiers; Linear Discriminant Analysis (LDA) and Classification and Recognition Trees (CART) were studied. Although no numerical figure was included, it was reported that CART outperformed LDA. For the latter, only CART was used because of its resultant performance observed for the former. The potential was shown, with appropriate modification, to develop CART classifier to perform such a specific task with very few failures. The latter was expanded in their later publication [Averbuch et al., 2009] to discrimination between acoustic signals generated by vehicles and those by the others. Although neither the precise size of samples for the study nor statistical results regarding performance
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was clear, the experiment with various acoustic signals recorded under different conditions was illustrated. For this task, 6-th order spline wavelet was employed; and the positive effect of combining some feature dimension reduction algorithms, such as Mahalanobis distance or PCA was examined.

(i) [Srour, 2001]

A paper by Srour of the U.S. Army Research laboratory described the use of spectrum analysis to perform spectral peak detection, a harmonic analysis called Harmonic Line Association (HLA), as well as beamforming for military vehicle detection, localisation and classification. This research was based on the findings published earlier in a technical report [Srour and Robertson, 1995] on real-time detection and tracking algorithm for military vehicles, which also mentioned a great deal about the characteristics and propagation of acoustic signals generated by moving vehicles as well as background noise in a battlefield. It was suggested that when a moving target was further than 20 metres away from the sensor, acoustic signals were influenced by the various environmental factors, causing especially the lower frequency components to be attenuated, thus making the signal processing more challenging. Then, a method developed by the same laboratory in order to provide estimation of the level of the signal attenuation caused during sound propagation was employed to compensate for the challenge. Although only the preliminary results were presented, the paper showed some relatively rare insights into research on vehicle recognition carried out by such an institution.

(j) [Wang and Qi, 2002]

In a conference proceedings, a paper was published on acoustic military vehicle recognition using signals collected by distributed acoustic sensor arrays. It was stated that the sample signals for the experiment were from four vehicle classes although there was no indication of how many vehicles involved to form a class.
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The features were extracted by both spectrum analysis and Wavelet transform. In the former, FFT (the resolution was not specified) was applied to samples of every one second and then the highest peak was found in the spectrum to estimate the harmonic lines of the signal. Then, once the feature vectors were consolidated, PCA was processed before classifying them by either k-Nearest-Neighbour (kNN) or minimum-distance approach. Unfortunately there were some discrepancies between the figures presented in the table and what was written in the text. Nevertheless, it was understood that kNN outperformed the minimum-distance classification algorithm.


Wu and Mendel adopted HLA for their algorithm to extract features from acoustic signals of military vehicles using 2nd to 12th harmonics. Their data for the experiments were selected from a dataset ACIDS consisting of “nine kinds of ground vehicles in four environmental conditions” [Wu and Mendel, 2003, p.123], the same data set as in above [Liu, 1999]. Performances of Bayesian Classifiers, type-1 and type-2 Fuzzy Logic Rule-Based Classifiers (FL-RBC) were compared, firstly for three sets of binary classification tasks between “tracked” and “wheeled”, “heavy-tracked” and “light-tracked”, “heavy-wheeled” and “light wheeled” vehicles [Wu and Mendel, 2003], as well as for classification between multiple classes [Wu and Mendel, 2004, 2007]. The classifier selection was emphasised with the argument that a suitable classifier for the task needs to be able to handle “time-variation and uncertainties” [Wu and Mendel, 2003, p.123] because acoustic signals of moving vehicles are much influenced by various unstable factors. It was reported that the type-2 FL-RBC outperformed type-1 FL-RBC, and type-1 FL-RBC produced better results than what achieved by the Bayesian classifier. The training samples were one second blocks Closest Point of Approach (CPA) about the sensors, having the highest Signal to Noise Ratio (SNR) of each recording. It was also added that the
classification in so-called “adaptive operational or working mode” showed better performance.

(l) [Munich, 2004]

These samples from the same database ACIDS as what used in the above studies [Liu, 1999; Wu and Mendel, 2003, 2004, 2007] were utilised in another paper. Without any supporting evidence nor detailed discussion of the argument, Munich stated that vehicle recognition is similar to speech recognition. On such standing, he examined the feasibility of recognition techniques well known within speech recognition on vehicle signals by comparing the performance with that of techniques used in face recognition. The techniques adapted from speech recognition studies were: Mel-Frequency Cepstral Coefficient (MFCC) feature extraction algorithms combined with either Gaussian Mixture Models (GMM) or Hidden Markov Models (HMM). Another algorithm that was used for comparison purpose consisted of STFT, PCA, and Probabilistic Bayesian Subspace models. Classification was processed by ML estimation performed with three different models. Consequently, it was reported that classification accuracies achieved by the algorithms adapted from speech recognition were inferior to the another algorithm developed for face recognition as the latter managed to achieve around 85 to 90%.

(m) [Qi et al., 2005]

A team of researchers conducted a comparative study regarding recognition of multiple moving vehicles with some Blind Source Separation (BSS) algorithms. The focus was on the front end, the source separation; and corresponding recognition accuracy was reported. The short paper concluded that their algorithm, consisting of BSS with subband filter applied to the STFT output, managed to recognise two signals that were simultaneously present at a time. The outcome was better than other algorithms that first processed the separation of the source before the classi-
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fication. However, it should be pointed out that little detail information regarding
the classification algorithm was included, and more importantly the experimental data were artificially prepared by mixing separate recordings and replaying them through separate speakers.

(n) [Viangteeravat et al., 2007a,b; Viangteeravat and Shirkhodaie, 2007]

In the USA Army Laboratory, there have been at least three conference papers published for their research on acoustic vehicle detection and identification performed by the same people; and, some of the results have been released to the public. In general, the three papers discussed the similar experiments carried out, with some discrepancies regarding the details. Without thorough description of the contents, it was stated that the sample data were taken from the US Army Research Laboratory database, which appeared to be the common practice for research in the institution. In addition, all the samples were those selected as CPA based on the energy levels by a method they called Energy-Level Monitoring (ELM).

Firstly, they introduced an algorithm with experimental results using two military and one civilian vehicles [Viangteeravat et al., 2007a]. In this algorithm, a Hamming window function was applied to the CPA signals before FFT was employed to construct the Harmonic Line Frequency Sets (HLFS) matrices. Then, Singular Value Decomposition (SVD) was utilised to calculate the eigenvectors and eigenvalues of these matrices. The eigenvector, which was associated with the significant eigenvalues, was used as the extracted feature vector. The correlation between feature vectors of the test samples and that of reference data was used for reassuring the CPA detection outcome. The classification was performed with Particle Filtering, achieving on average 80.33% accuracy although the total number of the test samples was not stated in the paper.

On the other hand, in the latter two papers that are very similar to each other [Viang-
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Viangteeravat and Shirkhodaie (2007) used ‘Low Rank Decomposition based $L_p$ norm’ to overcome the problem with frequency shifting caused by the variable moving speed of a vehicle. Although once again there was not enough information regarding precise size of the samples, it was shown that the classification performance was improved by approximately 5% on average for three civilian cars as well as two military and one civilian vehicles, probably by using the same dataset as in the above paper.

2.1.2 Research on Road Vehicle Recognition

This section describes research on road vehicles rather than military ones. In general, research on road vehicle recognition is performed for traffic management or automated driver assistance system.

(a) Sampan (1997)

A PhD thesis was published for traffic monitoring by using a circular array, consisting of 152 microphones, but 143 of them were of interest. After the data were pre-processed to only maintain the components between 2700Hz and 5400Hz, the 30-dimension feature vectors were extracted from the energy over each 0.2 seconds in the time domain. PCA was processed to reduce the dimension to 24 before performing classification with either kNN, Multilayer Perceptron (MLP) or Adaptive Fuzzy Logic System (AFLS). Although the exact number of vehicles in each class was not clear, it was stated that they varied between each class; and there were data of 1327 vehicles in total. Problems caused by this inequality of the sizes of training sets was addressed in the thesis by considering the effect on the training as well as introducing the learning factor, a method intended to take care of the issue. Moreover, it attempted to deal with the inequality derived from the fact some classes are easier to be learned than others by allocating misclassification costs for each pattern although there was no logical explanation regarding how they were determined. The
obtained classification accuracies were 97.95%, 92.24% and 78.67% for 2-class, 4-class, and 5-class experiments respectively. Although the use of such a large number of microphones may not be appropriate for developing a cost effective and compact recognition system, this study played a good role in initiating research on acoustic road vehicle recognition with fairly accurate results.

(b) [Nooralahiyan et al., 1997, 1998]

Researchers at the University of Leeds published two similar papers on their acoustic road vehicle classification studies for traffic monitoring in the late 1990s. The focus was on classification only thus detection algorithms were not included. The study was motivated by the progress in automated speech recognition research that apparently let them believe feasibility of the short term spectrum, particularly at low frequencies, for the task. Therefore, the resultant algorithm choice was made heuristically but with influence of speech recognition studies.

In the first paper [Nooralahiyan et al., 1997], they first conducted a feasibility study using acoustic signals of four vehicles; such as a small saloon, a medium saloon, a motorcycles, and a light goods vehicle. All of the recordings were collected under relatively controlled conditions, particularly in terms of the level of background noise and vehicle speed. At this stage, the feature extraction methods used were: FFT and autocorrelation method Linear Predictive Coding (LPC) both in MATLAB, and also software for computational modelling of hearing, which was developed by Patterson et al. [Patterson et al., 1995]. For the latter, Equivalent Rectangular Bandwidth (ERB) based gammatone filterbanks, covering between 100Hz and 12kHz, were used to simulate the movement of the basilar membrane in the cochlea. Moreover, the same software platform was also used to simulate auditory nerve activity patterns of the cochlea’s inner hair cells. Within these methods, FFT was omitted after the initial stage because its classification outcome was not satisfactory. An unsupervised Kohonen Self-Organising Map (SOM) was used for this first phase of...
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They then carried out another set of experiments using signals collected at various urban road sites where they had little control compared with the first stage [Nooralahiyan et al., 1998]. In total, over 200 recordings of various vehicles travelling at different speed of no faster than 40 miles per hour (i.e. approximately 64 km per hour), collected at more than 20 sites were utilised. The collected feature vectors were classified by the supervised Time Delay Neural Network (TDNN) with two hidden layers and no feedback, between the following four classes; buses or lorries, saloon cars, motorcycles, and light goods vehicle or vans. The reported classification accuracies achieved, particularly with adaptively changed threshold, were above 84%. These results were seen as good, therefore, it might be a good reference for the current research.

(c) [Wu et al., 1998, 1999]

Another example was reported in two similar papers published firstly in a conference proceedings and then in a journal. The adapted method was called “eigenfaces methods”, which had been used in human face image recognition beforehand. It is also known as Karhunen-Loeve expansion or PCA. The feature vectors of acoustic signals were collected with FFT power spectrum, which was then normalised per frame to unit power. Some adjustment was also applied to reduce the impact of insignificant parts before PCA was performed. The class of unknown samples was determined according to the distance of the new feature vector from the reference, which was prepared in advance during training by using only selected data, recorded at the same location under very similar conditions. Recordings of saloon type cars were used as the training samples during the experiment. The distributions of training and test sample sets were exhibited in graphs, but no numerical values for classification accuracy nor sample size was included. It was pointed out that the algorithm was susceptible to the change in recording conditions; furthermore,
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more data would be required to study sample distributions that usefully display the signals’ distinguishable attributes.

(d) [Jacyna et al., 2005; Necioglu et al., 2005]

A group of researchers at the MITRE Corporation in the USA have published work on developing acoustic road vehicle classification algorithms for networked sensor systems [Jacyna et al., 2005]. Their approach was based on a hierarchical network topology, and the classification was performed between two road vehicle classes: the “light” and the “heavy”. Firstly they looked into algorithm development for a simple classification that can be performed at each sensor node. The feature vectors were extracted by a combination of FFT and 8-band filterbank, and then classified by a so-called “linear-weighted classifier”. Although there was not much information about the actual experimental results nor the total number of different vehicles involved in the experiment, other than mentioning the number of 125ms long audio file segments for car and truck signals; it was reported that they managed to achieve the minimum error rate of approximately 13%.

Secondly, according to another paper [Necioglu et al., 2005], a more sophisticated classification algorithm that can be processed on the features collected by the each node described above, but at the next stage of the hierarchical network topology, was examined. Although the feature extraction algorithm was similar to that of the first one, this time they disclosed more information regarding the experiment and the data set, in which the effects of small parameter variation were also examined. The selected classification algorithm for this stage was ML estimation with GMM. It was reported that when the feature vectors, which were the filterbank output of spectral energy, were scaled logarithmically; the minimum error rate was found to be nearly 7%. 
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(e) [Sobreira-Seoane et al., 2008]

An algorithm that has some degree of similarity to the one studied for the current research in a sense as they both consist of two stages, such as vehicle presence detection and classification, was reported at a conference, which some of the findings of this PhD research was also presented at. It was realised that the obvious difference between the two algorithms would be that Sobreira-Seoane purely relied on acoustic signals. For vehicle detection, Short Time Energy (STE) and envelope peaks were used. The chosen feature extraction algorithms for classification stage were; Zero-Crossing Rate (ZCR), “Spectral Centroid (centre gravity of spectral power distribution)”, “Spectral Rolloff Point”, Subband Energy Ratio (SBER), and MFCC algorithms were utilised as the classifiers. The primary results showed that the combination of kNN and three feature extraction algorithms; Spectral Rolloff Point, SBER and MFCC performed comparatively better, and achieved nearly 90% accuracy.

(f) [Lu et al., 2008a,b]

A vehicle detection algorithm, based on studies in mammalian perception and neurology, was suggested in articles in IEEE conference proceedings. This was another research initiated from an augment that “there exists similarity between vehicle and speech recognition”[Lu et al., 2008a, p.1336]. However, once again, they included no evidence nor discussion to support such a view point. Their recommendation was to use gammatone filterbank on STFT for feature extraction, dimension reduction and the two-step decision making processes to first detect the presence of vehicles before classifying them into four vehicle groups. They conducted experiments to compare MFCC and gammatone auditory filterbank on STFT. They showed that the gammatone filterbanks outperformed MFCC under noisy environment whereas MFCC was better in less noisy conditions. In addition, a technique called Spectro-Temporal Representation (STR) was described. This enhanced the
correlation between neighbouring signal frames, and the use of Nonlinear Hebbian Learning (NHL) for reducing the dimension improved the detection accuracy. In the best case, under less noisy environment where the SNR was 10dB, it achieved about 95% accuracy, on average under two kinds of noise although the performance declined significantly as SNR decreased. They argued that the algorithm could be expanded to classification tasks without difficulty.

(g) [Anami and Pagi, 2009]

Recognition algorithms for two-wheel vehicles were investigated. Vectors extracted by three time domain methods, such as ZCR, STE and Root Mean Square (RMS) plus two frequency domain feature extraction methods, “Mean and Standard Deviation of Spectrum Centroid (CMEAN and CSD)” were applied to the NN for classifying between two classes: “bikes” and “scooters”. The recorded acoustic signals of 118 vehicles were utilised, of which 58 were for training and the rest was for testing. It achieved 73.33% accuracy between the two classes. The observed effects of vehicle ages and how well they were maintained within the same class were also mentioned. Such information can be useful for certain applications that have only known and limited targets, however, it does not apply to the current project.

2.2 Seismic Vehicle Recognition

The potential of exploiting seismic surface waves, in particular Rayleigh waves, for military vehicle and personnel tracking was investigated [Succi et al., 2000], by the same team as discussed in Section 2.1.1 for acoustic military vehicle recognition [Succi et al., 1999]. The outcome was positive regarding military vehicles; however, it was found their method was not suitable for non-military passenger vehicles.
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2.2.1 Research on Military Vehicle Recognition

(a) [Tian et al., 2002]

Classification results of two classifiers, kNN and minimum-distance classifier, processed with seismic signals of two moving vehicles were found in a conference proceeding. Application of a very similar algorithm to acoustic signals gathered by distributed sensors [Wang and Qi, 2002] was also reported in the same conference proceeding, as previously mentioned in Section 2.1.1. The two paper shared two identical authors. The feature extraction algorithm consisted of spectrum analysis, including Power Spectrum Density (PSD) and DWT coefficients, using Daubechies wavelet. Then, PCA was applied to the feature vectors to reduce the dimension before classification was performed. It was reported that kNN outperformed the minimum-distance classification algorithm. Since the experiment was carried out on signals of only two vehicles, the outcome may have been biased, particularly about those after some re-organisation of sample sets were applied; hence, the study may lack any general applicability to others.

(b) [Jackowski and Wantoch-Rekowski, 2005]

A conference paper explained some aspects of a seismic military vehicle recognition algorithm suggested by two researchers in Poland. They used LPC and Multi-layer NN with one hidden layer, combined with Backpropagation learning algorithm. Unfortunately, not much detailed information of their study was revealed in the paper, however, the small number of examples shown indicated a good results of the seismic signal moving military vehicle classification algorithm.
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2.2.2 Research on Road Vehicle Recognition

(a) [Lan et al., 2005]

Another research paper discussed moving vehicle recognition using seismic signal processing, especially by focusing on the Rayleigh waves only. Although a moving ground vehicle could generate more than Rayleigh waves and other surface waves, it was suggested that the most significant energy of the impact caused within the ground surface by a moving vehicle is transmitted as Rayleigh waves. Therefore, detection of a moving vehicle was attempted by using vertical axis seismic sensors, trying to capture Rayleigh waves for recognition between three classes: diesel, heavy diesel, and gasoline engine. Unfortunately, the report did not contain some of the details regarding the algorithm, such as the sampling frequency, signal frame size, number of neuron nodes, as well as explanation of how exactly the feature vectors were handled during the computation.

Yet, it was reported that the collected feature vectors consisted of frequency spectrum and amplitude, and they were classified using three-layer multi-layer NN which included one hidden layer, trained by Backpropagation algorithm. Unlike the ordinal Backpropagation algorithm [Bishop, 1995], the learning rate of this suggested one was not constant. Instead, the learning rate was reduced as the classification error declined. The presented experimental results indicated that the samples were processed with approximately 86% accuracy. Consequently, it was claimed to be possible to achieve a high recognition accuracy by using only vertical axis seismic sensors placed within the ground surface area. Although without much detailed explanation of the idea, it was also suggested that employing more than one types of sensor to collect data would improve the classification accuracy, the processing speed and the cost, for example by combining seismic signals with acoustic or magnetic signals.
2.3 Acoustic and Seismic Vehicle Recognition

There is a brief record of a study on automated moving vehicle localisation using acoustic and seismic signals, which was included in a report of the meeting held in the late 1970s [Brooks et al., 1977]. It was stated that they were interested in the velocity change of, and also the Doppler effect observed in a narrow-band spectra of acoustic and seismic signals. Although there are no journal publications found on this study, it indicated that the idea of combining acoustic and seismic signals processing for automated moving target detection had been considered.

2.3.1 Research on Military Vehicle Recognition

(a) [Altmann et al., 2002; Altmann, 2004]

Research on acoustic and seismic vehicle pattern recognition for security purposes was conducted by Altmann and his team in Germany. They collected a set of acoustic and seismic data, collected from 10 different vehicles running at 7 various speeds on 4 separated lanes from 2 directions in a German armed force site, i.e. 560 data variations in total. They spent one month in 2000 to collect these and meteorological records as well as several recordings of background noise, including non-coloured noise. Their recognition algorithm utilised [LVQ] performed on the relative power within the first 15 harmonic lines observed in the power spectrum obtained by 2048 points [FFT]. The maximum recognition accuracy was reported to have reached 98% for four tracked vehicles and 83% for four wheeled vehicles.

It was reported that the classification of the heavy vehicles was relatively more successful; however for lighter vehicles, the algorithm required manual adjustment by the operator. It was also pointed out that the acoustic signal processing algorithm was developed with a focus more on the engine cycle rather than vehicle type. Moreover, in the more recent study, it was found that combining a beamforming algorithm to remove background noise by using microphone arrays can be useful.
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However, beamforming was found to be useless for the seismic signal processing. Consequently, it was concluded that a further development of the algorithm is still necessary to improve its performance, especially for vehicle type recognition.

(b) *Li et al., 2002*

Li and his team published their experimental results of acoustic and seismic 2-class military vehicle type recognition, a classification study between tracked vehicles and wheeled vehicles, in *IEEE Signal Processing Magazine*. The PSD feature vectors were collected with FFT from acoustic and seismic signals separately. The classification results by three algorithms, again on acoustic and seismic signals separately, were shown. The employed classifiers were: kNN, ML with GMM and Support Vector Machines (SVM). It was understood that the SVM classifier achieved on average 94% for acoustic and 96% for seismic classification, and therefore outperformed the other two.

(c) *Qu et al., 2003*

Qu and others [Qu et al., 2003] published a conference paper on their acoustic and seismic military vehicle classification study. Although the paper explained little about their algorithm and the experiment, it was understood that they used PSD combined with narrow band energy for feature extraction, and fuzzy logic rule based classifier and NN with Backpropagation learning algorithm. It was read that the average classification accuracy achieved during the experiment was approximately 85%.

(d) *Duarte and Hu, 2004*

Duarte and Hu reported their research on 4-class vehicle recognition using wireless distributed acoustic and seismic sensor network. The following were provided at each network node: a microphone, a geophone, an infrared sensor, together with a
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A processor that performed primarily recognition based on the local data, a transmitter and batteries. The data used in the research were collected at a USA military site over two weeks of November 2001 when they gathered raw data for later evaluation at each sensor node while also locally extracted feature vectors together with class labels that were manually designated by operators using their perception. During their experiment, local classification was performed only on the data segments, of which the presence of vehicles were detected by either the manual analyses or \textit{kNN} algorithm; by the use of distance information and acoustic energy values. The local classification results of three classifiers; \textit{kNN}, \textit{ML} with normal distribution, and \textit{SVM} were compared. The results showed similar levels of accuracy reached just under 70\% by all three classifiers regarding acoustic data, and also slightly inferior performance on seismic classification; in which \textit{ML} and \textit{SVM} produced fairly better results than that of \textit{kNN}.

(e) \cite{Mazarakis2006, Mazarakis2007}

Mazarakis and Avaritsiotis attempted a two-class military vehicle classification with acoustic and seismic Wireless Sensor Networks (WSN). The chosen feature extraction algorithm was similar to \textit{Time Domain Signal Coding (TDSC)} and \textit{Time-Encoded Signal Processing And Recognition (TESPAR)}, which was originally developed by King and Phipps \cite{King1999} based on the \textit{Time-Encoded Speech (TES)} research \cite{King1978}. \textit{TDSC} and \textit{TES} are explained later in Section 5.1.5. Results of two classifiers were compared; one was the commercially available \textit{Fast Artificial Neural Networks (FANN)} that used multilayer feedforward \textit{NN} with Backpropagation algorithm, and another was called “Archetype” classifier that measured the distance between the average values of training sample of known class and a test sample regarding matrix representation of time domain signal shapes, developed for \textit{TDSC} \cite{Chesmore2001}. For analysis, they employed signals obtained from 9 runs each of two vehicles: a heavy wheeled
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truck and a tracked vehicle. The non real-time classification experiment showed results reaching around and above 80%, encouraging for time domain recognition studies, particularly combined with the proven simplicity and inexpensive computation

Xiao and his team published two articles regarding their military vehicle recognition study using acoustic and seismic signals. It was a comparative study between combinations of two feature extraction, two dimensionality reduction, and two classification algorithms. For feature extraction, they chose STFT and a newly proposed method based on MFCC. Compared with the standard MFCC algorithm, theirs used rectangular filterbank instead of triangular, and there was no DCT included. The dimensions of collected features were reduced by either Genetic Algorithm (GA) or PCA. Firstly, the two classifiers, kNN and SVM with RBF kernel for training, were processed on STFT with no dimensionality reduction algorithm, and it was found that SVM produced better accuracy than kNN.

For SVM and kNN, the effect of five different sizes of windowing function on classification results was also analysed. Interestingly it was reported that the best window size was not the same for each classification algorithm when acoustic signals were used although it turned out to be the same for seismic recognition. This indeed indicated the importance of examining the best window size so as to improve the overall recognition performance. The rest of the experiment was only carried out with SVM algorithm using a fixed window size. It was reported that, on the whole, classification accuracy of acoustic recognition was better than that of seismic one because the acoustic classification achieved above 85% at maximum whereas the maximum accuracy for the seismic classification was around 70% up to 77%. Furthermore, they also mentioned that it would not be trivial to realise a fair comparison regarding results achieved so far in various vehicle recognition studies because of the multiple
2.4. Chapter Summary

An extensive literature review in relation to the current study area has been carried out. Research publications on automated vehicle recognition algorithm development have been around since the late 1990s. Among them, however, there are only five studies on road vehicles as seen in Section 2.1.2, and the target signals of the others using acoustic and/or seismic signals processing were mainly focused on military vehicles. Another obvious outcome of the survey is, to the author’s knowledge, there is only one published research on automated road vehicle recognition utilising seismic signals; and none on research using acoustic and seismic fusion. Although classification with seismic sensors only has not produced strong results,
its feasibility up to a certain level has been demonstrated by others and consequently encouraging the fusion of acoustic and seismic sensors. As stated in Section 1.3, this research is carried out aiming to develop algorithm to protect important infrastructure. For that, the potential threat may not be limited to intruders approaching by military vehicles. Therefore, the rest of the thesis concentrates on road vehicle recognition using both acoustic and seismic signal processing.

Interestingly it was also realised that the most popular approach for the feature extraction algorithm was to use either spectral or harmonic analysis methods based on FFT, including peaks of STFT or HLA or HLFS filterbank such as MFCC or wavelet based. The relatively minor approach, on the other hand, was to employ either short-time energy, LPC based or AR based methods. Furthermore, over all, algorithms were often combined with PCA for reducing the dimension of the collected vectors.

Once again, because this development aims at security applications, there are several critical aspects that are open for improvement. Performance accuracy and computation speed are possibly two of the most important aspects need to be addressed. In addition, the scope of the research has been defined based on some other points that also require attention due to the project resource limitation; such as development and operational costs as well as time allowance for a PhD study in the United Kingdom.

Anchored in all of these findings, a range of techniques to be studied further in order to develop an optimum vehicle recognition algorithm have been selected. For feature extraction (Chapter 5), first of all, the time domain methods have been investigated owing to their simplicity, speed and inexpensive computation. Then, filterbank is also applied mainly for comparison purpose as a result of its popularity. In terms of classifiers (Chapter 6), statistical basis algorithms including NN have been applied with or without dimensionality reduction. Each of which will be ex-
plained together with outcomes of some empirical studies with real vehicle signals collected during the research project.
Chapter 3

Signal Generation and Propagation

3.1 Signal Generation

Understanding the fundamental characteristics and behaviour of target sources is essential for development of an automated recognition system. One approach to ensuring such comprehension of the attributes of a target signal can be by modelling the characteristic structures of the signals emitted by the source. Modelling of vehicle signals could be advantageous either directly or indirectly to the current research; and such studies of both acoustic [Favre 1983; Dyrdal et al. 2003; Christou and Jacyna 2005; Cevher et al. 2007] and seismic [Anderson et al. 2003; Ketcham et al. 2005] signatures of moving vehicles for developing classification systems have been attempted by other researchers. Nevertheless, it is important to remember the purpose of this research is to develop a recognition algorithm that can support distinguishing the types of vehicles, rather than studying details of how such acoustic signatures are generated. Therefore, it was decided to concentrate on identifying distinctive characteristics of the real-life signals, in order to develop appropriate recognition algorithms.
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3.1.1 Acoustic Signal Sources

The acoustic signals of a moving road vehicle are generated mainly by the movement of various components, such as a power unit and tyres but also others like an exhaust system [Thomas and Wilkins, 1970; Srour and Robertson, 1995; Wu et al., 1999]. Signals of the current research’s interest are vehicle exterior signals rather than the interior ones when it is assumed a vehicle is moving within the legal speed range. Note that under such an assumption, consideration of the aerodynamic noise generated around the vehicle body is not usually required [Sandberg and Ejsmont, 2002]. Also the horn and/or burglar alarm sound as well as any additional sound sources that may be equipped in a vehicle (e.g. for warning, entertainment, or marketing purposes), are outside the focus of this research.

With these assumptions, acoustic signals of a moving vehicle are generated by the vibration caused in the engine itself, the resonance of the exhaust pipe as the waste gases pass through, the tyre friction noise as well as vibration of the rest generated both directly and indirectly mainly but not only, by the above three notable sound sources within a vehicle [Thomas and Wilkins, 1970, 1972; Karlsen et al., 1995; Srour and Robertson, 1995; Nooralahiyan et al., 1998; Wu et al., 1999; Wang and Qi, 2002; Munich, 2004; Necioglu et al., 2005]. Since they involve multiple types of motions and materials, the characteristics of the resultant signals are not simple. This consequently suggests some complexity concerned with the current research in understanding the sound source attributes and their modifiers in terms of a recognition target.

(a) Power Unit

In the power unit of a common four-stroke petrol engine car, the core movement occurs in the crankshaft, which is connected to the rod bearing, then connecting rod and then the piston that moves up and down; causing the four main steps performed in one cycle of a four-stroke engine. The four steps are “intake”, “com-
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pression”, “power”, and “exhaust”. The four-stroke is initiated from two cycles of the crankshaft’s movement triggering the piston to go down and up twice. During intake some petrol and air mixture is sucked in as the piston goes down. The petrol is brought in to the combustion chamber and gets mixed with the air. Then the mixture is compressed whilst the piston moves up. Next, a spark ignites the fuel and the combustion happens as the piston goes down for the second time, then the exhaust gas is discharged into the exhaust pipe to be thrown out to the exterior while the piston goes up again to complete the four stages and be ready for the next cycle [Ofria last accessed in 2009]. The noise generated by the power unit has a strong relation to the above operations. It is suggested that its main sources are caused either by the changing pressure of the combustion chamber and the mechanical movement of the various parts [Nelson, 1987] or the recurring ignition [Succi et al., 1999].

(b) Tyre Friction

In terms of the acoustic signals generated by the tyres, vibration caused by the rotational movement and the contact with the ground surface as well as the signals due to aerodynamic forces are the main source. Through modelling studies [Kuijpers and van Blokland, 2001] and their empirical examinations [Kropp et al., 2000; Lui and Li, 2004], it was confirmed that the geometry between a tyre and the ground surface, of which the tyre has contact with, has some notable influence called the “horn effect” [Sandberg and Ejsmont, 2002; Cevher et al., 2007] on amplifying the sound radiated by the tyre. It has been recognised [Sandberg and Ejsmont, 2002] that at a higher travelling speed, sometimes the aerodynamic noise due to wind turbulence becomes more important, but often the distinction between that and the tyre noise is a challenging task.

Sandberg [Sandberg and Ejsmont, 2002] also pointed out that there are some differences between the dominant influential factors for power unit noise and that for tyre noise. The power unit noise is mainly affected by both the power of and the
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revolving speed of the engine. On the other hand, for the tyre noise, the vehicle’s travelling speed as well as the combination of the tyre’s properties and the road surface condition are significantly more important. Also the forces caused by acceleration, breaking or cornering influence the latter.

It has been suggested that while the tyre friction noise increases proportionally to the travelling speed, the acoustic signals generated by the power unit are independent of speed variation [Sandberg and Ejsmont, 2002]. Consequently, a combination of the lower vehicle travelling speed and the higher engine repetition speed usually results in the signals generated by the power unit becoming greater than the tyre friction noise. On the other hand, at higher vehicle moving speeds, the lower engine repetition speed and the lower engine power can lead to domination by the friction noise [Nelson, 1987].

In terms of the speed at which the tyre friction noise becomes more dominant in acoustic signals generated by a moving vehicle, Rustighi [Rustighi et al., 2008] stated the threshold as at 40km per hour based on [Sandberg, 2001], whereas some others [Christou and Jacyna, 2005; Jacyna et al., 2005; Cevher et al., 2007] have said it is at around 50km per hour. However, it should be noted that some [Nelson, 1987; Sandberg and Ejsmont, 2002] have also pointed out that it can depend on multiple factors, including the ground surface conditions. Sandberg and Ejsmont showed, in addition, a discussion on how each sound source contributes towards the overall acoustic signals of moving vehicles, and also how that depends on types of vehicles, together with how all these have changed over the last several decades as a result of the progresses seen in the technology, legislation and the market trend.

In terms of the level of noise produced by vehicles in different classes, furthermore, it may be worth noting here that the acoustic signals generated by a heavy vehicle are often louder than that of a small car [Nelson, 1987; Sandberg and Ejsmont, 2002].
3.1.2 Seismic Signal Sources

It has been pointed out [Altmann, 2004] the generation mechanism and the propagation of seismic signals of a moving vehicle can be more complex than those of the acoustic signals. The ground surface vibrations that are important for the current application are mainly the seismic surface waves rather than body waves. Although surface waves often consist of various sub-member waves, there are two dominant surface waves, which have been well studied. They are called Rayleigh waves and Love waves, after the pioneer physicist and the geophysicist respectively [Robinson and Coruh, 1988].

As shown in Figure 3.1, Rayleigh waves progress while making ground particles rotate in elliptical circle shapes that have longer axis along the vertical axis, in the opposite direction to that of the transmission of the vibration.

![Diagram of Rayleigh Waves](image)

Figure 3.1: Transmission of Rayleigh Waves

On the other hand, Love waves cause sideways movement of the ground surface particles while the vibration progress along them. The unique characteristics, of which can be seen in both Rayleigh and Love waves are that the way the speed of the vibration (i.e. the frequency) starts from a low value and then increases over a period of time. In addition, both Rayleigh and Love waves travel slower than body
waves, P-wave and S-wave [Kearey and Brooks, 1984; Robinson and Coruh, 1988; Succi et al., 2000].

It has been shown [Miller and Pursey, 1955; Succi et al., 2000; Tian et al., 2002] around two-thirds of the energy generated by a single impact on a ground surface can be observed in Rayleigh waves. Also Rayleigh waves are the dominant elements of moving vehicles’ seismic signals, caused by the tyre treads coming into contact with the ground surface and they decay slower than the body waves [Succi et al., 2000]. Consequently, for the current target detection problem, the important vibrations are mainly Rayleigh waves, which can be captured by a vertical axis geophone placed on the ground surface [Succi et al., 2000; Altmann, 2004].

3.2 Signal Attributes and Propagation

With the basic knowledge of the mechanism of how the vehicle signals are generated, as mentioned in the preceding section (Section 3.1), attention is now brought to their attributes and how they may be altered while travelling between the source and the sensors. From a recognition system developer’s point of view, such knowledge is equally useful in order to understand data actually collected by the sensors; regarding what characteristics can be expected to appear in the signals, and also about estimating how various factors may have modified the original attributes during propagation. For example, as well as vehicle speed variation, signal characteristics of the same source could be fabricated by uncertainties brought in by source propagation. Although other factors also have large influence, in general, the longer the propagation path the more complicated it could get; this would introduce limitations regarding monitoring range for a sensor to collect useful data. As has been seen in military vehicle recognition [Srour, 2001], integration with sound propagation models could be an interesting approach. However, despite some achievement [Nota et al., 2005], work in this area is also still in progress [Jonasson, 2007]. There-
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fore, in order to avoid any additional uncertainty for now, it has been determined not to employ such a model for the current study.

3.2.1 Acoustic Signal Attributes

In terms of the frequency attributes of the acoustic signals, the majority of moving vehicle signals are observed in the relatively low part of human perception range, i.e. up to a few kHz [Nooralahiyan et al. 1997; Wu et al. 1999; Chen et al. 2002; Altmann 2004] or even lower [Srour and Robertson 1995; Srour 2001]. It is claimed in some papers [Wang and Qi 2002] some higher frequency components of the sound source, up to several kHz, can also be identified in spectrum analyses due to harmonic components.

Jacyna et al. [Jacyna et al. 2005] reported that acoustic energy emitted by a car passing by a receiver was observed around several hundred Hz range for a relatively short time; on the other hand, a moving truck radiated acoustic energy within several hundred and slightly higher frequency range for a longer time period. It is suggested [Altmann et al. 2002; Altmann 2004; Cevher et al. 2007] fundamental frequency observed in a spectrum analysis of acoustic signals generated by a moving vehicle indicates the engine’s repetition cycle. An overview of the characteristics, including spectrum analyses, of each significant vehicle acoustic signal source can be found in part 3 of a book edited by Nelson, especially in the chapters 6 and 7 [Nelson 1987].

Acoustic signals are often categorised in two groups, stationary and non-stationary. Stationary signals have fixed frequency regardless of time, hence if they are analysed in the time domain, amplitude changes will only occur at regular intervals. On the other hand, the frequency of non-stationary signals varies over time, thus they are occasionally called time-varying signals [Eom 1999]. Therefore, the frequency domain signal processing techniques may perform well for stationary sig-
nals, whereas techniques that work in the time-frequency domain may be more useful in non-stationary signal processing.

Frequently acoustic signals of a vehicle are defined as non-stationary and it is why some [Eom [1999], Cowling and Sitte [2003], Jacyna et al. [2005], Necioglu et al. [2005]] claim that dealing with vehicle acoustics with methods generally recognised as suitable for stationary signals will not produce satisfactory outcomes. Nevertheless, there are other suggestions [Wu et al. [1999], Averbuch et al. [2001, 2007], Altmann et al. [2002], Lu et al. [2008a]] that acoustic signals generated by moving vehicles can be regarded as stationary when they are analysed over a short period of time since the signals are approximately quasi-periodic. These remarks indicate it is not trivial to state whether vehicle signals are stationary or non-stationary in general terms. Perhaps, it is due to the lack of studies have been carried out regarding vehicle signals, particularly in the case of road vehicles. Or, it is because the answer can vary depending on several factors such as the vehicle’s speed of travelling, signal analysis frame length, conditions, in which the vehicle is travelling including the ground surface properties. All these factors can influence the signals collected by the sensors and signal analysis outcomes; hence, it can depend on the actual application of the study. Both points can be true to a certain degree for the current case and probably this is one of the reasons why the current research is challenging. Then, clearly some examination of the real-life signals is required to progress further in this study, and the outcomes of that are reported in Section 4.2.

3.2.2 Acoustic Signal Propagation

It is pointed out [Choe et al. [1996], Necioglu et al. [2005], Lu et al. [2008a]] there are so many factors that can have significant impact on the characteristics of vehicle acoustics, including: noise and reflected sound caused by road surface conditions, speed of both the vehicle as whole and its engine, Doppler effect, meteorological elements. As a result, the vehicle classification task is challenging.
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Acoustic signals that travel near the ground surface are influenced by various factors that cause attenuation, distortion and enforcement due to reflections [Favre and Gras, 1984], particularly when the distance between the sensor and the target is greater than 20m [Srour, 2001]. Ground surface conditions such as porosity and smoothness, terrain structure including vegetation, and also meteorological properties are the main factors that have effects on behaviours of airborne acoustics especially close to the ground [Piercey et al., 1977; Attenborough, 1988, 2002; Becker and Gudesen, 2000].

For example, atmospheric temperature and wind affect the speed, refraction as well as air absorption of sound. It is known [Rossing et al., 2002; Srour, 2001] that sound travels further when a layer of warm air covers colder air near the ground. Also, lower frequency components can typically travel further than the higher frequency ones although appropriate treatment of wind noise would be crucial to intelligibility of some low frequency sources [Becker and Gudesen, 2000]. Obstacles existing in and around the propagation path cause diffraction and scattering [Howard, 2006].

It is reported that a thin layer of water on the road surface increases vehicle signal level, particularly at low speed for cars but at high speed for heavy vehicles [Jonasson, 2003]. On the other hand, acoustic signals travelling over ground covered with snow, is known to be attenuated compared with that over grass [Albert et al., 2008]. Snow also reduces the amplitude of acoustically induced seismic signals, thus alters the characteristics [Albert, 1987]. In addition, the distance between source and sensor yields the sound pressure reduction, known as the “inverse square law” [Howard, 2006, p.28]; causing “reduction of 6dB per distance doubling in all directions” [Attenborough, 2002, p.53] for point source whereas 3dB for line source [Attenborough, 2002].

When working with acoustic signals of moving vehicles, the influence of Doppler effects observed in the collected data can be useful to comprehend the real char-
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characteristics of signals generated by the source [Ding et al., 2004]. The speed of a moving object can be determined by examining frequency shifts especially when the source velocity and frequencies are high [Searle, 2005]. It was stated that the influence of Doppler effect on the characteristics observed in the acoustic signals generated by a vehicle moving at about 50km per hour within an environment at normal temperature may be insignificant [Wu et al., 1999]. Additionally, it should be noted that in single element sensing, the speed information obtained only from Doppler calculation can be confused between the case of a slowly moving vehicle close to the sensor and that of a fast moving vehicle at a long distance; hence other information such as SNR may also need to be consulted. Estimation of the travelling speed of a moving vehicle is not particularly included in the important attributes for the current research. As a result, Doppler shift has not been studied separately from any other phenomena.

After their first relatively simple study in noise emitted by a moving vehicle [Favre, 1983], modelling of moving vehicle acoustic signals was attempted by Favre and Gras [Favre and Gras, 1984]. The study focused on analysing, by a comparative study, how the real-life acoustic signals generated by a moving vehicle is influenced by multiple factors. These factors included the interference between direct signal and reflection, Doppler effect, sound absorption characteristics of the air, and also the location and the direction in regards to those of the sensor. It was concluded that the acoustic signals of a vehicle can be seen as monopole source, which is defined as “noise source in which the entire radiating surface vibrates in phase” [Rossing et al., 2002, p.715]. Favre and Gras also reported that the influence of the height of the sensor may be less significant for broadband signals, including vehicle signals, compared with that of narrow band signals.
3.2.3 Seismic Signal Attributes and Propagation

The propagation of seismic signals can be complicated due to their dependency on multiple factors including, the geological and topographical conditions of ground surface and shallow sub-surface, such as elasticity, porosity and consistency [Tian et al., 2002; Altmann, 2004; Lan et al., 2005]. As a result, so far, the use of seismic signals for target recognition studies has been limited.

However, compared to acoustic signals, seismic signals are less susceptible to Doppler effects [Tian et al., 2002; Lan et al., 2005]. Moreover, using seismic signals for detection allows the performance to be independent of wind conditions, which can often cause difficulties in acoustic detection. Also, compared to acoustic signals, seismic signals of interest have a much narrower bandwidth but at the lower frequency range. Therefore, firstly a much faster and more efficient signal processing, and secondly a wider detection range can be achieved [Lan et al., 2005].

It has been suggested [Altmann et al., 2002] fundamental frequency observed in a spectrum analysis of the seismic signals generated by a moving vehicle indicates the repetitive cycle of the tyre and tread contact, hence it reveals useful information to calculate the velocity at which the vehicle is travelling at [Succi et al., 2000]. The speed of a moving truck can be estimated fairly accurately by the seismic signals if the size of tread spacing is known, or the accuracy can be reached as high as 30% even if the tread spacing was unknown [Lan et al., 2005].

3.2.4 Acoustic and Seismic Signal Coupling

It is also known that the acoustic signals generated by a moving vehicle can also cause the ground to vibrate and this may be captured by a geophone placed within the shallow surface area. Therefore what is often called acoustic to seismic coupling should be considered in order to understand the seismic signals better [Bateman Jun. 15, 1938; Press and Ewing, 1951; Bass et al., 1980; Sabatier et al., 1986a,b].
For example, the acoustic to seismic signal coupling has been evaluated for estimation of the speed and spatial range of an approaching vehicle, or speculating the ground surface component structure [Moran and Greenfield, 2008]. In general, correlation of acoustic and seismic signals is employed to reduce the effect. It has been pointed out that acoustic and seismic coupling is a “very reliable way of identifying the sources from aircraft and helicopters” [Succi et al., 2000, p.167]. Acoustic and seismic coupling has also been studied for land mine detection research [Sabatier and Xiang, 2001].

Nevertheless, so far, it has not been recognised as important in vehicle type identification studies. For the current study, no particular algorithm to treat any effect of the acoustic to seismic coupling has been introduced because the purpose of the research is not to gain a detailed understanding of the signals’ origins but to extract useful features from the signals to be processed by classifiers. Therefore, the first attempt has been not to include any treatment to cancel such coupling contained in the recorded seismic signals unless proved to be otherwise. Equally, this coupling has not been investigated when processing acoustic signals.

### 3.2.5 Road Vehicle vs Military Vehicle

As noted in Chapter 2, there are currently only a few publications on road vehicle recognition studies using acoustic signal processing, and none was found for a study using both acoustic and seismic signals. It is worth noting here that filling this identified gap of knowledge within the topic of moving vehicle recognition is one of the contributions of the research being presented in this thesis.

For military vehicles, on the other hand, some relatively good classification results have been obtained (Chapter 2). However, it was often pointed out that compared with road vehicles, signals generated by military are louder and more distinguishable [Choe et al., 1996; Succi et al., 1999]. In addition to the vehicle mass,
data used in military vehicles are often collected when they are travelling on untreated surfaces, which may contribute to the louder signals. Moreover, it is often required to perform classification between tracked and wheeled vehicles. It has been mentioned that “some tracked vehicle may have a high-frequency peak associated with the sprocket and track system” [Srour and Robertson 1995, p.7]; these characteristics could be utilised for military vehicle recognition. On the other hand, the current study attempts classification of road vehicles that are all with tyres.

For acoustic military vehicle recognition, it is suggested that the source of lower frequency components with greatest emission are due to engine and ground contact of either tracks or wheels. Although sound modifiers exist including exhaust and muffler, the repetitive characteristics of sources may result in harmonic structure observed in received signals [Srour and Robertson 1995; Succi et al. 1999; Viangteeravat and Shirkhodaie 2007]. On the other hand, it is pointed out that such harmonic structure could be missing in commercial vehicle signals as a result of design aimed to reduce noise generated by them [Jacyna et al. 2005]. Evidently, much research has been carried out that often led to legislation being created for environmental noise control in relation to moving road vehicle signals [Nelson 1987; Nota et al. 2005].

3.3 Chapter Summary

This chapter has provided a general background regarding the target signals for the current study, acoustic and seismic signals generated by moving vehicles. It has revealed how the target signals are expected to consist of multiple sources, as well as how the characteristics of the signals collected by sensors may have received influence of many factors. As a consequence, some of the challenges regarding the task have been exposed. Familiarisation with the information presented in this chapter should help one to identify both signal processing and pattern recognition meth-
ods that are likely to be more appropriate than others as discussed in the following chapters.
Chapter 4

Signal Pre-processing

4.1 Data Collection

For reasons explained in Section 1.2, it was decided to utilise acoustic and seismic sensors for obtaining input signals for this vehicle recognition system development. Now, the chosen data collection method is discussed further in this section.

4.1.1 Sensor Layout

A system can have single or multiple input channel(s) to collect data. Multiple input channels can be achieved in various ways for example by using sensor arrays [Czyzewski 2003; Ciosek et al. 2006] or distributed sensor networks [Agre and Clare, 2000; Li et al. 2002; Duarte and Hu 2004; Jacyna et al. 2005; Kotecha et al. 2005; Mazarakis and Avaritsiotis 2006]. Table 4.1 lists the advantages and disadvantages of three major sensor configurations.

Two additional points to be considered regarding layout are that firstly the position of the sensor in relation to the source; such as the height, direction and distance, would affect the received signal’s characteristics [Nota et al. 2005; Jonasson 2007]. Secondly, the ideal sensor position can also depend on other factors, including the
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### Table 4.1: Variations of Sensor Placement

<table>
<thead>
<tr>
<th></th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
</table>
| **Mono (Single)**    | 1. Low cost  
                       2. Input signal processing is less complex.  
                       3. Low power and low space requirement.  
                       4. Data can be collected at one location (not require network communication, and easier maintenance). | 1. Direction of the signal source cannot be localised.  
                       2. No backup to ensure the detection or support when a sensor fails. |
| **Sensor Arrays**    | 1. Able to localise the direction of the signal source.  
                       2. Still low power and small space required (although maybe more than mono).  
                       3. Data can be collected at one location (not require network communication, and easier maintenance). | 1. More expensive than having just a single input.  
                       3. More complex computation is required. |
| **Distributed Sensor Networks** | 1. It can provide more accurate localisation of a target.  
                       2. Faults occurring at a sensor have little effect on the whole system performance, and possible to replace small sensor part without halting the whole system.  
                       3. Size and shape of coverage can be flexibly determined according to the needs and restrictions.  
                       4. It receives little influence from terrain conditions and environmental ambient by placing nodes at close distance from the objects of interest.  
                       5. It can be low cost for the scale of coverage it makes it possible. | 1. It requires data transmission network between multiple points.  
                       2. It either needs power supply chain reaching to every node, or portable power supply equipped at each node.  
                       3. Locating and replacing faulty nodes may not be a simple job, especially when multiple nodes fail.  
                       4. Limited data transmission bandwidth within a network.  
                       5. Processing input data collected at multiple nodes may cause computational complexity.  
                       6. It can be expensive. |
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sensor characteristics and accessibility of the monitored area.

4.1.2 Microphone

As previously noted, the frequency response, directional response and the sensitivity regarding the extent, where a microphone can capture the acoustic signals generated by a source existing in the surrounding area, are the three crucial specifications. In addition to the robustness and the expense, they are to be looked at in selecting a suitable microphone for a task. In terms of frequency response, it is desired to have a microphone with a flat frequency response over the frequency range where the signal of interest dominates. This allows collection of data with little modification due to the sensor’s characteristics, i.e. more authentic target signals. Regarding the suitable directional response for the current research, on the other hand, real-life acoustic signals of a moving vehicle need to be collected outdoors; generally in some open field near the ground surface with some but not too strong wind present. Data collection was performed by placing microphones on the side of a single road without other road crossing. Thus, having a directional microphone is beneficial to collecting signals directly emitted from the moving vehicles whilst minimising wind and other unwanted noise signals; in other words, maximising the SNR. The issue of sensitivity should also be considered in relation to the requirement of the final product’s surveillance range.

4.1.3 Geophone

Maxwell and Faber and others at Sensor in Netherlands [Maxwell and Faber, 1994; Faber and Maxwell, 1997] suggested a set of geophone attributes that require particular attention because of their potential in affecting the characteristics of the seismic signals to be collected around the ground surface. Many geophone specifications
are fairly similar to those found in that of a microphone. However, in addition to what has already been mentioned regarding the microphone specification to collect acoustic signals, the following are terminologies that are typically used to describe the sensor attributes for a geophone. The first is the natural frequency, which is the resonant frequency of the spring responding to the movement of the shallow ground along its working axis. It determines the lowest frequency that can be measured by the sensor. The second is referred to as the spurious frequency, which is the resonant frequency along the axis perpendicular to that of the natural frequency. Spurious frequency, sometimes referred to as the lowest of spurious resonances, determines the highest measurable frequency by using the particular geophone. A set of instructions for testing a geophone to ensure the reliability of the data collected during the experiment was also given \[\text{Hagedoom et al., 1988}\]. By following this, some of the main attributes of the sensor adopted for the present study were evaluated, and the outcome is included in Appendix A.

### 4.1.4 Data Acquisition

In terms of the strategy to meet the research hypothesis (Section 1.3), there may be two ways that can be taken in relation to data collection. One of which is by collecting data of the whole population that is every single vehicle that might ever turn up in a monitored area, and performing analysis on all of them with all the possible combinations of various methods available as well as every single parameter setting pattern that can be employed in order to obtain the optimum method. Of course, this approach allows one to obtain a very good understanding of the concerned signals characteristics, but only realistically achievable when the whole population of related data is relatively small. However, the population of interest for the present study are too large to adopt such tactics. Then, an alternative is to obtain data that can be utilised as representative of the whole population. When the latter approach is taken, the aim for a research such as this one is to develop an algorithm that has
ability to classify samples as correct as possible when a new unseen set of data is presented. In machine learning, this ability of an algorithm is often referred to as “generalisation”, and building a moving vehicle pattern recognition systems that generalises well may be seen as the current goal. Unfortunately though, it is not always easy to obtain such useful data at the first instance of a study, especially when there are so many factors that influence characteristics of data like the case of moving vehicle signals. Consequently, the following approach was employed as a starting point.

Firstly, based on knowledge obtained from the literature review, a relatively smaller set of primary data were collected under several different conditions as seen in Figure 4.1, in order to identify an appropriate data collection method, including sensor choice and layout.

The below is the list of apparatus employed for the initial stage.

- Microphone: two types of condenser microphones, Rode NT5 (cardioid) and AKG CK93 (hypercardioid).
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- **Geophone**: Sensor SM-4 vertical basic geophone unit.

- **Recorder**: Edirol portable 4-channel recorder and Marantz portable 2-channel recorder.

Secondly, by using these data, the typical characteristics of vehicle signals such as amplitude, waveform variation and dominant frequency components were studied by using various software packages including WaveLab, Cool Edit and MATLAB. Some of the feature extraction methods that were already selected for the investigation by then were utilised to make some judgements regarding the acquisition method. Thirdly another set of data were collected by using the established approach but under different conditions in terms of the distance between the sensor and vehicles as well as the locations. The newly collected signals were processed and analysed by the same approach to evaluate the data collection method. The second and third procedures above were performed repeatedly until some degree of discrepancy in the observed characteristics of moving vehicles belonging to different types were noticed, and these were more or less present in majority of the gathered samples.

Figure 4.2 depicts the set-up for collecting data that was eventually standardised to obtain both training and test samples throughout the project. The recording location and the associated meteorological data about each recording session carried out using this standard set-up can be found in Appendix A.

The apparatus for the standard setting is:

- **Microphone**: Rode NT5 condenser cardioid microphone.

- **Geophone**: Sensor SM-4 vertical basic geophone unit.

- **Recorder**: Edirol portable 4-channel recorder or Marantz portable 2-channel recorder.
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Figure 4.2: Standard Data Collection Set-up for the Study

Note, two other microphones and a portable recorder were also used during some sessions, and their details are in Appendix A. Throughout the project, all the data were digitised with a sampling frequency at 44.1kHz and quantised to 16 bits.

During the formation of the standard set-up, the following assumptions were made:

(a) The vehicles are travelling on a dry road with metalled surface.

(b) The vehicles are travelling at a speed approximately between 30km per hour and 100km per hour.

(c) Only one vehicle passes directly in front of the sensors at any one time, i.e. only single target recognition is considered.

(d) The SNR is at least 7dB for acoustic and 15dB for seismic signals.

4.2 Noise Reduction

The collected real-life input signals inevitably contain unwanted signals, including wind noise, noise generated by the contact between the receiver and the system, mechanical noise, sampling and quantisation noise. Keeping these unwanted signals could result in unsatisfactory classification performance, hence applying some kind
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of noise reduction algorithm to the digitised signals so as to improve recognition results is important [Atal and Rabiner, 1976].

To develop a pre-processing algorithm, first of all, the collected sample data were examined in the time domain as shown by the examples in Figure 4.3. This figure also illustrates how the signal characteristics, including duration, differ both between vehicle types and between sensor types. With regard to the assumption made earlier about SNR it was noticed that sometimes seismic signals only last for 1 second although acoustic signals of cars tended to last longer (typically between 1 and 4 seconds). Both signals of trucks were typically longer than 2 seconds. It should be noted that multiple factors influence the duration, including the sensitivity of sensors and vehicle travelling speed. It was also observed that the amplitude of seismic signals of cars were smaller than those of trucks.

The collected data were then normalised in WaveLab version 4.0b then analysed with MATLAB. Waveform, spectrum and spectrogram analyses of 44100 samples are depicted in Figures between 4.4 and 4.7 for acoustic and seismic signals of a truck, a car, and background noise.

Note: due to the natural frequency and spurious frequency of the seismic sensor, as stated in its datasheet, frequency components of interest are those between 10 Hz and 180 Hz, whereas the frequency range for analysing acoustic signals was determined according to the sampling frequency of 44.1 kHz that should be enough to cover the range mentioned in Section 3.2.

It was found that generally the main components of the acoustic signals of vehicles are no higher than 16 kHz, and the dominant frequency components can be seen in under 8 kHz range. On the other hand, it was noticed that the frequency components of acoustic background noise were more explicit in the lower band, especially below several hundred Hz region. Although seismic signals were also collected with
Figure 4.3: Waveforms of Acoustic and Seismic Signals of Cars (left column) and Trucks (right column) over 7 seconds, Fs=44.1kHz
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Figure 4.4: Waveform and Spectrum of Acoustic Signals (44100 samples, frequency range: 0Hz-5kHz, Fs=44.1kHz)

a sampling frequency at 44.1kHz, any components outside the sensor’s capturing range are not within the interest as they do not necessarily represent the target signal attributes but that of the sensor; thus they should be removed at a relatively early stage of processing as unwanted signals. Keeping them may cause inefficiency or decline in overall performance.

For a closer look, the same samples as in Figure 4.4 and Figure 4.5, but either only for 4096 samples or over narrower frequency band is shown in Figures 4.8 and 4.9 respectively.

Interestingly, in those figures of truck signals appear to show existence of stationary components in the characteristics, which could be due to the repetitive engine spikes, modified by the exhaust with some resonance frequencies. Such quality could be useful in acoustic classification particularly if this is the case for all trucks.
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Figure 4.5: Spectrogram of Acoustic Signals (44100 samples, frequency range: 0Hz-22.05kHz, Fs=44.1kHz)

However, it was found that this could depend on the samples as shown in Figure 4.10. Similarly, although they are less apparent than those of the trucks, some car samples also show stationary elements in the low frequency region (Figure 4.11). Effects of Doppler shift can also be observed in some of these figures.

4.2.1 FIR Filtering

Digital filters can be categorised into two types; Infinite Impulse Response (IIR) and Finite Impulse Response (FIR) filter. There are known advantages and disadvantages in both types of filters. Due to the following advantages, FIR filter was chosen although it requires more memory and processing speed to obtain a filter with narrower transition width [Ifeachor and Jervis 2002].

- A linear phase response is achievable.
- Filter performance is stable.
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Figure 4.6: Waveform and Spectrum of Seismic Signals (44100 samples, frequency range:10Hz-200Hz, Fs=44.1kHz)

- Lower round off noise or coefficient quantisation noise is generated.

The basic characteristics of FIR filter response can be described by the following two equations.

\[
y[n] = \sum_{k=0}^{N-1} h[k]x[n - k]; \tag{4.1}
\]

\[
y[n] = \sum_{k=0}^{N-1} h[k]z^{-k}; \tag{4.2}
\]

where: \(y[n]\) is the filtered output signal in time domain,

\(x[n]\) is the input signal in time domain

\(h[k], (k = 0, 1, 2, ..., N)\) is the impulse response coefficient

\(N\) is the filter length or sometimes called number of taps
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Equation 4.1 is the difference equation and Equation 4.2 is the transfer function, which is in the Z domain [Proakis and Manolakis, 1996; Oppenheim et al., 1999; Ifeachor and Jervis, 2002].

For FIR filter design, there are several main design methods to be chosen from: window method, frequency sampling method [Rabiner and Schafer, 1971], and an optimum method that is known as “Equi-ripple” method or “Parks-McClellan” algorithm [Bateman and Paterson-Stephens, 2002, pp.348-352,604-610]. For simplicity in terms of the algorithm and computation [Oppenheim et al., 1999; Ifeachor and Jervis, 2002], the window method is employed.

The impulse response of an ideal filter that has a “brick wall” like roll-off can result in infinite number of coefficients. Nonetheless, a digital FIR filter can only manage implementation of a truncated version since it is not capable of reproducing an
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Figure 4.8: Waveform and Spectrum of Acoustic Signals as in Figure 4.4 (4096 samples (approx. 93ms), frequency range:0Hz-5kHz, Fs=44.1kHz)

infinite length impulse response. The use of a windowing function supports this truncation of impulse response. As illustrated in both Equation 4.3 and Figure 4.12, the actual FIR coefficients can be calculated by multiplying the ideal impulse response by the window function when this window method is applied.

$$h[n] = h_D[n] * w[n]$$

Different window functions bring unique effects on the resultant impulse response [Bateman and Paterson-Stephens 2002]. For example a direct truncation, which is equivalent to using a rectangular window, would lead to unwanted ripples and overshoot, the so called Gibbs phenomenon, especially with fewer coefficients [Ifeachor and Jervis 2002]. Therefore selecting a suitable window function is important for designing an efficient FIR filter.
Mainly due to their computation and stopband ripple, Blackman window and Hamming window functions were selected for the current study. After examining the real-life data of moving vehicles in the frequency domain, the cut-off frequency and transition width ($D_f$) were also determined to calculate each set of coefficients. The narrower the transition width, the more coefficients required; their relationship is inverse proportion. Thus it was realised FIR is unsuitable by itself for seismic signals as the signals of interest are in such a narrow band. Therefore a simple application of FIR has been considered only for acoustic signals of moving vehicles. A comparative study of the effects due to the window function characteristics as well as the data frame size was conducted. Figures 4.13 to 4.16 depict the differences observed in the filter response according to the window function and transition width when bandpass filters with cut-off frequencies set at 180 Hz and 8 kHz. Table 4.2 on the other hand, shows the number of filter coefficients required for each setting,
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Figure 4.10: Spectrogram of Acoustic Signals of Three More Trucks (44100 samples, frequency range: 0Hz-2kHz, Fs=44.1kHz)

all of which were designed with sampling frequency \((F_s)\) at 44.1 kHz.

<table>
<thead>
<tr>
<th>Transition Width</th>
<th>Hamming Window</th>
<th>Blackman Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 Hz</td>
<td>291</td>
<td>485</td>
</tr>
<tr>
<td>150 Hz</td>
<td>970</td>
<td>1617</td>
</tr>
</tbody>
</table>

Table 4.2: Number of Filter Coefficients Required

The trade-off between computation and effectiveness of a filter should be considered, especially for practical use of the algorithm. Nonetheless, during the search for the optimum feature extraction and classification methods, the signals have been processed with the filter designed by using Blackman window with transition width of 150 Hz, since its ability to suppress frequency components outside the range of interest while maintain the others is seen as the greatest. Figure 4.17 shows an example of how the filter performs on the actual collected signals of a vehicle, examined both in the time and the frequency domain.
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Figure 4.11: Spectrogram of Acoustic Signals of Three More Cars (44100 samples, frequency range: 0Hz-3kHz, Fs=44.1kHz)

Figure 4.12: Impulse Response of a FIR Filter Designed with Window Methods: (a) Ideal Impulse Response, (b) Blackman Window Function, (c) Actual Impulse Response.(Obtained from Lyons [Lyons, 1997] p.185.)
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Figure 4.13: Bandpass Filter Response (designed with Hamming window, Df=500Hz, Fs=44.1kHz)

Figure 4.14: Bandpass Filter Response (designed with Hamming window, Df=150Hz, Fs=44.1kHz)
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Figure 4.15: Bandpass Filter Response (designed with Blackman window, Df=500Hz, Fs=44.1kHz)

Figure 4.16: Bandpass Filter Response (designed with Blackman window, Df=150Hz, Fs=44.1kHz)
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Figure 4.17: Frequency Response of Filtered Acoustic Signal of a Moving Truck (Filter designed with Blackman window, Df=150Hz, Fs=44.1kHz)

For seismic signal processing, a FIR filter can be applied so as to suppress the frequency components above the spurious frequency of the sensor, which is 180Hz. However, aiming to reduce those below the sensor’s natural frequency at 10 Hz by only a FIR filter may not be realistic with the current sampling rate. Although it can be designed in MATLAB as shown in Figure 4.19, it requires 24255 coefficients if the transition width was set to 10Hz for example, hence the computation becomes more expensive and processing slows down.

4.2.2 Spectral Subtraction of Estimated Noise

As a simple method to reduce the amount of noise mixed in signals, “spectral subtraction” was introduced to speech recognition study by Boll [Boll, 1979]. It is achieved by subtracting the estimated power spectrum of noise from that of the input signal. In the original method, the spectral power of noise is estimated by heuristically calculating the average spectrum over some number of frames which
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Figure 4.18: Lowpass Filter Response (designed with Blackman window, Df=150Hz, Fs=44.1kHz)

Figure 4.19: Lowpass Filter Response (designed with Blackman window, Df=10Hz, Fs=44.1kHz)
are known to contain only noise. The phases of the instantaneous input signals are maintained and added to the subtraction results. In order to avoid having negative values in the frequency range, where the magnitude of estimated noise spectrum is greater than that of the instantaneous input signal, the resultant spectral components are replaced by zeros for these specific frequency bands. Other researchers also have suggested variations of the algorithms often in relation to speech intelligibility. For example, it was pointed out that the above original algorithm sometimes results in rapid change between frequency bands of spectrum causing another kind of noise, often named “musical noise”, which can interrupt the intelligibility of the processed signals. Therefore, some algorithms include additional procedures to reduce the effect of musical noise [Berouti et al., 1979].

For the current research, however, the intelligibility of the signals is less important. Instead, the ultimate purpose of employing any noise reduction algorithm is to improve either the overall recognition performance or computation efficiency. Therefore, if spectral subtraction is to be applied, the original algorithm may be sufficient depending on the outcomes of empirical studies using the collected data. During the experiment, it was assumed that the signals of interest are much greater level than that of noise, due to the assumption made earlier in Section 4.1.4. Since it is important to be able to reconstruct the signals once the subtraction is performed in the frequency domain, the estimated noise spectrum is found as the inter-quartile mean of standard DFT over some numbers of frames that are known to contain noise, rather than using the spectral power. This estimated noise is simply subtracted form the standard DFT of the input signal frame by frame, with 50% overlap between the consecutive frames to compensate for any discontinuities caused by the segmentation. Then the time domain signals are reconstructed from the resultant DFT. Note, both the amplitude and the phase of signals and the noise are treated together during the whole process. Figure 4.20 depicts the spectrum analysis of the original input signal of a truck passing by a microphone (blue, top line), the resultant signal
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after subtracting the estimated noise (red, middle), and estimated noise (black, bottom). It shows how the frequency components corresponding to the range, where the dominating part of the estimated noise appear, were attenuated after subtraction.

Figure 4.20: Effect of Spectral Subtraction on Acoustic Signal of a Truck

This outcome was compared with the windowed original signals, as shown in Figure 4.21 whereas the difference between the reconstruction (the subtraction results added to the estimated noise) and the original for the case is in Figure 4.22. As the scale of the y-axis of both graphs in Figure 4.22 indicates, the difference is fairly small. By observation of the graphs, it was decided to accept the algorithm as it was for the rest of the project as the reconstruction was satisfactory in a subjective judgement.

4.2.3 Wavelet Packet (WP) Noise Reduction

Wavelet transform is a powerful time-frequency signal analysis tool employed in many practical applications, particularly in the last two decades [Bentley and Mc-
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Figure 4.21: Effect of Spectral Subtraction on Acoustic Signal of a Truck

Figure 4.22: Difference Between the Original and Reconstructed Signal After Noise Subtraction
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Donnell [1994]. Compared to STFT, wavelet allows signal analysis localised in both time and frequency domains. The use of wavelets for reducing noise can be traced back to Grossmann and Morlet [Grossmann and Morlet, 1984], proving firstly the wavelet transform can be invertible as long as certain conditions are met and secondly that small variation made on the wavelet coefficients results in mathematically related variation of the signals reconstructed by the inverse transform; hence they have isomorphic property [Ramchandran and Vetterli, 1993]. Wavelet transform is discussed in more detail in Section 5.3.2.

WP analysis utilises a Quadrature Mirror Filter (QMF), which is a pair of lowpass and highpass filters constructed with “the same set of wavelet filter, but with altering signs and in reversed order” [Walczak and Massart, 1997, p.82]. Combined with down sampling, the signals are decomposed into high and low frequency components at each step. It is known to be effective in segmenting high frequency transient signals and low frequency more continuous ones. [Walczak and Massart, 1997] gives a comprehensive explanation of WP decomposition and reconstruction, particularly regarding noise reduction.

Noise reduction with WP has been studied in many applications including speech enhancement [Ghanbari and Karami-Mollaei, 2006]. In addition, it has been applied to vehicle signal enhancement by [Lopez et al., 1999], who provided a comprehensive explanation of the mechanism involved in both decomposition and reconstruction, together with a comparative list of different wavelet that may be suitable for the purpose. The general rules to be followed in applying such methods are that when the signals are decomposed by WP the parts of interest are seen in only some of the WP components having much higher coefficients. Thus, either eliminating (hard thresholding) or reducing the magnitude of coefficients according to a pre-defined rule (soft thresholding) those below the threshold results in removal of insignificant wavelet components in general term. For example, [Gurley and Kareem, 1999]
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provided a simple demonstration for both hard and soft thresholding.

It can be achieved by using WP decomposition of signal with using orthogonal or biorthogonal wavelet, and the hard thresholding procedures are summarised below.

(a) Perform wavelet decomposition of input signal using a QMF.

(b) Eliminate minor coefficients below the threshold by setting them to zeros.

(c) reconstruct the signal from the only maintained coefficients by using conjugates of QMF.

Finding the optimum threshold, thresholding method and indeed the wavelet for the application can be an exhausting task. For the current study, Donoho’s [Donoho, 1995] “universal threshold” (Equation 4.4), soft thresholding (Equation 4.5), with “db4” wavelet as well as “sln” rescaling in MATLAB were selected after some empirical study. The de-noising processing was performed with the MATLAB wavelet toolbox. Both equations were taken from [p.88][Walczak and Massart, 1997].

\[
\text{thr} = \sqrt{2 \log_2(N) \log_2(N)}
\]  

(4.4)

where, \(N\) is the signal length.

\[
\alpha_j = \begin{cases} 
0 & \text{if } |\alpha_j| < \text{thr} \\
\text{sign}(\alpha_j)(|\alpha_j| - \text{thr}) & \text{if } |\alpha_j| \geq \text{thr}
\end{cases}
\]

(4.5)

where, \(\alpha_j\) are the soft thresholding coefficients.

Needless to say, the results were widely influenced by the parameter settings. Figure 4.23 shows an example result obtained for a truck signal, in which some components were reduced from the signal after processing. Figure 4.24 is the same signal but segmented by Blackman window function instead of Hamming window.
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Figure 4.23: Example of WP Noise Reduction with Acoustic Signals of a Truck (top: original signal framed by a Hamming window, middle: WP noise reduction result, bottom: the difference. Frame Size=32768, Fs=44.1 kHz.)
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Figure 4.24: Example of WP Noise Reduction with Acoustic Signals of a Truck (top: original signal framed by a Blackman window, middle: WP noise reduction result, bottom: the difference. Frame Size=32768, Fs=44.1 kHz.)
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The effect of WP de-noising is perhaps too subtle to be evaluated by itself. Unfortunately, for pattern recognition study, the effect of noise reduction is not easily assessed without continuing further processing. The evaluation will be explained in Chapter 7.

4.3 Chapter Summary

The data collection method adopted for the current study has been introduced and some findings regarding examined signal pre-processing methods have been reported. Chapter 7 reports some of the findings of a comparative analysis of three noise reduction methods explained in this chapter; FIR Filtering, Spectral Subtraction and Wavelet Packet (Section 4.2). The purpose of this pre-processing is either to remove unwanted signals or to enhance the components of interest, or indeed both so as to improve the resultant performance accuracy plus computational cost and efficiency. In order for the research to be moved forward, some of the decisions for these parts needed to be made at a relatively early phase. However, the influence of these early decisions had to be re-considered repeatedly throughout the research although there was some limit such as time and resource in terms of what can be achieved. Some of that is reported in the rest of the thesis. Yet, it is also realised there are much more can be and need to be done about these aspects of pattern recognition system development. Perhaps, fully analysing the overall effects of each data collection or pre-processing method can become an exhaustive but very interesting research in itself.
Chapter 5

Feature Extraction

As described in Section 1.5, the purpose of including feature extraction algorithms in a pattern recognition systems is to gather a set of information that efficiently and optimally represents significant characteristics from the input data. A good feature extraction algorithm can reduce the overall data amount while retaining or enhancing signal characteristics inherent to each class in order to improve classification performance [Fukunaga 1990]. Therefore, for a successful system, it is essential to design an optimum algorithm, often unique to the requirements of each application, so that a specific target object can be detected and identified accordingly. It is a challenging but crucial task for this research to empirically understand which features are more suitable than others in order to develop an accurate vehicle recognition system.

There are a wide range of techniques that can be applied to the current study. Nonetheless, this chapter explains a selection of various feature extraction techniques recommended by other researchers, particularly with regard to their feasibility for the current acoustic and seismic vehicle recognition study. An ideal algorithm has a quality that allows feature vectors of one class to converge well while the distances between the vectors of different classes remain large in the feature space. Additionally, it is suggested that large dimension data could result in poor
generalisation [Hand, 1997]. If the algorithm can also perform the task with low cost and inexpensive computation, it can make it an excellent choice of feature extraction for the study. Hence, the analysis regarding various methods have been conducted from such a view point, and the outcome is discussed in Chapter 7.

Feature extraction techniques are often grouped into three categories in terms of the focused signal processing domain; such as the time, the frequency, and the time-frequency domains [Wang and Qi, 2002]. The rest of this chapter is arranged to describe studies of the selected feature extraction techniques in these domains. However, it should be noted that in processing of real-life vehicle signals collected for the research, features extracted by using a method categorised in the time domain here can maintain some frequency information, and vice versa.

### 5.1 Time Domain Techniques

Time domain signal processing techniques analyse input signals according to their waveforms, observed over a certain period of time; hence the focus is on the amplitude variation during a selected time period. Such techniques have been applied in various fields including speech processing [Benesty et al., 2008]. As discussed in Chapter 2, some vehicle classification studies [Mazarakis and Avaritiotis, 2007; Sobreira-Seoane et al., 2008] indicated the positive potential of some of time domain techniques. Nevertheless, it should be noted that there are some suggestions [Wang and Qi, 2002; Ding et al., 2006] that acoustic signal processing in the time domain may not be appropriate due to their susceptibility to environmental noise, meteorological noise, and Doppler effect. This section lists the time domain signal processing techniques, of which the author selected and studied for the current research, based on the findings of the literature survey.
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5.1.1 Envelope Analysis

Envelope analysis allows capturing the time domain amplitude variation over a period of time; hence, it is occasionally called “waveform detection”. It can be achieved by applying a lowpass filter with pre-defined cut off frequency [Bateman and Paterson-Stephens, 2002, p.317-319]. Envelope analysis can be useful at an early stage of algorithm development to grasp the approximate time domain attribute, rather than as a feature extraction method to be included in the final algorithm.

Some examples of envelope analysis are shown in Figure 5.1, which depicts the characteristic difference in acoustic signals of vehicles of different types. The graphs show the fairly repetitive but not exactly stationary quality of vehicle signals. Envelope analysis is a simple method whose observation of the outcome is done in the time domain; however, it can also illustrate some information regarding the frequency components. This truck signal seems to contain more low frequency components compared with that of the car. Although it is far from a detailed analysis, this may portray how some time domain techniques can also offer some useful facts about the frequency components without adding too much computational demand. This may encourage the use of a time domain feature extraction technique for the present study.

5.1.2 Zero-Crossing Rate (ZCR)

The techniques that count the number of the point at which the signal amplitude polarity alters during a pre-fixed length of time are usually referred to as “Zero-Crossing Count”. Usually a slightly more sophisticated variation ZCR or “Short-Time Average Zero-Crossing Rate” [Rabiner and Schafer, 1978, p.127], which is found by normalising the Zero-Crossing Count with the signal length along the time line, is employed in recognition studies [Sobreira-Seoane et al., 2008], because of
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Figure 5.1: Example of Acoustic Envelope Analysis of a Truck (top), a Car (middle) and Noise (bottom), Frame Size=32768, Fs=44.1kHz, Processed with a FIR Lowpass Filter with cut-off Frequency at 1 kHz, Df=400Hz.
the capability to adaptively examine signals of different lengths. This can be used as a compact indicator of the frequency components, particularly in case of treating signals with a narrow bandwidth [Rabiner and Schafer, 1978].

Figure 5.2 is examples of plotted graph showing ZCR collected from acoustic signals of just under 1 second long. Each ZCR value was calculated per a signal frame of 1024 sample long, segmented with 50% overlap.

Figure 5.2: Example of Acoustic ZCR of a Truck (top), a Car (middle) and Noise (bottom), Frame Size=1024 with 50% Overlap, Fs=44.1kHz.

### 5.1.3 Energy / Log Energy

When the amplitude at a sampling instant \( n \) is described as \( x[n] \), the energy of that signal can be found from the squared value of the amplitude, i.e. \( x^2[n] \). In practice
the summed energy value of signals of a fixed finite length frame may be employed to perform such analysis by using what Owens called “short-time energy function” \( E_m \) [Owens, 1993, p.70]; this can be described by Equation 5.1. Note the segmentation of the signals into a pre-fixed frame length is expressed as application of a rectangular windowing function \( W[m] \). Similarly, in order to obtain the average energy value over the frame [Atal and Rabiner, 1976], the short-time energy function may be divided by the number of samples per each frame, \( N \); as shown in Equation 5.2 [Owens, 1993, p.70].

\[
E_m = \sum_{n=1}^{N} (x[n] \cdot W[n - m])^2;
\]  

(5.1)

\[
E_m = \frac{1}{N} \sum_{n=1}^{N} (x[n] \cdot W[n - m])^2;
\]  

(5.2)

Atal and Rabiner [Atal and Rabiner, 1976] utilised the logarithmic value of the above energy in their speech recognition algorithm. To avoid having computation of logarithm of zero, a small constant value \( \epsilon \) (the example value used on their paper was \( 10^{-5} \)) was added to the summed energy value (Equation 5.3 [Atal and Rabiner, 1976, p.202]).

\[
E_s = 10 \cdot \log \left\{ \epsilon + \frac{1}{N} \sum_{n=1}^{N} (x[n] \cdot W[n - m])^2 \right\};
\]  

(5.3)

Figure 5.3 shows example graphs of collected logarithmic energy (Log Energy) of acoustic signals of just under 1 second long for each 1024 samples with 50% overlap. The logarithmic energy value has been applied to the vehicle detection algorithm of the present research, using seismic signals, and its discussion is included in Section 7.2.1.
Figure 5.3: Example of Acoustic Log Energy of a Truck (top), a Car (middle) and Noise (bottom), Frame Size=1024 with 50% Overlap, Fs=44.1kHz.
5.1.4 Time Domain Correlation

Crosscorrelation of signals is one of the simplest but most widely used time domain signal processing techniques that can be employed to measure the similarity between two sets of signals. For example, in radar target detection, correlation between transmitted signal and received signal may reveal target presence if a delayed transmitted signal (i.e. reflected signal) was captured within the received signal [Proakis and Manolakis, 1996; Ifeachor and Jervis, 2002; Kumar et al., 2005]. Crosscorrelation can be calculated by:

\[ R_{xy} = \sum_{n=-\infty}^{\infty} (x[n] \cdot y[n-k]); \quad \text{for } k = 0 \pm 1 \pm 2, \ldots \quad (5.4) \]

or equally,

\[ R_{xy} = \sum_{n=-\infty}^{\infty} (x[n+k] \cdot y[n]); \quad \text{for } k = 0 \pm 1 \pm 2, \ldots \quad (5.5) \]

where; \( k \) is delay (or the size of shifting)

\( x[n] \) and \( y[n] \) indicate samples at instant of each signal set.

Both of above were obtained from [Proakis and Manolakis, 1996, p.120].

Similarly, autocorrelation, which is crosscorrelation between the current sample and a shifted sample of the same signal, is often used to estimate the periodicity of the signal that may be hidden due to noise, for example. Autocorrelation has often been employed in speech pitch detection algorithms [Atal and Rabiner, 1976], but also the use of autocorrelation in estimation of engine firing rate for vehicle type recognition has been proposed [Thomas and Wilkins, 1970]. Instead of dealing with signals of infinite lengths as in the above Equations (5.4) and (5.5), usually short-time correlation, hence correlation of windowed signals, is calculated in practical applications. A short-time autocorrelation can be expressed as;
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\[ R_x x = \sum_{n=1}^{N} (x[n] \cdot w[n]) (x[n + k] \cdot y[n + k]) \text{; for } k = 0, 1, 2, \ldots \]  

(5.6)

where; \( k \) is delay (or the size of shifting)

\( w[n] \) is a windowing function

\( N \) is the size of a windowing function \( w[n] \)

(Obtained from Owens [Owens, 1993, p.58])

Figure 5.4 contains examples of autocorrelation collected from acoustic signals of just under 1 second long, normalised per each frame. Again, each calculation was performed over a frame of 1024 sample long, segmented with 50% overlap.

![Figure 5.4: Example of Normalised Acoustic Autocorrelation of a Truck (top), a Car (middle) and Noise (bottom), Frame Size=1024 with 50% Overlap, Fs=44.1kHz.](image)
5.1.5 Time Domain Signal Coding (TDSC)

TDSC has been developed with diverse applications, such as diagnosis of heart condition [Swarbrick, 2001], machinery maintenance [Lucking, 1997] and animal species identifications [Chesmore, 2001, 2004, 2007; Farr, 2007; Farr and Chesmore, 2007]. It has also been applied to a military vehicle recognition research using acoustic and seismic sensors [Mazarakis and Avaritsiotis, 2006], which demonstrated the optimistic outcome for those types of vehicles. TDSC was derived from King and Goslings’ research [King and Gosling, 1978], in which a time domain speech encoding technique was suggested. The original TES algorithm consisted of segmentation of speech signals into samples between two consecutive zero crossing in the time domain. Then, the duration (\(D\)), i.e. the number of samples per segment, and shape (\(S\)) information based on the number of complex zeros per segment were found. Finally, the TES algorithm was completed by determining the closest match from the two-dimension array codebook, according to the duration and the shape.

The standard TDSC [Chesmore, 2001] is also a time domain signal processing technique that focuses on waveform descriptors, generated purely in the time domain. However, unlike the TES, it no longer works with complex zeros, since it was found challenging but unnecessary [Chesmore, 2001]. Instead, the shape information of TDSC is represented by the number of minima per each segment. As there is some positive potential recognised in developing the TDSC algorithms further, research has continuously been carried out by either exploring variations of shape descriptors [Chesmore, 2001], constructing automated codebook generation algorithms [Swarbrick, 2001], or building algorithms that do not require a codebook [Farr, 2007].

For the current study TDSC was modified slightly simply to make later handling of the features easier for the author’s program. The shape (\(S\)) information was taken as number of positive maxima and negative minima instead of number of positive minima and negative maxima used in the original one so that there is no epoch with
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During the preliminary study with TDSC, it was found that the values observed for both the durations ($D$) and shapes ($S$) collected from each epoch of seismic vehicle signals were relatively higher than those of background noise (Figure 5.5).

![Figure 5.5: TDSC D-S Mapping of Seismic Signals from a Training Set, Frame Size=32768, Fs=44.1kHz.](image)

However, after collecting more data, it was realised such a tendency was not always true as shown in Figure 5.6, which depicts the mapping of $D$ and $S$ values obtained from the training set of two more recording sessions.

Then, as an example is shown in Figure 5.7, the following method was developed [Evans and Chesmore 2008].

(a) Extract duration per epoch ($D$) and number of either positive maxima or negative minima ($S$) over a frame of a fixed length.

(b) Multiply the $D$ value by $S$ value about each epoch.
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Figure 5.6: TDSC D-S Mapping of Seismic Signals from a Training Set, Frame Size=32768, Fs=44.1kHz.

Figure 5.7: TDSC Feature Extraction Example, Frame Size=32768, Fs=44.1kHz.
(c) Sort the $DS$ products per each epoch obtained by the multiplication in ascending order within a frame.

As seen in Figure 5.8, a plotted graph of this sorted $DS$ product tends to reach higher along the x-axis if greater number of epochs was found in a frame. On the other hand, having greater $S$ values results in extension of the graph along the y-axis. This allows the use of information regarding the number of epoch found over a frame as well as some relativity between $D$ and $S$ values without requiring preparation of a codebook, which was necessary but sometimes seen as the disadvantage of the original TDSC.

Figure 5.8: TDSC Sorted DS Products Example, Frame Size=32768, Fs=44.1kHz.

Once $DS$ products are collected from multiple sample signals, it emerged that these properties may help distinguishing signals between vehicles and noise, i.e. non-vehicles as in Figure 5.9. Note, the black dotted line was inserted only to help visually assigning the likely point for segmentation.

More investigation on this interesting aspects of TDSC features has been carried
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5.1.6 Linear Predictive Coding (LPC)

LPC is a feature extraction technique, which has often been applied to speech recognition studies. In the literature, several acoustic vehicle recognition papers listed LPC as their choice of technique. Although usually without enough evidence to support their arguments, these researchers stated the reasons why they made such choices as either that acoustic signals of a moving vehicle travelling at an almost constant speed are similar to those of human speech signals [Thomas and Wilkins, 1970], or that they were simply encouraged by the popularity and success of LPC proved particularly in unvoiced speech recognition [Nooralahiyan et al., 1997]. For this reason, feasibility of LPC for the current study was investigated. Section 7.3.4 discusses the findings, but first the theoretical background is introduced here.

It is widely recognised that LPC has become a powerful tool in speech processing since Atal and Hanauer showed its applicability in 1971 [Markel and Gray, 1976; Owens, 1993], although there are some other historical records regarding the be-
gining of the LPC development. LPC is based on the hypothesis that it is possible to predict the current signal sample value from a certain number of the preceding samples when the signal is more or less stationary. The basic principle of LPC is to find and update the weighting coefficients or also called (linear) predictor coefficients (e.g. typically at every 10ms to 30ms for speech coding), so that the difference between the actual sample value and the predicted sample value at an instant is minimised. It is realised that the function to achieve the above by minimising the squared differences between the predicted and the actual values is, after all, practically a set of filter coefficients [Makhoul, 1975b; Holmes and Holmes, 2001; Owens, 1993; Rabiner and Juang, 1993]. The advantages of LPC are described in reference such as [Rabiner and Juang, 1993]. Within those, the simple and relatively fast computation would be especially beneficial to this study.

There are two well-known methods used to calculate the coefficients generating the minimum prediction error: “autocorrelation method” and “covariance method”. These names were derived due to the fact that one of the LPC equations contains the same features as the autocorrelation formula, and another uses a covariance matrix in the calculation. Occasionally the covariance method is also called all-pole system because it has no zeros but only poles [Makhoul, 1975a; Rabiner and Schafer, 1978]. A comprehensive tutorial review [Makhoul, 1975b] explained the difference between the two methods; stating that the autocorrelation methods are suitable for stationary signals whereas the covariance methods are for non-stationary signals. However, it was also added that the former can be applied to signals that can be seen as stationary when analysed over a short time period. As mentioned before (Section 3.1.1), vehicle signals can be included in this category. In addition, the former is always stable unlike the latter. Hence, the autocorrelation method based on [Rabiner and Schafer, 1978] [Rabiner and Juang, 1993] was adopted to write a MATLAB function for the current research.
Parameter settings for the LPC order $p$ and the signal frame size strongly influence the outcome. Although much research regarding these have already been performed for speech signals processing, to the author’s knowledge, there is no established standard practice for the use in vehicle signal processing. Therefore, an empirical search for the best parameters based on the knowledge gained from the literature was conducted. The following is a list of some aspects considered while selecting the LPC order $p$.

- In speech recognition, $p$ is known to depend on the sampling frequency.
- In speech recognition, having one pole per each 1kHz plus additional 3 to 4 is common, representing formant frequencies.
- In speech recognition, increasing $p$ more than a certain level does not result in much of improvement but it only increases the computational demand.
- In speech recognition, $p$ is usually set a value between 8 and 12.
- The signal frequency range of interest is approximately between 180 and 8kHz, but the sampling frequency is 44.1kHz.

### 5.1.7 Co-Occurrence Matrix

The Co-Occurrence Matrix, which had been used actively in image processing particularly for texture analysis [Haralick et al., 1973], was first introduced to speech signal processing by Terzopoulos [Terzopoulos, 1985], who suggested that the Co-Occurrence Matrix could be exploited to advance what had already been known as “voiced/unvoiced/silence classification and pitch detection” algorithm [Atal and Rabiner, 1976] in speech signal processing research.

A Co-Occurrence matrix consists of a two-dimensional matrix that embodies frequencies of occurrence of particular amplitude pairs at a pre-defined “temporal lag” $k$ within a frame of $M$ samples, segmented by a windowing function $w[n]$. 

115
5.1. TIME DOMAIN TECHNIQUES

\[
    w[n] = \begin{cases} 
        1 & 0 \leq n \leq M - 1 \\ 
        0 & \text{otherwise} 
    \end{cases} \quad (5.7)
\]

Once the co-occurrence matrix is generated, the suggested five descriptors can be obtained to illustrate signal attributes;

f1: nonuniformity

\[
    f_1[\Phi(S_n, k)] = \sum_{i=0}^{Q-1} \sum_{j=0}^{Q-1} \phi_{ij}(S_n, k)^2; \quad (5.8)
\]

f2: entropy

\[
    f_2[\Phi(S_n, k)] = \sum_{i=0}^{Q-1} \sum_{j=0}^{Q-1} -\phi_{ij}(S_n, k) \cdot \log \phi_{ij}(S_n, k); \quad (5.9)
\]

f3: energy

\[
    f_3[\Phi(S_n, k)] = \sum_{i=0}^{Q-1} \sum_{j=0}^{Q-1} i^2 \phi_{ij}(S_n, k); \quad (5.10)
\]

f4: variation

\[
    f_4[\Phi(S_n, k)] = \sum_{i=0}^{Q-1} \sum_{j=0}^{Q-1} (i - j)^2 \phi_{ij}(S_n, k); \quad (5.11)
\]

f5: correlation

\[
    f_5[\Phi(S_n, k)] = \sum_{i=0}^{Q-1} \sum_{j=0}^{Q-1} \frac{i j \phi_{ij}(S_n, k) - \mu_x \mu_y}{\sigma_x \sigma_y}; \quad (5.12)
\]

where: \( \phi_{ij}(S_n, k) \) represents each cell of a co-occurrence matrix with
lag \( k \),

\( \mu_x \) is mean of row sums,

\( \mu_y \) is mean of columns sums,

\( \sigma_x \) is standard deviation of row sums,

\( \sigma_y \) is standard deviation of column sums,

\( Q \) is quantisation level.

(Equations from 5.7 to 5.12 are obtained from [Terzopoulos, 1985, p.5-7])

A MATLAB function has been written to generate a co-occurrence matrix of input signals and a plotted examples of collected co-occurrence matrix descriptors are shown in Figure 5.10. Finding the optimum parameters, such as the windowing function length \( M \), the lag \( k \) and the quantisation level \( Q \), can be a long task. Based on the previous studies using the method, the initial settings were chosen, but their variations and the consequence were examined. After some preliminary investigation, more parameter variations were tested, and the program was improved a little to increase speed of processing and memory efficiency. Results are discussed in Section 7.3.5.

5.2 Frequency Domain Techniques

Unlike the above time domain techniques, there are others suitable for examining the signal characteristics and their variations in the frequency domain. They are likely to be either derived from, or inspired by, the studies of Fourier Transform and/or auditory perception. For the latter, particularly regarding the frequency selectivity of mammalian hearing function studies led to the development of feature extraction techniques that can be beneficial to this research. It needs to be noted, however, that the use of frequency domain techniques for the current study can be discouraged by suggestions such as that acoustic signals generated by non military vehicles may not have distinctive narrow band harmonic structure, perhaps as
Figure 5.10: Example of Co-occurrence Matrix Descriptors Extracted from Acoustic Signal of a Truck (red), a Car (green) and Noise (blue), Frame Size=32768, Fs=44.1kHz.
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a result of the effort to reduce noise emission by the car manufacturers [Jacyna et al., 2005]. Nevertheless, this section describes the frequency domain techniques that have been applied to the similar research whose outcomes were encouraging (Chapter 2), together with some of their variations.

5.2.1 Spectrum Estimation

Spectrum estimation techniques are divided into two groups; non-parametric and parametric. In non-parametric analysis, firstly autocorrelation of a given sample data is calculated; then, where applicable, the harmonic structure of signals can be estimated by using transform functions. These transform functions are derived from the Fourier Series.

One of the most used transform methods in vehicle acoustic signal processing is the Discrete Fourier Transform (DFT) (Chapter 2), which was developed to treat discrete signals. In fact, the DFT is also one of the most popular and well studied choices for many applications [Jan, 2000]. Although this area of signal processing has been studied extensively by many researchers, perhaps not enough has been reported in relation to acoustic and/or seismic signals of moving vehicles, particularly for road vehicle recognition purposes. Therefore, this section describes a summary of findings obtained by examining usability of non-parametric spectrum estimation with DFT for the current study.

When performing non-parametric spectrum estimation and analysis, several issues need to be addressed and dealt with care, so as to obtain useful outcomes. Good explanation of such issues and their suggested solutions in general terms can be found in many signal processing text books [Brigham, 1974; Jan, 2000; Ifeachor and Jervis, 2002; Mulgrew et al., 2003]. Therefore, this is merely a summary of them with a specific focus on certain aspects which have particular influence on the present research. The first of which is the speed and efficiency of processing DFT.
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It is widely known that the FFT algorithm, developed by Cooley and Tukey in 1965 [Cooley and Tukey, 1965], can be employed to overcome this problem; as long as the signal length is a power of 2. Since the original proposal, the algorithm has been modified to achieve even better efficiency and speed in calculating. However, this is not within the scope of this thesis hence will not be expanded here any further.

The second is the problem occurring due to the necessity of processing segmented signals rather than that of infinite length in a real-life situation. The consequence is a problem known as spectral leakage, caused by a poor frequency resolution or termed as “coarse spectrum”, and it leads to inaccurate harmonic estimation.

In practice, signals are divided into fixed-length segments (or frames) before performing the transform. This frame length, if signals were to be processed as they were, determines both time resolution and frequency resolution of the analysis. However, it is known that the frequency resolution can be increased without distorting anything else by adding zeros on the signals, i.e. zero padding. Perhaps a more serious problem can be caused by the fact that DFT works on some assumptions; such as the target signals are circular signals. If signals were simply divided into a set of fixed length segments, it is practically the same as applying a rectangular window to the signal.

As it has been demonstrated in standard text books, this might lead to having discontinuity between the beginning and the end of a signal frame, and it will result in inaccurate spectral estimation, phenomena known as “spurious peaks” (exhibition of false peaks) and “spectral leakage” (disguised true peaks). Therefore, it is often the case that a more suitable windowing function should be applied before calculating DFT. In addition, applying a windowing function to overcome the spectral leakage can lead to another problem, known as “smearing”, which is the phenomenon caused by the main lobe widened while minimising the side lobe levels. Therefore, appropriately choosing a windowing function and its length is crucial to
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accomplishing a good spectrum estimation. Previous studies on the effect of some of well-known windowing functions [Harris, 1978] were consulted to identify the optimum windowing function and signal frame length.

Another problem in using DFT for feature extraction is that the resultant feature vectors have relatively large dimensions. Then, an algorithm developed for handwritten signature image recognition [Lam and Kamins, 1989] contains some interesting suggestions in dealing with DFT values for recognition. They firstly eliminated part of the resultant feature vectors and kept only that within the band range of interest after processing DFT. Secondly the resultant DFT values were normalised by “sample variance” [Lam and Kamins, 1989, p.40], which was the variance of each DFT value corresponding to the same frequency components over the one whole signature. The collected feature vectors were also accompanied by their “signal-to-noise ratio”, which was found as “the square of the mean divided by the standard deviation” [Lam and Kamins, 1989, p.42]. Perhaps, these ideas can be adopted for this acoustic and seismic vehicle signal recognition algorithm development in employing DFT. Nevertheless, due to the limitation of time, it will be left for the future study.

5.2.2 Filterbank or Subband Analysis

As previously mentioned in Section 1.1 human hearing has some ability to recognise types of approaching vehicles. A healthy adult with standard or acute auditory perception can often achieve high accuracy in recognising or estimating the approaching vehicle type by listening only. Therefore it was assumed that feature extraction techniques that have been developed based on the knowledge obtained in studies of human hearing should be beneficial to the current research. In this section, those techniques particularly relating to the “frequency selectivity”, or sometimes referred to as “frequency resolution” or “frequency analysis” [Moore, 2003, p.65], of human hearing are described. Within these terms, “frequency selectivity”
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is employed.

There have been many studies on the frequency selectivity of human hearing reported in literature. For example; in the late 19th century, Mayer [Mayer, 1876] published his findings in relation to the phenomenon, now known as “masking”. With such findings, Mayer stated that only sound with a lower pitch with some reasonable relative intensity can mask the other sound, and not in cases with higher pitch sound having the equally great relative intensity. This report by Mayer was rewarded with the best credit in early studies on masking by Wegel and Lane [Wegel and Lane, 1924], who studied the masking in terms of the intensities and frequencies of pure tones. Particularly, it was pointed out that masking was observed when the two tones are closer in frequency range.

In one of his publication; Fletcher [Fletcher, 1940] described his findings on auditory perception dynamic range. He secondly described the behaviour of the inner ear and auditory nerve in response to pure tones, followed by explanation of pure tone masking by using a “noise audiogram” [Fletcher, 1940, p.51]. Thirdly, together with some experimental results, he explained the relationship between the frequency of sound and the position at which the excitation occurs in the Basilar Membrane from the observation of wide band noise masking as well as the perceived pitch change based on the earlier studies [Wegel and Lane, 1924; Shower and Biddulph, 1931]. Moreover, also by following previous findings including his own [Fletcher, 1938a,b], he established the relationship between frequency and intensity of a tone as well as frequency, intensity and band width of masking noise. This finding of the rectangular filtering width “critical band width” [Fletcher, 1940, p.55] has led to much study in masking and frequency selectivity of human perception, including the development of “auditory filter” modelling. Detailed explanation about critical band and auditory filter, as well as their historical development can be found in [Greenwood, 1961a,b; Scharf, 1970; Moore and Glasberg, 1983; Patterson...
Many acoustic signal recognition researchers, particularly in speech or speaker recognition studies, have been developing feature extraction algorithms based on these findings. The use of a filterbank, or similarly subband signal analysis, in feature extraction were developed based on the study of the frequency selectivity of the basilar membrane in human inner ear. The algorithms often consist of filterbanks, in order to account for the auditory filter. Although it is sometimes seen as techniques in the time-frequency domain, filterbanks are included in this section because of this connection to the frequency selectivity.

There are variations in terms of structure (or scaling) of bandpass filtering; i.e. what frequency bands are covered by each set of filterbanks. It is possible to utilise a much simpler filterbank such as a uniform filterbank, consisting of a set of bandpass filters whose frequency range is equally spaced over the whole analysis band. On the other hand, the ranges or the positions of the centre frequencies of band pass filters in non-uniform filterbanks are not equal. Some algorithms use a logarithmic scale, others may be a combination of linear and logarithmic scaling. As previously described in Chapter 2, these feature extraction algorithms were suggested to benefit the current research.

MFCC analysis uses a mel-scale filterbank, whose centre frequency of each band is commonly set fixed at 100Hz up to 1000Hz and then increases logarithmically above the 1000Hz transition point. Frequently a triangular filterbank with total of 20 band pass filters is used. MFCC feature vectors in digital signal processing can be collected by the following procedures.

(a) The sampled and quantised input signals are segmented into frames of fixed length by a winding function.

(b) DFT is performed on each frame.
c) The log of the sum of the energy of DFT multiplied by the mel-scale filterbank filtering coefficient is calculated for each passband.

(d) The collected logarithmic values are often processed further to reduce dimension.

On the other hand, ERB filterbanks can be built by Equation 5.13 [Howard, 2006, p.76].

\[
ERB = 24.7 \times [(4.37 \times f_c) + 1] \text{Hz}
\]  

(5.13)

where; \(f_c\) is the filter centre frequency in kHz.

It is stated that the effects caused due to the scaling variations of critical band are “insignificant with regard to design of filterbanks for speech recognition purpose” [Rabiner and Juang, 1993, p.78]. In addition, ERB appeared to depict more distinguishable features than MFCC when they were studied with some randomly selected data of moving vehicles. Based on these as well as its simplicity in terms of calculation, it was decided to focus on ERB filterbanks.

Figure 5.11 shows graphs to compare some of the filterbank outputs collected from the real-life signals. Visually, it seems to depict some ability of ERB filterbanks to separate between truck and car signals, as well as the background noise. Nonetheless, filterbank method’s feature vectors have relatively high dimension; thus, it is assumed the use of it reduces the computation efficiency and processing speed for an automated recognition system.

5.3 Time-Frequency Domain Techniques

Techniques in the time-frequency domain can be advantageous, in particular, for analysing signals described as time-varying or non-stationary. As it has been pointed
Figure 5.11: Examples of ERB Filterbank Output Extracted from Acoustic Signal of a Truck (top), a Car (middle) and Noise (bottom), Frame Size=32768, Fs=44.1kHz. (The x-axis corresponds to each filterbank.)
out (Section 3.2); signals generated by moving vehicles can be included in this category. However as Heisenberg’s “inequality” [Wickerhauser, 1994; Gargour et al., 2009] based on the well-established “Uncertainty principle” [Cohen, 1995, p.44] indicates, there are trade-offs exist between the time resolution and the frequency resolution. If the time resolution is expressed as $\Delta t$, and the frequency resolution is noted as $\Delta f$, then the Equation 5.14 represents the relationship between the two, based on the uncertainty principle.

$$\Delta t \Delta f \geq \frac{1}{4\pi}$$  

(5.14)

Nevertheless, there have been much research carried out to establish such signal analysis techniques, which may be applicable to the current research. Many text books on time-frequency signals analysis have been published [Cohen, 1995; Deb, nath, 2001; Qian, 2002] for those wanting to know about both theoretical development and practical applications of the topic in general. In fact, it has grown to be a very large research area where numerous progresses are being reported. Nevertheless, readers should be noted that the following sections only cover the most relevant parts of the research so as to stay focused. For the present research, it is important to identify the techniques with a high potential in delivering accurate classification performance. Therefore, first of all, the literature was consulted (Chapter 2), and then secondly, several techniques were particularly selected for the current heuristic study based on the findings.

5.3.1 Short Time Fourier Transform (STFT)

STFT was introduced to improve the already existing standard DFT, so that a better timing localisation of spectral variation can be achieved while keeping the frequency resolution level. Cohen states STFT is “the most widely used” [Cohen, 1995, p.93] non-stationary signal analysis technique. STFT employs a fixed-length windowing function to split the time domain signals into smaller frames prior to
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processing DFT. Similar to the spectral estimation case (above [5.2.1]), this signal segmentation is treated by applying a pre-defined window function to the signals. Once again, a care must be taken regarding the choice of windowing function and its length on such signal segmentation, in order to avoid introducing too many artefacts that could potentially interfere the resultant analysis. In terms of the frame length, there is a minimum limit for achieving meaningful spectral estimation, depending the signal property [Cohen, 1995].

Although the timing information, which is at least better than DFT, is useful; the lack of flexibility regarding the window size is problematic [Gargour et al., 2009]. Particularly in non-stationary signal processing, STFT may be outperformed by other time-frequency methods such as wavelets transforms. Nevertheless, the literature review in Chapter 2 did not make it clear whether STFT could bring valuable benefit to the current research or not, hence some experimental study was performed to clarify the point. Consequently it was eliminated from the options for further investigation.

5.3.2 Discrete Wavelet Transform (DWT)

It is said “Time-frequency wavelets are suited most specifically, to the analysis of quasi-stationary signals” [Jaffard et al., 2001, p.7].

Readers interested in about the historical development of the theory should refer to many available books and articles on wavelet and related subjects; such as that by Jaffard et al. [Jaffard et al., 2001, chap.2]. One thing, which is clear to many is that the wavelet theory has been developed over so many decades in diverse fields; including mathematics, physics, geophysics, astronomy, and signal processing. Perhaps this infers its flexibility, which will be mentioned next. Similarly, applications for wavelet transform techniques can also be found in a wide range of studies; including audio processing, image processing (e.g., for classification and edge detec-
tion), seismology study, astronomy, biology and finance. In addition, the use of wavelet transform is not limited to feature extraction, or sometimes called “time-frequency spectral estimation” [Bentley and McDonnell, 1994, p.175] for classification, but also used as compression or noise reduction tools as introduced earlier in Section 4.2.3.

Compared to other methods in the time-frequency domain, such as STFT, wavelet transforms are known to achieve “a better trade-off between time and frequency resolution” [Gargour et al., 2009, p.60] due to the dilation and translation functions. Signals are analysed according to a set of (basis) functions that are either scaled or shifted versions of what often referred to as a “mother wavelet”, rather than performing analysis by a unified windowed sinusoid, as previously seen with the STFT (above 5.3.1). This additional freedom earned for a more sophisticated analysis has provided the now much appreciated progress in signal processing. As a result, high frequency components over a short time period and low frequency components over a longer time period can be captured simultaneously.

In fact, this ability to capture high frequency transient signals buried within continuous low frequency signals is perhaps the best selling point of the wavelet transform, compared to the conventional Fourier transform. For the current research, the signals of interest can be what are called pseudo-stationary signals; in other words, it is not very clear how useful it is for feature extraction purpose. Preliminary studies showed less positive outcomes compared to the others introduced here so far while the features have high dimension, and this is not ideal. However, for noise reduction at least, it may be useful to discriminate unwanted signals other than vehicles’ signals, such as wind noise and some transient noise that may be captured during recording. This is why noise reduction by wavelet transform, particularly wavelet packet algorithm, is mentioned in Section 4.2.3 of this thesis.
5.4 Chapter Summary

Based on the literature review in Chapter 2, various feature extraction techniques that may be beneficial to the present research have been discussed. These techniques are categorised according to the signal processing domains, in which each technique tends to have more impact on the outcomes. However, it should be noted here that in practical digital signal processing of moving vehicles, generally signals of a finite length are analysed, rather than that of infinite length. Hence the outcomes of the signal examination using a frequency domain method can contain some timing information regarding the particular signal segment. Also, the findings of a time domain method may have frequency information of the target signals that can be retrieved. Therefore, in selecting the optimum method, it is less important in which domain the techniques are categorised here. Instead, the practical feasibility of them, including how well the distinguishable features are extracted, computation speed and efficiency, are more crucial points to be considered. In such aspects, each technique has been analysed with real-life data collected. As a result, ZCR, Log Energy, Time Domain Correlation, LPC, TDSC, Co-Occurrence Matrix and ERB filterbanks are the selected options for further examination (Chapter 7).
Chapter 6

Decision Making

6.1 Dimensionality Reduction

Increasing the number of extracted features used to represent input data attributes, more than certain dimensions, can actually lead to poorer classification results, the phenomenon known as “the curse of dimensionality” [Duda and Hart 1973, p.95]. As many pattern recognition textbooks suggest [Bishop 1995; Webb 1999; Marsland 2009], inserting an appropriate dimension reduction algorithm to filter out the less salient elements of the collected feature vectors before processing the final decision making algorithms could improve overall recognition performance, in terms of accuracy and/or computational efficiency. Benefits of using such algorithms can be, for example, due to reduction of data amount or noise [Jain and Zongker 1997; Marsland 2009].

Although there are different views on grouping of such methods, as can be seen in [Koren and Carmel 2004] for example, that roughly two approaches can be taken to reduce the dimension of the feature vectors for such purposes. One is keeping a selected subset of the features by following some rules whilst discarding the rest before performing classification. Particularly when the extracted multiple features are correlated to each other, there are likely to be some redundant data included;
such a simple selection procedure can be beneficial to improving the operation outcomes. The reduction rules to be followed can be arbitrary, perhaps simply by a subjective choice of a developer; however, more sophisticated tactics are likely to bring more benefit. Needless to say, determining the optimum selection criteria is an important task for the resultant recognition performance as explained by Bishop [Bishop, 1995].

Another approach is the use of more complex dimensionality reduction algorithms, in terms of making the most of the available information. This entails applying some kind of transform algorithms in an attempt to integrate either the characteristics of the target data or the training data or the both, in order to acquire a better representation of the distinguishable, but sometimes hidden, signal attributes. Occasionally, such algorithms are seen as classifiers, rather than part of feature extraction, depending on the perception of or approach taken by the developer. In this chapter, as long as the focus is on reducing the data dimension for optimising the decision making performance, they are treated as independent dimension reduction algorithms.

Overall the common methods for dimensionality reduction are: unsupervised learning or clustering, PCA, LDA, NN, GA. This section explains these listed methods in terms of dimension reduction only. Please note; some of them reappear in the next section (Section 6.2) as clustering or classification algorithm, again with emphasis on those aspects.

6.1.1 Simple Selection

Simply selecting features can sometimes be valuable; for example when the feature vectors are too large, or available computation abilities do not match with the demand. In selecting the features to maintain for the succeeding data processing, algorithm developers can either follow some existing criteria or make their own. Although it depends on the complexity of the data in the spotlight as well as constraints
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due to other requirement, such as application and resource; ideally one should construct own criteria through experimental investigation.

6.1.2 Principal Components Analysis (PCA)

Vehicle acoustic signals and their features may contain a variety of unnecessary information for detection and recognition processes. PCA is also frequently referred to as Karhunen-Loeve (K-L) transform [Yen and Lin, 2000; Wu et al., 1999]. It is a linear method that maintains more significant parameters that vary more radically than others and are uncorrelated to each other, while reducing the dimension of the generated feature vector, hence reducing the data size [Wang and Qi, 2002].

The procedures for calculating PCA are explained next. Firstly, the mean values of all entries in each dimension of input data need to be calculated. Secondly, a “zero-mean matrix” of the input is generated by shifting values of the data matrix according to the mean values. Thirdly, a covariance matrix of the zero-mean matrix is acquired, then fourthly, its eigenvectors are determined. Next, these eigenvectors are sorted in a hierarchical order concerning magnitude of matching eigenvalues. Finally, to obtain the principal component of input data, the multiple dimension input data matrix of interest is multiplied by the eigenvector that corresponds with the largest eigenvalue. The number of eigenvectors to be employed at the final multiplication step can be increased depending on how much of original data should be maintained or in other words how many dimensions of data should be reduced [Bishop, 1995; Jolliffe, 2002; Wang and Qi, 2002; Singhal and Seborg, 2005].

Since the magnitude range of each descriptor varies, some scaling on the collected feature vectors may be required before any automated dimensionality reduction is processed. Perhaps normalising the values within the feature vector is necessary unless a better solution is found. These are examined in Chapter 7.
6.1.3 Linear Discriminant Analysis (LDA)

The use of LDA for reducing the dimension of the feature vectors can be seen as similar in a way to that of PCA although LDA employs supervised learning instead of unsupervised learning [Raymer et al., 2000; Tmer and Demir, 2005]; hence it has been called “adaptive dimensionality reduction” [Ding and Li, 2007]. The aim of LDA supervised learning algorithm is to obtain a transform function that maximises the class separability, or more precisely, the ratio between inter-class variability and intra-class variability, both accompanied by the probability distribution about all classes. It has been claimed that LDA may be more appropriate than above PCA for classification tasks [Yen and Lin, 2000; Yu et al., 2007]. LDA is also discussed in 6.2.1.

6.1.4 Neural Networks (NN)

NN inspired by functions of biological neurons, have been employed widely in nonlinear dimension reduction of feature vectors [Bishop, 1995; Lerner et al., 1999; Ture et al., 2007] since their first introduction to chemical engineering by Kramer [Kramer, 1991; Hsieh, 2001]. According to Ture et al. [Ture et al., 2007], it has been proved that PCA equivalence can be achieved by a one-layered linear NN. NN is also mentioned in 6.2.5.

6.1.5 Genetic Algorithm (GA)

Data dimension reduction with GA, an inspiration by the biological gene selection and evolution mechanisms seen in natural world, has often been called “feature selection” process [Raymer et al., 2000; Tmer and Demir, 2005] because GA selects a subset of feature vectors that maximally retains the quality of the original feature set with less dimensions unlike PCA which generates a new set of feature vectors with less dimensions from the original feature sets. Although the simplicity of GA algorithm is advantageous, the uncertainty caused due to the involvement of possi-
bly many either random or pseudo-random procedures is sometimes not desirable. This study has only limited time available for investigation thus such challenges by the uncertainty may not be solved appropriately. Therefore [GA] has been regarded as unsuitable for this study.

6.2 Clustering and Classification

In automated pattern recognition, the class to which a new observation belongs is determined by following pre-defined rules. There are a wide range of decision making techniques that have been developed and utilised for various pattern recognition applications in diverse fields; including finance, marketing, and healthcare as well as engineering. For a set of samples, automated pattern identification or recognition can be performed either by clustering or classification. Converging acquired input signals (or extracted features) according to the similarities or dissimilarities between them determined in proportion to a measurement, is called clustering. On the other hand, sorting new input signals one after another into finite number of groups by applying pre-established methods is called classification.

In order for such conversion or class separation to be achieved, often observation of training samples is required during development and implementation of a pattern recognition algorithm. Training samples are sets of data whose classes are already known; therefore can be used to modify an algorithm so as to improve recognition performance in terms of accuracy and processing efficiency. This algorithm modification process is called “learning”.

Machine learning can be categorised into three forms: supervised learning, unsupervised learning and reinforcement learning. Supervised learning incorporates target data, i.e. the ideal output for each training sample is known beforehand. Also, usually there is an associated error function or cost function that determines the
modification rules so that ideally the performance of the algorithm is improved progressively. Unsupervised learning does not make use of target data, instead the objectives may be to determine similarities and dissimilarities between available data, often in an attempt to estimate their distribution, and sometimes to predict the likelihood of which a new data belong to each of the finite categories formed in advance by using the training samples. Finally, reinforcement learning does not require target data, either; its focus is on whether the output is right or wrong regardless of how right or wrong it may be [Bishop, 1995; Duda et al., 2001].

Typically, clustering algorithms perform unsupervised learning; whereas both supervised and unsupervised learning can be seen in classification algorithms. For the decision making procedure in a pattern recognition algorithm such as the current research, including a classification method may be more appropriate. Nevertheless, clustering techniques can be beneficial during development processes in order to measure the class separability, or the usefulness in other words, of each method for pre-processing or feature extraction. The term that is commonly used to express how well an algorithm perform either classification or clustering tasks on a new unknown data is generalisation [Bishop, 1995]. Thus, in this section, techniques in both clustering and classification employed for the current study are to be explored together with their generalisation ability observed during the examination with some of the collected real-life data.

### 6.2.1 Linear Discriminat Analysis (LDA)

For a two-class example, [LDA] makes classification decision by comparing the probability of which the sample of interest belongs to one class against a threshold. If the probability is greater than the threshold, the sample is assigned to the class, otherwise it is classified to another class as expressed by Equations 6.1 to 6.3 [Bishop, 1995, p.38, eq.(2.13-2.15)].
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\[ y_k(x) = W_k^T x + w_{k0}, \quad (6.1) \]

where

\[ W_k^T = \mu_k^T \Sigma^{-1}, \quad (6.2) \]

\[ w_{k0} = -\frac{1}{2} \mu_k^T \Sigma^{-1} \mu_k + \ln P(C_k) \quad (6.3) \]

The above \( k \) is the number of classes, \( W \) and \( w_{k0} \) are usually called “weight vector” \cite{Nagy, 1968, p.204} and “threshold weight” \cite{Duda and Hart, 1973, p.131} respectively. \( C_k \) indicates the \( k \)-th class, and \( P(C_k) \) is a priori probability for class \( k \). It is based on the assumption that the each class distribution is an independent normal distribution, and the covariance of each class is equal.

The algorithm may be useful for assessing the feasibility of each feature extraction algorithm by using the training samples. However, it has limited practical use for automated classification of unknown data due to the relatively intensive computation requirement \cite{Jing et al., 2004} and its dependency upon samples to belong to the linearly separable distribution that can be indicated after training for each class \( k \) \cite{Zhu and Martinez, 2006}. As a result, LDA requires a large training samples that comprise the a priori distributions for the algorithm to produce good outcomes \cite{Peng et al., 2008}.

More advanced discriminant analysis methods have been suggested by many researchers \cite{Jing et al., 2004, Koren and Carmel, 2004, Zhu and Martinez, 2006, Peng et al., 2008}. Consequently, it is no longer distinguishable, in many respects, from some of other classification methods that also use statistical prior knowledge learned with training samples. Therefore its further explanation is omitted here.
6.2.2 K-means Algorithms

The simplicity of K-means clustering algorithm may be one of the biggest advantages; however its weakness is that the results can be easily influenced by the number of cluster centres and their initial positions [Anderberg, 1973; Hartigan, 1975; Duda et al., 2001]. In other words, finding both the best number of $K$ (number of clusters) and appropriate initial positions of these cluster centres is critical. Ray and Turi [Ray and Turi, 1999] have suggested a method to automatically determine the best number of $K$, combined with rules in positioning the new cluster centres when $K$ is increased. This proposal by Ray and Turi may inspire a better clustering result; especially when the samples are linearly separable in the sample space, but the ideal number of clusters is unknown because there are perhaps multiple cases that can be adopted. In such cases, the suggested measurement rules can be useful to determine the optimum $K$. Especially during the initial period of the project, it was utilised to analyse how good each feature extraction technique option can be by observing the best number of $K$ outputs by the algorithm. It was sometime useful but often the resultant values were too big to be adopted for developing an algorithm that best suits the study. Also, there are still some room for improvement. Perhaps more knowledge regarding sample distribution can be accompanied, if available, in deciding the positions of new clustering centres when the number of clusters is increased. Rather than simply splitting the cluster with maximum variance into two, thresholding based on intra-cluster distance could be included in such splitting.

6.2.3 k-Nearest-Neighbours (kNN)

kNN is a classification method, but uses similar idea as the above two. Its fundamental rule is that $k$ samples that are close to each other in the Euclidean space should belong to the same class. It is said to be accurate, however, it requires a high number of calculations to be processed with a large number of training samples and large feature vectors [Wang and Qi, 2002; Duarte and Hu, 2004; Xiao et al., 2006].
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6.2.4 Gaussian Mixture Model (GMM)

Mixture Models have been popular in speaker/speech recognition [Reynolds, 1995]. The commonest algorithm combines ML function with Gaussian distribution, hence GMM and its key advantage is its capability of modelling random distributions [Necioglu et al., 2005] for multiple-class classification. Nonetheless, because of such ability, GMM typically require large training samples [Temko and Nadeau, 2006].

The fundamental concept of GMM with ML in pattern recognition is that the feature vectors collected from all the possible samples are assumed to construct a normal distribution. In terms of training process, the developer firstly estimates distributions that are Gaussian for each class by using the samples available for training. Then, when processing the feature vectors collected from new unknown samples, the probabilities for the vectors to belong to each distribution are calculated. The class accompanying the highest probability to contain each of the new samples is predicted. Such a method is known as Expectation–Maximisation (EM) algorithm; formed by Dempster, Laird and Rubin [Dempster et al., 1977].

This algorithm can be very effective if one has access to every single sample that can exist as the distributions can be estimated accurately in such cases. Nevertheless, in practical vehicle recognition research, it is highly unlikely to be the case since there are so many factors that cause variations to the input characteristics (Chapter 3).

6.2.5 Artificial Neural Networks (ANNs)

Artificial Neural Networks (ANN), or simply NN is an extension of statistical pattern recognition [Bishop, 1995] inspired by the behaviour of biological neurons. The study of NN can be understood as what derived from Rosenblatt’s Perceptron [Vapnik, 2000]. There exist both supervised and unsupervised learning NN algorithms, and the algorithms usually employ some kind of error functions so as to
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improve their performance [Bishop, 1995; Looney, 1997; Haykin, 1999]. NNs can be categorised by the number of layers or by the training methodologies. From the wide range of NNs, LVQ has been selected for further investigation, based on the findings of previous research on acoustic vehicle recognition (Chapter 2) as well as other recognition studies.

(a) Learning Vector Quantisation (LVQ)

Self-Organising Feature Maps (SOFM), or often simply SOM, employs unsupervised, competitive learning. Once a winner neuron is decided, not only the weights of the winner but also that of the neighbouring neurons are updated according to the distance between the winning neuron and the rest; neurons that are close to the winner receive positive gain on their weights and weights of those that are far from the winner are decreased [Looney, 1997; Haykin, 1999]. LVQ is similar to the above SOFM except that LVQ uses target data during training procedures, in other words it stays in supervised mode while being trained. Although the original LVQ algorithm only updates the winner’s codebook vectors during training [Kohonen, 2001], many LVQ variations have been proposed since its first introduction, including those that update codebook vectors of multiple neurons with relatively good performance as well as the winner’s [Kohonen, 1990], or others that combine algorithms to optimise initialisation [Merelo et al., 1997]. Nevertheless, an interesting mathematical analysis of five variations of LVQ reported that the original LVQ performed better than the four others in terms of susceptibility to different initialisations and stability [Ghosh et al., 2006].

A previous study on acoustic recognition of insects using NN [Farr, 2007] showed a very good results by LVQ. Thus, after some experiments, LVQ became the choice for the current study.
6.2.6 Support Vector Machine (SVM)

[SVM] is a supervised learning classifier which aims to identify “the particular hyper-plane for which the margin of separation is maximised” [Haykin, 1999, p.320]. For a standard two-class linear classification algorithm, it performs under the following assumptions:

(a) Samples from two classes are linearly separable in their feature space.

(b) There exists a hyperplane that maximises the “margin”, or the sum of shortest distances between each sample point in each class and a linear line that separates two classes.

However, [SVM] can perform classification of non-linearly separable samples by applying a method known as “kernel mapping” [Burges, 1998]. Kernel mapping technique transfers the feature vectors in the feature space into a higher dimension space, in which the samples can be linearly separable [Gunn, 1997].

The possible disadvantages of SVM are that its training can be time consuming and also its high demand in memory [Umer and Khiyal, 2007]. [SVM] has been applied to a range of applications, including classification of indoor acoustic event [Temko and Nadeu, 2006] and automated acoustic wood condition monitoring in the transportation industry [Yella et al., 2007].

6.3 Chapter Summary

A selection of clustering and classification algorithms have been discussed together with some dimensionality reduction techniques that can be combined so as to improve the decision making performance for the system. Of course, there are so many others that have not been mentioned here but could be considered for the current study. Nonetheless, as it has been the case so far, these options were de-
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terminated based on the literature review outcomes and also findings of pilot studies
carried out during the relatively early stages of the project. Like many other algo-

rithms discussed so far, each of clustering, classification and indeed the method to
process collected feature vectors before performing decision making procedures has
various parameters that can be set and altered depending on the application. Unfor-
tunately for a developer, each parameter influences the results, therefore the more
parameters that need to be appropriately defined, the more challenges one may face
in order to find the best ones. Also similar to pre-processing and feature extraction
techniques, it is not easy to determine the feasibility of a decision making technique
on its own. Hence, in the next chapter, classification methods of choice; LVQ and
SVM are utilised with feature vectors extracted from the real-life signals.
An optimum system can be built by developing an algorithm that consists of some or perhaps all of those methods from each of the three steps that can be found in a pattern recognition system (Figure 1.2). In order to achieve that, one needs to establish a way of measuring the performance of each method and various combinations of multiple methods. It is crucial to find as optimum as possible parameter settings for each method. Some studies [Duin, 1996; Dietterich, 1998; Webb, 1999] have been carried out on the search for effective performance comparison approaches. Within these, one common ground accepted by researchers seems that there is no universal single approach to perfectly evaluating classification performance. It depends on the application, dataset, and other factors; even including the level of expertises of the developer. Consequently, the process introduces another level of uncertainty, which also needs to be addressed carefully during a research study like this one.

So far, many methods have been introduced for each of three main steps. If the purpose of this research was simply to create machines that can almost mimic human activities of classifying vehicle types, methods that were developed based on the knowledge regarding human activities would probably appear to be the best. However, the aim is to develop a highly accurate and efficient pattern recognition algorithm independent of human capabilities. Therefore, one should not be lim-
7.1 Evaluation Methods

When evaluating the performance of an automated recognition system, it is important to clarify how it is measured. Depending on the measurement, or the interpretation of the outcome, the results may imply different meanings. In terms of examining hypothesis in machine learning, there are some known and widely accepted performance measurements. Therefore this section introduces some of them, especially those seen to be appropriate for the current hypothesis testing.

7.1.1 Classification Error

The most common measurement used widely in machine learning is the “error rate” or “misclassification rate” [Hand, 1997, p.97] that indicates the ratio of how much of the sample data have been misclassified by an algorithm. Although it is simple and easy to use, sometimes the information given out by the error rate may not be enough for a developer to identify how to improve the performance. Also each misclassification is treated as equal, hence no consideration regarding the real risk is included. For example, for the current study, recognising background noise as an
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unauthorised moving vehicle (false alarm) and trigger some action to respond as a result, is seen as equally problematic as a case when the system recognise a vehicle actually intruding as background noise. Clearly depending on the application and purpose of implementing such a system, a suitable risk assessment regarding each misclassification case should be performed. Nonetheless, error rate is a useful tool during this development especially because not enough detail about application as well as precise objectives to deploy the system is determined yet.

During the evaluation, in most cases, collected data were split in two and they were referred to as training and validation sets [Bishop, 1995]. In order to avoid allowing the results to be too biased by the samples used for training, the validation set is only utilised to evaluate how well the classifier generalises with the previously unknown data. The data for the present study were collected at various locations at different recording sessions. As mentioned in Chapter 3, there are so many factors that could influence the signals characteristics, therefore, it was ensured the both training and validation set have almost equal balance in terms of the number of samples taken from each recording sessions for each class. This chapter presents the misclassification observed mainly for the validation set, but some times that for the training set is also indicated.

7.1.2 Cross-Validation

With cross-validation, the data set is divided into a finite number of sub groups, and a classifier is trained by almost all subset but one, and the one remaining subset plays the role of validation set. The same process is repeated until all the subsets take the validation part, then the average of each trial can be calculated. When there are few sample data available, cross-validation can be a valuable approach although a concern regarding over-fit has been raised for such methods [Webb, 1999].
7.1.3 Receiver Operation Characteristic (ROC) curve and Confusion Matrix

Receiver Operation Characteristic (ROC) curve and confusion matrix are both common methods utilised to visualise the classification results [Schalkoff, 1992; Fawcett, 2006]. With these, the true positive, true negative, false positive and false negative rate can be depicted. This information can be very useful especially when the risk for each case is known so that the performance can be assessed in relation to the risk.

7.1.4 Parameter Setting

For each of the methods investigated, findings in relation to variations of parameter settings were studied during the research. The frame length for the signal processing was also altered so that its effect could be inspected. Although experimental analysis was carried out with many other frame lengths as well, sometimes only those powers of 2 were preferred for comparison between methods, particularly those making use of an FFT algorithm. As discussed in the next section, a vehicle detection algorithm using seismic signals has been developed in the research. Therefore, the rest of the time was spent on developing a classification algorithm that could follow the detection since the overall structure shown in Figure 7.1 was roughly established. This subsequently placed an upper limit of the frame length for processing acoustic signals at 1 second; thus, investigation with longer frames were not considered.

The frequency components of interest are in the range between around a few hundred Hz and 8 kHz for acoustic whereas between 10Hz and 180 Hz for seismic signals. With a sampling frequency of 44.1 kHz, the lower end for the seismic signals, 10 Hz corresponds to 4410 samples per cycle whereas 245 samples per cycle for acoustic signal case, 180 Hz. Consequently, to achieve an organised illustration
Figure 7.1: Overall Structure of the Optimum System
of the results, the frame length variations for inspection whose results are presented in this chapter are usually: 32768, 16384, 8192 for seismic and 32768, 16384, 8192, 4069, 2048, and 1024 for acoustic signals. Two more options for both acoustic and seismic signals, such as 512 and 256 for the former and 4096 and 2048 for the latter, were initially employed as well, however, they were later eliminated as these did not appear to be significant.

7.1.5 Experimental Data

For evaluation, real-life acoustic and seismic data collected by using the method described in Section 4.1 were used. In order to identify the optimum methods for the current study, a range of training and validation sample sets were prepared. These samples were collected at 5 different locations over 6 recording sessions. As the author did not have access to the knowledge regarding vehicle models, engine types or size for almost all the samples, each passing by vehicle was observed manually and subjectively labelled during the recording; initially between saloon car, van, four-wheel drive, pick-up truck and bigger truck classes. Nonetheless, a concern was raised regarding the reliability of this labelling, especially about the three mid-range classes as they could be too dependent on the subjective judgement of personnel who is no expert of vehicles. Thus, two of the relatively distinguishable classes, saloon car (called cars from now on) and bigger truck (truck as the former) were chosen for the rest of this study.

Data collected at each recording session were analysed manually with WaveLab in order to prepare sample blocks of CPA each having one second long, i.e. 44100 samples, based on listening and observation of signal amplitude. Sample sets for background noise were also prepared.

There were fewer trucks than cars recorded during all the sessions. As Sampan [Sampan, 1997] pointed out, having unequal sample size for each class may result
in a biased analysis and indeed influences the measurement of the generalisation ability of a classifier. Although this bias can be useful to have when the expected size of each class population is already known for an application, this is not the case for the current study.

Therefore, some data sets were prepared with sample sets comprising an equal size for each class although it means many data were wasted during the development. Regarding car and noise classes for such cases, the same number of samples found for truck class at one recording session were randomly selected to match the sample size for all three categories. About half from each recording were used as training set. Tables 7.1 to 7.3 list the data set contents. Note, data set B was prepared by using part of those in set A. This is because some results of failure was discovered in the seismic data of recording session V, probably caused by travelling. Therefore results presented in this chapter for any classification examination involving seismic signal processing would be that of either data set B or C.

<table>
<thead>
<tr>
<th>Recording</th>
<th>Training Set A</th>
<th>Validation Set A</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Truck</td>
<td>Car</td>
</tr>
<tr>
<td>I</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>III</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>V</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>VI</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Total</td>
<td>54</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 7.1: Data Set A
Table 7.2: Data Set B

<table>
<thead>
<tr>
<th>Recording</th>
<th>Training Set B</th>
<th>Validation Set B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Truck</td>
<td>Car</td>
</tr>
<tr>
<td>I</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>III</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>V</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 7.3: Data Set C

<table>
<thead>
<tr>
<th>Recording</th>
<th>Training Set C</th>
<th>Validation Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Truck</td>
<td>Car</td>
</tr>
<tr>
<td>I</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>III</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>V</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>72</td>
</tr>
</tbody>
</table>

When a range of frame size were used, each frame was taken with 50% overlap from each of one second block CPA files segmented in advance with WaveLab. Table 7.4 lists how this affects the number of frames that were constructed of one CPA block, depending on the selected frame size.

Table 7.4: Frame Size and Number of Frames Per File (#Frames(s) per File) with 50% overlap

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>1024</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
<th>1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Frame(s) per File</td>
<td>1</td>
<td>4</td>
<td>9</td>
<td>20</td>
<td>42</td>
<td>85</td>
</tr>
</tbody>
</table>
7.1.6 Implementation

Algorithms have been implemented in MATLAB. Where an original function was written by the author, it was evaluated in either or both of the following ways;

(a) Comparison with a hand calculation.

(b) Comparison with the MATLAB built-in function.

7.2 Detection Algorithms

The reason why the fusion of acoustic and seismic signal processing became the option for the current research was, based on collected evidence, the use of seismic sensor was believed to enhance the performance of acoustic vehicle recognition system while adding little costs in terms of finance, time and computation (Chapters 1 to 3). In order to implement this in practice, collected seismic signals were examined, and features extracted from them were obtained. As a consequence, a vehicle detection algorithm that utilises seismic signals only was developed during the project, and this section reports about the findings.

The optimum system can have a structure such as in Figure 7.1 consisting of two steps, first for detecting vehicle existence and second to classify the vehicle. During the preliminary study, the high potential of an event detection algorithm consisting of seismic features obtained with Log Energy (Section 5.1.3) and TDSC (Section 5.1.5) was discovered. As well as their accuracy, these methods were especially preferred because of their advantages of simplicity and inexpensive computation.

7.2.1 Seismic Log Energy

If the energy function of acoustic signals is used, like others attempted [Sobreira-Seoane et al., 2008], the measurement of background noise level needs to be carried out under various conditions. Since acoustic signals can be more susceptible
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to many factors that could alter the characteristics; including the weather and the variation of human activities in the surrounding area during a day or over different seasons. The use of seismic signals on the other hand, may reduce the amount of measurement required to find a suitable threshold at a location although they are still influenced by some factors, such as humidity or dampness of the ground surface property (Section 3.2.3).

Figures 7.2 to 7.4 and Table 7.5 show Log Energy distribution and the statistical data (mean $\mu_{En}$, median $\tilde{x}_{En}$ and standard deviation $\sigma_{En}$) collected from the training set A for each of the 3 frame length variations with 50% overlap.

Figures 7.2 to 7.4 illustrate how useful the seismic Log Energy could be, for both vehicle detection and classification. For detection, SVMs were implemented using a SVM toolbox called LIBSVM [Chang and Lin, 2001] with RBF kernel on data set B. Note, this toolbox with the kernel was utilised for all the SVM analyses presented in the thesis. The results for each frame size is shown in Table 7.6.
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Figure 7.3: Distribution of Seismic Log Energy of Truck (top), Car (middle) and Noise (bottom), Frame Size=16384, Fs=44.1kHz.

Figure 7.4: Distribution of Seismic Log Energy of Truck (top), Car (middle) and Noise (bottom), Frame Size=8192, Fs=44.1kHz.
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### Table 7.5: Statistical Data of Seismic Log Energy: Truck, Car and Noise Samples in Training Set A.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Truck (seismic)</th>
<th>Car (seismic)</th>
<th>Noise (seismic)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_{E_n}$</td>
<td>$\tilde{x}_{E_n}$</td>
<td>$\sigma_{E_n}$</td>
</tr>
<tr>
<td>32768</td>
<td>-32.67</td>
<td>-35.47</td>
<td>7.59</td>
</tr>
<tr>
<td>16384</td>
<td>-33.17</td>
<td>-36.24</td>
<td>7.08</td>
</tr>
<tr>
<td>8192</td>
<td>-33.42</td>
<td>-36.55</td>
<td>7.11</td>
</tr>
<tr>
<td>4096</td>
<td>-33.64</td>
<td>-36.92</td>
<td>7.13</td>
</tr>
<tr>
<td>2048</td>
<td>-33.87</td>
<td>-37.12</td>
<td>7.10</td>
</tr>
</tbody>
</table>

Table 7.6: Detection Results by Seismic Log Energy Only

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Training Set B</th>
<th>Validation Set B</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>93.55 % (87/93)</td>
<td>92.86 % (78/84)</td>
</tr>
<tr>
<td>16384</td>
<td>93.82 % (349/372)</td>
<td>91.37 % (307/336)</td>
</tr>
<tr>
<td>8192</td>
<td>83.99 % (703/837)</td>
<td>82.14 % (621/756)</td>
</tr>
</tbody>
</table>

Table 7.7: Detection Results by Seismic Log Energy Only

With the bigger dataset C, slightly higher values were observed for all frame sizes (Table 7.7).

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Training Set C</th>
<th>Validation Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>98.08 % (306/312)</td>
<td>97.71 % (299/306)</td>
</tr>
<tr>
<td>16384</td>
<td>97.76 % (1220/1248)</td>
<td>97.39 % (1192/1224)</td>
</tr>
<tr>
<td>8192</td>
<td>97.79 % (2746/2808)</td>
<td>97.28 % (2679/2754)</td>
</tr>
</tbody>
</table>

Table 7.7: Detection Results by Seismic Log Energy Only

Although it is not 100 % accuracy that may be preferred for security applications, the results have demonstrated the positive outcomes of vehicle detection by seismic Log Energy only.

#### 7.2.2 Seismic TDSC Modification

For TDSC graphs (Figures 7.5 to 7.7) were compared by visual observation, so as to identify the best frame size setting for feature extraction.
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Figure 7.5: TDSC Sorted DS Products of Truck (red), Car (green) and Noise (black dotted line) of Seismic Signals from Training Set B. Frame Size=32768, Fs=44.1kHz.

Figure 7.6: TDSC sorted DS Products of Truck (red), Car (green) and Noise (black dotted line) of Seismic Signals from Training Set B. Frame Size=16384, Fs=44.1kHz.
Figure 7.7: TDSC Sorted DS Products of Truck (red), Car (green) and Noise (black dotted line) of Seismic Signals from Training Set B. Frame Size=8192, Fs=44.1kHz.

The blue dashed line in Figures 7.5 indicates the position of a suggested threshold for detecting vehicle signals. Although this empirical process to find the optimum threshold for detecting the presence of vehicle at an arbitrary location can be seen time consuming, it should be much easier than other detection algorithms using acoustic signals. Nonetheless, the smaller the frame size, the less apparent the optimum threshold point becomes. Another problem addressed was how to implement automated classification with this method as TDSC sorted DS products vary in length and range for each processed frame. Then, the following approach was established.

Once sorted DS product of each epoch is collected for a frame, it is used to generate a DS detection vector according to a set of pre-defined thresholds.

1) Determine a segmentation point in a plotted graph by observation as indicated earlier by the lines in Figure 7.5.

2) Collect the coordinate of the position against epoch (x-axis) and DS values (y-axis); as (Ξ, Υ).
(3) With the $\Xi$, firstly check whether the number of total epochs found in a frame is less than the threshold. If so, the frame is classed as vehicle.

(4) Secondly, see if the $\Xi_{th}$ entry of the sorted $DS$ values is greater than the $\Upsilon$. If so, the frame is classed as vehicle.

(5) Finally store a value in a $DS$ detection vector as below, based on the decisions made.

$$DSvector = \begin{cases} 
1 & \text{vehicle} \\
-1 & \text{nonvehicle} 
\end{cases} \quad (7.1)$$

$DS$ detection vector can be put into a classifier. Table 7.8 shows the SVM classification performance achieved by this seismic TDSC method only. The decline of the accuracy for the frame size 8192 could largely depend on the difficulty in setting the threshold values. Therefore, the use of larger frames would be recommended although it may depend on other conditions related to an application, such as type and speed of target vehicles since seismic signals of smaller (lighter) and fast moving vehicles tend not to last long, thus shorter frames can become an inevitable choice.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Training Set B</th>
<th>Validation Set B</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>93.55 % (87/93)</td>
<td>92.86 % (78/84)</td>
</tr>
<tr>
<td>16384</td>
<td>93.82 % (349/372)</td>
<td>91.37 % (307/336)</td>
</tr>
<tr>
<td>8192</td>
<td>83.99 % (703/837)</td>
<td>82.14 % (621/756)</td>
</tr>
</tbody>
</table>

Table 7.8: Detection Results by Seismic TDSC Only

The results were improved when the total amount of data was increased as shown in Table 7.9.
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#### 7.2.3 Combination of TDSC and Log Energy

It was sometimes found that the signals that were incorrectly classified by one method tended to be classified correctly by another. Hence, it was anticipated that combining these two methods together could yield a fairly accurate detection performance, hopefully better than either of the single method cases above. However, it is not trivial to identify the best weighting one should allocate to each method. Therefore, features collected from the two methods were passed onto a classifier as two-dimensional input as they were, one dimension for each.

Table 7.10 and 7.11 show the performance by SVM for data sets B and C, whereas Table 7.12 and 7.13 are those processed by LVQ with various node settings.

#### Table 7.9: Detection Results by Seismic TDSC Only

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Training Set C</th>
<th>Validation Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>98.08 % (306/312)</td>
<td>96.73 % (296/306)</td>
</tr>
<tr>
<td>16384</td>
<td>94.79 % (1183/1248)</td>
<td>94.44 % (1156/1224)</td>
</tr>
<tr>
<td>8192</td>
<td>88.68 % (2490/2808)</td>
<td>88.60 % (2440/2754)</td>
</tr>
</tbody>
</table>

#### Table 7.10: SVM Detection Results by Combination of Seismic Log Energy and TDSC. Data Set B.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Training Set B</th>
<th>Validation Set B</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>95.70 % (89/93)</td>
<td>92.86 % (78/84)</td>
</tr>
<tr>
<td>16384</td>
<td>93.28 % (347/372)</td>
<td>91.37 % (307/336)</td>
</tr>
<tr>
<td>8192</td>
<td>90.44 % (757/837)</td>
<td>88.89 % (672/756)</td>
</tr>
</tbody>
</table>

#### Table 7.11: SVM Detection Results by Combination of Seismic Log Energy and TDSC. Data Set C.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Training Set C</th>
<th>Validation Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>98.72 % (308/312)</td>
<td>97.71 % (299/306)</td>
</tr>
<tr>
<td>16384</td>
<td>97.76 % (1220/1248)</td>
<td>97.47 % (1193/1224)</td>
</tr>
<tr>
<td>8192</td>
<td>97.83 % (2747/2808)</td>
<td>97.28 % (2679/2754)</td>
</tr>
</tbody>
</table>
Table 7.12: LVQ Detection Results by Combination of Seismic Log Energy and TDSC. Data Set B, Frame Size=32768.

<table>
<thead>
<tr>
<th>Node</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>100%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
</tr>
<tr>
<td>Validation</td>
<td>96.43%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
<td>66.67%</td>
</tr>
</tbody>
</table>

Table 7.13: LVQ Detection Results by Combination of Seismic Log Energy and TDSC. Data Set C, Frame Size=32768.

<table>
<thead>
<tr>
<th>Node</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>94.55%</td>
<td>98.72%</td>
<td>98.72%</td>
<td>98.72%</td>
<td>98.72%</td>
<td>99.68%</td>
<td>97.75%</td>
<td>98.72%</td>
</tr>
<tr>
<td>Validation</td>
<td>95.76%</td>
<td>97.71%</td>
<td>97.71%</td>
<td>97.71%</td>
<td>97.71%</td>
<td>99.02%</td>
<td>96.41%</td>
<td>97.71%</td>
</tr>
</tbody>
</table>

By comparing these tables, first of all, a part from Table 7.12 generally high accuracies were attained. At the same time, Table 7.12 perhaps indicates susceptibility of LVQ to the influence by the dataset inequality when the data size is smaller.

Another experiment was also designed and carried out with SVM to find how the recording conditions influence these results about signals recorded during a single session, regarding 4 different sessions. Since there were not many samples available for each recording, 4-fold cross-validation was conducted. Table 7.14 shows the construction of the data set for each recording as well as the average achieved. The results seem to show little difference between signals collected during at least three out of four sessions although the discrepancy observed particularly for session II could be due to the smaller data size.

<table>
<thead>
<tr>
<th>Recording</th>
<th>#Vehicles</th>
<th>#Noise</th>
<th>Training Average</th>
<th>Validation Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>135</td>
<td>38</td>
<td>99.61 %</td>
<td>99.40 %</td>
</tr>
<tr>
<td>II</td>
<td>29</td>
<td>65</td>
<td>79.00 %</td>
<td>71.29 %</td>
</tr>
<tr>
<td>III</td>
<td>113</td>
<td>116</td>
<td>94.76 %</td>
<td>88.72 %</td>
</tr>
<tr>
<td>IV</td>
<td>23</td>
<td>155</td>
<td>98.69 %</td>
<td>95.39 %</td>
</tr>
</tbody>
</table>

Table 7.14: SVM Detection Results by Combination of Seismic Log Energy and TDSC. 4-fold Cross-Validation for Each Recording Session. Data Set B, Frame Size=32768.

As introduced earlier in Section 4.2 a noise reduction algorithm can improve the
results by reducing unwanted signals varied within the seismic data. For these methods, performance with spectral subtraction (Section 4.2.2) was compared with that of the combination of spectral subtraction plus FIR lowpass filtering (Section 4.2.1). It was found using only the spectral subtraction of estimated noise was more effective in enhancing the distinguishable characteristics of those collected features.

7.3 Classification Algorithms

7.3.1 Zero-Crossing Rate (ZCR)

The feasibility of ZCR (Section 5.1.2) was investigated with the collected data, and Figure 7.8 depicts the distribution taken from the acoustic training data set A with frames of 32768 samples.

![Figure 7.8: Distribution of Acoustic ZCR of Truck (top), Car (middle) and Noise (bottom), Frame Size=32768, Fs=44.1kHz.](image)

From an observation of the Figure 7.8, it was noticed ZCR of noise appears to be more wide spread over the range than either truck or car signal. However, both truck and car seem to occupy similar regions, which may imply little possibility to seg-
ment signals of these two classes one from another by using only \( ZCR \). Such distributions were examined for various frame sizes and with a range of pre-processing methods. It was found they all tend to show similar results on graphs (Appendix B.1). Then, some statistical data such as the mean \( \mu_{ZCR} \), median \( \tilde{x}_{ZCR} \), standard deviation \( \sigma_{ZCR} \) about \( ZCR \) collected from the training set are listed in Table 7.15.

<table>
<thead>
<tr>
<th>Frame</th>
<th>Truck (acoustic)</th>
<th>Car (acoustic)</th>
<th>Noise (acoustic)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu_{ZCR} )</td>
<td>( \tilde{x}_{ZCR} )</td>
<td>( \sigma_{ZCR} )</td>
</tr>
<tr>
<td>32768</td>
<td>0.0586</td>
<td>0.0566</td>
<td>0.01</td>
</tr>
<tr>
<td>16384</td>
<td>0.0577</td>
<td>0.0550</td>
<td>0.01</td>
</tr>
<tr>
<td>8192</td>
<td>0.0575</td>
<td>0.0547</td>
<td>0.01</td>
</tr>
<tr>
<td>4096</td>
<td>0.0572</td>
<td>0.0542</td>
<td>0.02</td>
</tr>
<tr>
<td>2048</td>
<td>0.0566</td>
<td>0.0542</td>
<td>0.02</td>
</tr>
<tr>
<td>1024</td>
<td>0.0552</td>
<td>0.0527</td>
<td>0.02</td>
</tr>
<tr>
<td>512</td>
<td>0.0529</td>
<td>0.0508</td>
<td>0.02</td>
</tr>
<tr>
<td>256</td>
<td>0.0458</td>
<td>0.0430</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 7.15: Statistical Data of Acoustic ZCR: Truck, Car and Noise Samples in Training Set A.

These data indicate how \( ZCR \) of acoustic signals may be beneficial to detecting vehicle presence before performing classification. At the same time, the ability to separate between trucks and cars with \( ZCR \) may not be good. It is also hard to identify the best frame size for this feature by these data only. Figure 7.9 and Table 7.16 present the same type of information for those extracted from the seismic signals. Graphs for other frame size variations can be found in Appendix B.1. Although it is not so clear in the distribution figure, the statistical data may imply some good potential of seismic \( ZCR \) for classification.

### 7.3.2 Energy / Log Energy

Figure 7.10 and Table 7.17 show graphical examples of the acoustic Log Energy distribution and their statistical data collected from the training set A. Again, other graphs can be found in Appendix B.2.
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Figure 7.9: Distribution of Seismic ZCR of Truck (top), Car (middle) and Noise (bottom), Frame Size=32768, Fs=44.1kHz.

<table>
<thead>
<tr>
<th>Frame</th>
<th>µ_{ZCR}</th>
<th>\bar{x}_{ZCR}</th>
<th>\sigma_{ZCR}</th>
<th>µ_{ZCR}</th>
<th>\bar{x}_{ZCR}</th>
<th>\sigma_{ZCR}</th>
<th>µ_{ZCR}</th>
<th>\bar{x}_{ZCR}</th>
<th>\sigma_{ZCR}</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>0.064</td>
<td>0.003</td>
<td>0.08</td>
<td>0.112</td>
<td>0.013</td>
<td>0.12</td>
<td>0.216</td>
<td>0.277</td>
<td>0.13</td>
</tr>
<tr>
<td>16384</td>
<td>0.062</td>
<td>0.004</td>
<td>0.08</td>
<td>0.110</td>
<td>0.012</td>
<td>0.12</td>
<td>0.216</td>
<td>0.276</td>
<td>0.14</td>
</tr>
<tr>
<td>8192</td>
<td>0.063</td>
<td>0.04</td>
<td>0.08</td>
<td>0.111</td>
<td>0.013</td>
<td>0.12</td>
<td>0.217</td>
<td>0.277</td>
<td>0.14</td>
</tr>
<tr>
<td>4096</td>
<td>0.063</td>
<td>0.004</td>
<td>0.08</td>
<td>0.112</td>
<td>0.014</td>
<td>0.13</td>
<td>0.218</td>
<td>0.274</td>
<td>0.14</td>
</tr>
<tr>
<td>2048</td>
<td>0.064</td>
<td>0.004</td>
<td>0.08</td>
<td>0.112</td>
<td>0.015</td>
<td>0.13</td>
<td>0.218</td>
<td>0.269</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 7.16: Statistical Data of Seismic ZCR: Truck, Car and Noise Samples in Training Set A.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>µ_{En}</th>
<th>\bar{x}_{En}</th>
<th>\sigma_{En}</th>
<th>µ_{En}</th>
<th>\bar{x}_{En}</th>
<th>\sigma_{En}</th>
<th>µ_{En}</th>
<th>\bar{x}_{En}</th>
<th>\sigma_{En}</th>
</tr>
</thead>
<tbody>
<tr>
<td>32768</td>
<td>-31.49</td>
<td>-32.31</td>
<td>5.38</td>
<td>-34.14</td>
<td>-34.92</td>
<td>4.23</td>
<td>-39.97</td>
<td>-39.99</td>
<td>0.05</td>
</tr>
<tr>
<td>16384</td>
<td>-31.53</td>
<td>-32.89</td>
<td>5.67</td>
<td>-34.31</td>
<td>-35.48</td>
<td>4.34</td>
<td>-39.97</td>
<td>-39.99</td>
<td>0.05</td>
</tr>
<tr>
<td>8192</td>
<td>-31.73</td>
<td>-33.25</td>
<td>5.70</td>
<td>-34.48</td>
<td>-35.70</td>
<td>4.33</td>
<td>-39.97</td>
<td>-39.99</td>
<td>0.05</td>
</tr>
<tr>
<td>4096</td>
<td>-31.92</td>
<td>-33.47</td>
<td>5.71</td>
<td>-34.61</td>
<td>-35.91</td>
<td>4.32</td>
<td>-39.97</td>
<td>-39.99</td>
<td>0.05</td>
</tr>
<tr>
<td>2048</td>
<td>-32.03</td>
<td>-33.62</td>
<td>5.72</td>
<td>-34.68</td>
<td>-35.99</td>
<td>4.31</td>
<td>-39.97</td>
<td>-39.99</td>
<td>0.06</td>
</tr>
<tr>
<td>1024</td>
<td>-32.10</td>
<td>-33.65</td>
<td>5.72</td>
<td>-34.72</td>
<td>-36.04</td>
<td>4.32</td>
<td>-39.97</td>
<td>-39.99</td>
<td>0.06</td>
</tr>
<tr>
<td>512</td>
<td>-32.16</td>
<td>-33.75</td>
<td>5.74</td>
<td>-34.77</td>
<td>-36.10</td>
<td>4.32</td>
<td>-39.97</td>
<td>-39.99</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 7.17: Statistical Data of Acoustic Log Energy: Truck, Car and Noise Samples in Training Set A.
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The figure shows that it may be useful to separate between vehicles and noise, secondly Log Energy of some trucks reach higher values than that of most cars, as it can be read from the difference in the statistical data. However, Log Energy of truck and cars are not linearly separable with all examined frame size variations.

7.3.3 Time Domain Correlation

The distribution of normalised autocorrelation is seen in Figure 7.11 and Table 7.18 shows statistical data (mean $\mu_{Cor}$, median $\tilde{x}_{Cor}$ and standard deviation $\sigma_{Cor}$) for normalised autocorrelation, both extracted from the acoustic signals in training set A.

The collected features do not seem to exhibit any distinguishable characteristics between different classes. Instead, they show how most of the signals possess high autocorrelation property, apart from some noise samples. This suggest the correlation method can bring little benefit to the present research.
Table 7.18: Statistical Data of Acoustic Autocorrelation: Truck, Car and Noise Samples in Training Set A.
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Figure 7.12: Distribution of Seismic Normalised Autocorrelation of Truck (top), Car (middle) and Noise (bottom), Frame Size=32768, Fs=44.1kHz.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>Truck (seismic)</th>
<th>Car (seismic)</th>
<th>Noise (seismic)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_{Cor}$</td>
<td>$\mu_{Cor}$</td>
<td>$\mu_{Cor}$</td>
</tr>
<tr>
<td>32768</td>
<td>0.948</td>
<td>0.866</td>
<td>0.700</td>
</tr>
<tr>
<td>16384</td>
<td>0.947</td>
<td>0.865</td>
<td>0.694</td>
</tr>
<tr>
<td>8192</td>
<td>0.944</td>
<td>0.861</td>
<td>0.688</td>
</tr>
<tr>
<td>4096</td>
<td>0.942</td>
<td>0.859</td>
<td>0.679</td>
</tr>
<tr>
<td>2048</td>
<td>0.939</td>
<td>0.856</td>
<td>0.666</td>
</tr>
</tbody>
</table>

Table 7.19: Statistical Data of Seismic Autocorrelation: Truck, Car and Noise Samples in Training Set A.

7.3.4 Linear Predictive Coding (LPC)

A comparative study on 2-class (between trucks and cars) classification ability of LPC coefficients and the minimum error with different order $p$; such as 12, 24, 36, and 48, combined with various pre-processing methods and frame sizes, as listed in Table 7.20 was conducted.

This experiment was carried out with SVM using RBF kernel on data set A. Once
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<table>
<thead>
<tr>
<th>Pre-processing Method</th>
<th>Frame Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window Framing</td>
<td>32768</td>
</tr>
<tr>
<td>FIR filter</td>
<td>16384</td>
</tr>
<tr>
<td>Spectral Subtraction</td>
<td>8192</td>
</tr>
<tr>
<td>Wavelet Packet</td>
<td>4096</td>
</tr>
<tr>
<td>Spectral Subtraction &amp; FIR filter</td>
<td>2048</td>
</tr>
<tr>
<td>n/a</td>
<td>1024</td>
</tr>
</tbody>
</table>

Table 7.20: List of Pre-Processing and Frame Size Variations

collected, the feature vectors were either, input into the classifier as they were, normalised to -1 and 1 range, or reduced to 3-dimension by PCA before classification. Consequently, the following was found to be better than the others.

- LPC order $p$: either 12 or 24.
- Pre-processing method: spectral subtraction of estimated noise.
- Frame Size: either 32768, 16384, or 8192; with subtle difference with others.
- Pre-classification treatment: either no processing or normalised to -1 and +1.

Table 7.21 and 7.22 show the achieved validation accuracy for the best and worst cases respectively. Since the higher the order $p$, the greater the computational demand, the best and worst choices of $p$ were determined as 12 and 48 correspondingly.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
<th>1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>78.70%</td>
<td>73.28%</td>
<td>73.64%</td>
<td>72.35%</td>
<td>71.24%</td>
<td>70.35%</td>
</tr>
<tr>
<td>normalised</td>
<td>75.93%</td>
<td>72.06%</td>
<td>67.32%</td>
<td>65.74%</td>
<td>65.27%</td>
<td>67.88%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>52.94%</td>
<td>73.28%</td>
<td>70.48%</td>
<td>43.87%</td>
<td>70.59%</td>
<td>69.23%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>74.07%</td>
<td>71.08%</td>
<td>70.81%</td>
<td>69.71%</td>
<td>70.05%</td>
<td>51.22%</td>
</tr>
</tbody>
</table>

Table 7.21: LPC (p=12) Classification (2-class) Results with Spectral Subtraction Only. (The numbers in brackets for PCA indicate the number of principle components kept.)
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<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
<th>1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>50.00%</td>
<td>48.28%</td>
<td>47.39%</td>
<td>47.50%</td>
<td>48.55%</td>
<td>51.28%</td>
</tr>
<tr>
<td>normalised</td>
<td>50.98%</td>
<td>55.15%</td>
<td>54.14%</td>
<td>55.74%</td>
<td>53.64%</td>
<td>53.82%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>52.94%</td>
<td>51.47%</td>
<td>51.63%</td>
<td>52.01%</td>
<td>54.30%</td>
<td>55.67%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>54.90%</td>
<td>56.37%</td>
<td>52.51%</td>
<td>52.01%</td>
<td>48.95%</td>
<td>48.09%</td>
</tr>
</tbody>
</table>

Table 7.22: LPC (p=48) Classification (2-class) Results with Spectral Subtraction plus FIR Filtering. (The numbers in brackets for PCA indicate the number of principle components kept.)

LPC coefficients with $p = 12$ were also classified by LVQ using mean squared error and three variations of learning rate (in the “Rate” column), as shown in in Table 7.23 (for frame size 32768) and 7.24 (for 16384).

<table>
<thead>
<tr>
<th>Rate</th>
<th>10 nodes</th>
<th>20 nodes</th>
<th>30 nodes</th>
<th>40 nodes</th>
<th>50 nodes</th>
<th>60 nodes</th>
<th>70 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>69.61%</td>
<td>71.57%</td>
<td>67.65%</td>
<td>69.61%</td>
<td>57.84%</td>
<td>73.53%</td>
<td>61.76%</td>
</tr>
<tr>
<td>0.01</td>
<td>70.59%</td>
<td>67.65%</td>
<td>67.65%</td>
<td>73.53%</td>
<td>71.57%</td>
<td>68.63%</td>
<td>69.61%</td>
</tr>
<tr>
<td>0.02</td>
<td>70.59%</td>
<td>73.53%</td>
<td>73.53%</td>
<td>74.51%</td>
<td>66.67%</td>
<td>73.53%</td>
<td>69.61%</td>
</tr>
</tbody>
</table>

Table 7.23: LPC (p=12) LVQ Classification (2-class) Results with Spectral Subtraction Pre-Processing, Frame Size=32768.

<table>
<thead>
<tr>
<th>Rate</th>
<th>10 nodes</th>
<th>20 nodes</th>
<th>30 nodes</th>
<th>40 nodes</th>
<th>50 nodes</th>
<th>60 nodes</th>
<th>70 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>66.91%</td>
<td>69.85%</td>
<td>68.63%</td>
<td>70.10%</td>
<td>69.85%</td>
<td>69.36%</td>
<td>68.38%</td>
</tr>
<tr>
<td>0.01</td>
<td>69.17%</td>
<td>68.14%</td>
<td>67.65%</td>
<td>69.61%</td>
<td>64.65%</td>
<td>66.42%</td>
<td>67.89%</td>
</tr>
<tr>
<td>0.02</td>
<td>67.40%</td>
<td>66.18%</td>
<td>64.46%</td>
<td>66.91%</td>
<td>66.67%</td>
<td>65.93%</td>
<td>67.16%</td>
</tr>
</tbody>
</table>

Table 7.24: LPC (p=12) LVQ Classification (2-class) Results with Spectral Subtraction Pre-Processing, Frame Size=16384.

Example confusion matrix and ROC are shown in Table 7.25 and Figure 7.13 respectively for LVQ classification. They both indicate how the classifier’s output was biased towards one class.

It is known that LPC feature extraction algorithm is suitable for “estimating the basic speech parameters, e.g. pitch, formants, spectra, vocal tract area functions” [Rabiner and Schafer 1978, p.396]. As it has been mentioned in Chapter 2, LPC was
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<table>
<thead>
<tr>
<th>Target Class: Truck</th>
<th>Target Class: Car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Class: Truck</td>
<td>30</td>
</tr>
<tr>
<td>Output Class: Car</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 7.25: Example Confusion Matrix of LPC LVQ Classification (2-class) with Spectral Subtraction Pre-Processing, Node=40, Learning Rate=0.01, Frame Size=32768.

Figure 7.13: Example ROC curve of LPC LVQ Classification (2-class) with Spectral Subtraction Pre-Processing, Node=40, Learning Rate=0.01, Frame Size=32768.
used in other vehicle recognition studies. Some researchers stated acoustic signals
of vehicles are similar to that of speech. Nevertheless, to the author’s knowledge, no
scientific justification for such argument was offered so far, and many simply men-
tioned the popularity and positive prospects demonstrated in speech recognition.
The relatively good results shown above with LPC, however, may relate to what has
been shown in Section 4.2 regarding the observation of resonance in some truck
and car signals.

7.3.5 Co-Occurrence Matrix

Three of the five descriptor functions, in particular, showed some positive outcome
of the co-occurrence matrix during the preliminary study. However, with more data,
inferior performance was observed with the method.

Using the variations listed in Table 7.20 a search for the optimum pre-processing
and frame size was carried out regarding Co-Occurrence Matrix descriptors, for
three lag $k$ values: 1, 20 and 256. Differences between such variations were rela-
tively smaller compared to the cases with other feature extraction methods. None
of the achieved accuracy was above 70%. The discrepancies due to the setting of
lag $k$ was subtle as well; the best and worst cases are in Table 7.26.

<table>
<thead>
<tr>
<th>Pre-processing Method</th>
<th>Best</th>
<th>Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame Size</td>
<td>32768</td>
<td>1024</td>
</tr>
<tr>
<td>pre-classification processing</td>
<td>none</td>
<td>normalised &amp; PCA</td>
</tr>
<tr>
<td>Lag k</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Results (2-class)</td>
<td>65.69 %</td>
<td>44.82 %</td>
</tr>
</tbody>
</table>

Table 7.26: Best and Worst for Co-Occurrence Matrix Descriptors.

The best case was also examined with LVQ classifier as shown in Table 7.27.
Overall, these are slightly worse than that of SVM.
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<table>
<thead>
<tr>
<th>Rate</th>
<th>10 nodes</th>
<th>20 nodes</th>
<th>30 nodes</th>
<th>40 nodes</th>
<th>50 nodes</th>
<th>60 nodes</th>
<th>70 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>58.82%</td>
<td>57.84%</td>
<td>57.84%</td>
<td>58.82%</td>
<td>57.84%</td>
<td>58.82%</td>
<td>54.90%</td>
</tr>
<tr>
<td>0.01</td>
<td>58.82%</td>
<td>54.90%</td>
<td>58.82%</td>
<td>57.84%</td>
<td>57.84%</td>
<td>57.84%</td>
<td>57.84%</td>
</tr>
<tr>
<td>0.02</td>
<td>55.88%</td>
<td>58.82%</td>
<td>55.88%</td>
<td>54.90%</td>
<td>57.84%</td>
<td>57.84%</td>
<td>58.82%</td>
</tr>
</tbody>
</table>

Table 7.27: Co-Occurrence Matrix LVQ Classification (2-class) Results with Spectral Subtraction plus FIR Bandpass Filter Pre-Processing, Lag k=20, Frame Size=32768.

Table 7.28 and Figure 7.14 depict the confusion matrix and ROC for the best case achieved with LVQ.

<table>
<thead>
<tr>
<th>Output Class: Truck</th>
<th>Output Class: Car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Class: Truck</td>
<td>8</td>
</tr>
<tr>
<td>Target Class: Car</td>
<td>46</td>
</tr>
</tbody>
</table>

Table 7.28: Example Confusion Matrix of Co-Occurrence Matrix LVQ Classification (2-class) with Spectral Subtraction plus FIR Pre-Processing, Node=140, Learning Rate=0.01, Frame Size=32768.

### 7.3.6 ERB Filterbank

With the same set of variations regarding pre-processing methods and frame size as in Table 7.20, the best and worst cases respectively for the filterbank method in terms of the achieved accuracy are shown in Table 7.29 and 7.30.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
<th>1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.76%</td>
<td>54.56%</td>
<td>60.60%</td>
<td>70.65%</td>
</tr>
<tr>
<td>normalised</td>
<td>56.86%</td>
<td>58.33%</td>
<td>58.14%</td>
<td>57.84%</td>
<td>58.52%</td>
<td>58.43%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>74.07%</td>
<td>71.08%</td>
<td>70.81%</td>
<td>69.71%</td>
<td>70.05%</td>
<td>49.80%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>54.90%</td>
<td>50.49%</td>
<td>62.64%</td>
<td>59.80%</td>
<td>57.84%</td>
<td>57.83%</td>
</tr>
</tbody>
</table>

Table 7.29: Best: ERB Filterbank Classification (2-class) Results with Wavelet Packet Pre-Processing. (The numbers in brackets for PCA indicate the number of principle components kept.)
7.3. CLASSIFICATION ALGORITHMS

Figure 7.14: Example ROC of Co-Occurrence Matrix LVQ Classification (2-class) with Spectral Subtraction plus FIR Pre-Processing, Node=140, Learning Rate=0.01, Frame Size=32768.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
<th>1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.39%</td>
<td>55.16%</td>
<td>61.73%</td>
</tr>
<tr>
<td>normalised</td>
<td>58.82%</td>
<td>59.31%</td>
<td>60.02%</td>
<td>60.00%</td>
<td>60.11%</td>
<td>60.00%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.00%</td>
<td>47.67%</td>
<td>49.98%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>58.82%</td>
<td>50.25%</td>
<td>50.00%</td>
<td>49.02%</td>
<td>47.67%</td>
<td>58.11%</td>
</tr>
</tbody>
</table>

Table 7.30: Worst: ERB Filterbank Classification (2-class) Results with FIR Band-pass Filtering. (The numbers in brackets for PCA indicate the number of principle components kept.)
7.3. CLASSIFICATION ALGORITHMS

Table 7.31 is the results with LVQ classifier for ERB filterbank features.

<table>
<thead>
<tr>
<th>Rate</th>
<th>10 nodes</th>
<th>20 nodes</th>
<th>30 nodes</th>
<th>40 nodes</th>
<th>50 nodes</th>
<th>60 nodes</th>
<th>70 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>56.86%</td>
<td>57.84%</td>
<td>58.82%</td>
<td>58.82%</td>
<td>57.84%</td>
<td>56.86%</td>
<td>58.82%</td>
</tr>
<tr>
<td>0.01</td>
<td>56.86%</td>
<td>52.88%</td>
<td>57.84%</td>
<td>56.86%</td>
<td>59.80%</td>
<td>56.86%</td>
<td>56.86%</td>
</tr>
<tr>
<td>0.02</td>
<td>55.88%</td>
<td>58.82%</td>
<td>57.84%</td>
<td>57.84%</td>
<td>58.82%</td>
<td>59.80%</td>
<td>58.82%</td>
</tr>
</tbody>
</table>

Table 7.31: ERB Filterbank LVQ Classification (2-class) Results with Wavelet Packet Pre-Processing, Frame Size=32768.

Again, Table 7.32 and Figure 7.15 are example confusion matrix and ROC for the best case achieved with LVQ.

<table>
<thead>
<tr>
<th>Output Class: Truck</th>
<th>Target Class: Truck</th>
<th>Target Class: Car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Class: Truck</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Output Class: Car</td>
<td>45</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 7.32: Example Confusion Matrix of ERB Filterbank LVQ Classification (2-class) with Wavelet Packet Pre-Processing, Node=50, Learning Rate=0.01, Frame Size=32768.

7.3.7 Combination of Acoustic and Seismic

So far, different feature extraction methods have been examined individually so as to identify those with higher potential. In order to obtain better results, combinational effects were also examined. After investigating the three simple time domain feature extraction methods, the feasibility of the combination of them were investigated for both acoustic and seismic signals although the initial indication led to an expectation that the acoustic signal ones would not be good. Figures 7.16 and 7.17 show graphs of three methods plotted together. After all, the separation between truck and car and indeed noise by using only these features extracted from acoustic signals did not appear to be feasible although the advantage of inexpensive computation was attractive. However, that of seismic signals appeared to be much better, therefore further investigation was performed about these.
Figure 7.15: Example ROC Curve of ERB Filterbank LVQ Classification (2-class) with Wavelet Packet Pre-Processing, Node=50, Learning Rate=0.01, Frame Size=32768.
7.3. CLASSIFICATION ALGORITHMS

Figure 7.16: Combined Acoustic Time Domain Feature Vectors of Training Set A: ZCR, Log Energy, Autocorrelation of Truck (red), Car (green), and Noise (blue). Frame Size=32768, Fs=44.1kHz.

Figure 7.17: Combined Seismic Time Domain Feature Vectors of Training Set B: ZCR, Log Energy, Autocorrelation of Truck (red), Car (green), and Noise (blue). Frame Size=32768, Fs=44.1kHz.
7.3. CLASSIFICATION ALGORITHMS

Similar to the other cases explained so far, three-dimension seismic time domain feature vectors extracted by ZCR, Log Energy and normalised autocorrelation were classified by SVM with RBF kernel functions. Note, two more smaller frame sizes were also tested just in case although the results were worse than the others after all.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>85.71%</td>
<td>80.36%</td>
<td>80.16%</td>
<td>79.38%</td>
<td>78.40%</td>
</tr>
<tr>
<td>normalised</td>
<td>55.36%</td>
<td>56.25%</td>
<td>75.00%</td>
<td>80.45%</td>
<td>79.46%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>83.92%</td>
<td>82.14%</td>
<td>80.56%</td>
<td>79.02%</td>
<td>78.70%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>83.92%</td>
<td>75.89%</td>
<td>80.16%</td>
<td>80.27%</td>
<td>79.21%</td>
</tr>
</tbody>
</table>

Table 7.33: Seismic Classification (2-class) Results (ZCR, Log Energy and Normalised Autocorrelation) with Spectral Subtraction. (The numbers in brackets for PCA indicate the number of principle components kept.)

Based on the findings discussed so far, acoustic LPC coefficients and these three time domain features extracted from the seismic signals appeared to be the strongest candidates for an optimum system. Hence, the effect of combining them was investigated next. This approach made good sense especially since the pre-processing found to be the best for these feature extraction methods were also the same, spectral subtraction of estimated noise. Because the spectral subtraction algorithm utilises FFT, frame length variations of powers of 2 have been adopted here.

Care must be taken when merging feature vectors extracted by various methods as their value ranges differ, more trials about normalising and dimensionality reduction were therefore examined with these cases. Table 7.34 shows the SVM classification results for data set B. It was observed the performance for the feature vectors normalised to -1 and 1 before classification reached 93.30% accuracy for the frame size of 16384, making it the best case.

Following the results by SVM, the best case was then examined by LVQ also by
Table 7.34: SVM Classification (2-class) Results by Combination of Seismic ZCR, Log Energy and Normalised Autocorrelation as well as Acoustic LPC coefficients; all with Spectral Subtraction Pre-Processing. (The numbers in brackets for PCA indicate the number of principle components kept.)

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>78.57%</td>
<td>75.00%</td>
<td>77.18%</td>
<td>83.39%</td>
<td>83.67%</td>
</tr>
<tr>
<td>normalised</td>
<td>87.50%</td>
<td><strong>93.30%</strong></td>
<td>91.07%</td>
<td>89.20%</td>
<td>89.33%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>73.21%</td>
<td>70.54%</td>
<td>73.61%</td>
<td>32.59%</td>
<td>33.21%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>78.57%</td>
<td>81.70%</td>
<td>53.57%</td>
<td>87.68%</td>
<td>88.56%</td>
</tr>
<tr>
<td>normalised &amp; PCA(2)</td>
<td>71.43%</td>
<td>74.11%</td>
<td>66.86%</td>
<td>87.86%</td>
<td>88.44%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3) on LPC only</td>
<td>76.79%</td>
<td>75.00%</td>
<td>74.21%</td>
<td>79.64%</td>
<td>80.44%</td>
</tr>
</tbody>
</table>

using the data set B, and the results are in Table 7.35. The results are similar for various settings of both the node and the learning rate, reaching up to 80 %.

Table 7.35: LVQ Classification (2-class) Results by Combination of Seismic ZCR, Seismic Log Energy and Seismic Normalised Autocorrelation as well as Acoustic LPC Coefficients with Spectral Subtraction Pre-Processing for All, Frame Size=16384.

<table>
<thead>
<tr>
<th>Rate</th>
<th>10 nodes</th>
<th>20 nodes</th>
<th>30 nodes</th>
<th>40 nodes</th>
<th>50 nodes</th>
<th>60 nodes</th>
<th>70 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>80.80%</td>
<td>80.86%</td>
<td>77.23%</td>
<td>77.68%</td>
<td>76.79%</td>
<td>78.56%</td>
<td>79.46%</td>
</tr>
<tr>
<td>0.01</td>
<td>80.80%</td>
<td>78.57%</td>
<td>78.57%</td>
<td>78.57%</td>
<td>78.57%</td>
<td>75.00%</td>
<td>76.34%</td>
</tr>
<tr>
<td>0.02</td>
<td>79.91%</td>
<td>77.68%</td>
<td>78.57%</td>
<td>79.02%</td>
<td>80.36%</td>
<td>79.02%</td>
<td>77.23%</td>
</tr>
</tbody>
</table>

Example confusion matrix and ROC can be found in Table 7.36 and Figure 7.18 for the the combination of acoustic and seismic signal processing.

Table 7.36: Example Confusion Matrix of the Acoustic and Seismic Combination LVQ Classification (2-class) with Spectral Subtraction Pre-Processing, Node=20, Learning Rate=0.005, Frame Size=16384.

<table>
<thead>
<tr>
<th>Output Class: Truck</th>
<th>Target Class: Truck</th>
<th>Target Class: Car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Class: Truck</td>
<td>106</td>
<td>20</td>
</tr>
<tr>
<td>Output Class: Car</td>
<td>16</td>
<td>104</td>
</tr>
</tbody>
</table>
Figure 7.18: Example ROC Curve of the Acoustic and Seismic Combination LVQ Classification (2-class) with Spectral Subtraction Pre-Processing, Node=20, Learning Rate=0.005, Frame Size=16384.
7.4 Chapter Summary

Based on the literature review (Chapter 2) and all the preliminary findings about various methods, an investigation to develop a novel and optimum automated vehicle recognition system has been carried out. In order to improve the processing speed and efficiency, the use of a seismic detection algorithm has been suggested, using the combination of features extracted by Log Energy and TDSC methods. The outcome of the such method was highly accurate especially when it was tested with larger set of data, reaching up to 97.71 % for SVM and 99.02 % for LVQ. The experiment, however, revealed how influential the size of data was; in terms of both the total number of samples and the inequality. It was also noted that the effect of the sample size inequality seemed to be reduced when the total number of samples became larger.

For classification, the feasibility of feature extraction methods mainly in the time domain and a filterbank were examined. The method choices were made owing to combination of their class separability observed with training samples as well as how well each method generalised while processing samples in evaluation sets. After assessing each method, an algorithm that combines those indicated more accurate classification abilities were combined for further examination, which subsequently produced results reaching up to 93.30 % for two-class classification. The algorithm consists of three relatively simple time domain features extracted from seismic signals as well as LPC coefficients and the minimum error obtained from acoustic signals. What found to be the best pre-processing method for these were the same, thus, such combination should be easily implemented. Regarding the classifier, overall SVM outperformed LVQ. Consequently, Figure 7.19 suggests a structure of the system found to be the optimum in this research.
Figure 7.19: Structure of the Optimum System
Chapter 8

Conclusions and Future Study

8.1 Conclusion

In order to improve security of important infrastructure, the development of an automated vehicle recognition system is sought. Although the ultimate aim will be to include fusion of multiple types of sensors, acoustic and seismic sensors have been the choice of this study due to many of their advantages; these are passive sensors require relatively low installation, operation and maintenance costs as well as low power consumption.

A literature survey regarding acoustic and seismic vehicle recognition research has been conducted. Firstly it found few peer reviewed journal papers discussing more or less self contained recognition algorithms in the field. Secondly, most have focused on military vehicles that tend to generate louder, more distinctive signals than road vehicles. Thirdly, to the author’s knowledge, no other study on road vehicle recognition algorithm that utilises the fusion of acoustic and seismic signal processing has been carried out so far. The potential of seismic signals in enhancing acoustic vehicle recognition, however, has already been proved to a certain extent regarding military vehicles. In Chapter [3] the mechanisms of target source generation as well as sound propagation have been discussed. It is realised there are so
many factors that affect characteristics of signals received by a sensor. All of these findings have been exploited to determine the scope of this research.

After establishing the data collection method for gathering real-life data; three signal pre-processing methods have been introduced, such as spectral subtraction of estimated noise, FIR filter and WP noise reduction algorithms. In Chapters 5 and 6 methods that could be employed to develop an optimum system for the study have been discussed in relation to their feasibility. Together with preliminary studies, the outcomes have led to identification of the techniques that should be investigated further with real-life data, for both feature extraction and decision making. These are:

- **ZCR**
- Log Energy
- Normalised Autocorrelation
- **TDSC**
- **LPC**
- Co-Occurrence Matrix
- **ERB** Filterbank

On selecting these methods, class separability has been the main aspect. In addition, a modification of **TDSC** has been introduced especially for vehicle detection algorithm using seismic signals.

Furthermore, evaluation of each of the listed feature extraction methods has been carried out in regards to its generalisation by using real-life data. The results have been presented about a range of combinations regarding pre-processing techniques, frame lengths and parameter settings combined with either **SVM** or **LVQ** classifier.
As a consequence, an optimum algorithm for an automated vehicle recognition system has been proposed. It consists of two-step algorithm, one for vehicle detection and another for classification to improve processing speed and efficiency to meet the demand of security applications.

Both detection and classification algorithms employ spectral subtraction to reduce noise from acoustic and seismic signals. In terms of feature extraction for vehicle detection, combination of seismic Log Energy and seismic TDSC DS products have been recommended as it produced highly accurate performance, reaching up to 97.71 % with SVM and also 99.02 % with LVQ.

For classification between trucks and cars, acoustic LPC coefficients have been combined with three relatively simple time domain methods using seismic signals: ZCR, Log Energy and normalised autocorrelation. On the subject of pre-classification signal processing, the effect has depended on the feature vectors to which the method applied. The best result obtained by using this feature vector combination was 93.30 %, classified by SVM when the vectors were normalised to -1 and 1 in advance. On the whole, SVM outperformed LVQ classifier.

8.2 Future Study

8.2.1 Sensor Fusion

As has been pointed out that fusion of multiple types of sensors as well as implementation of multiple sensor nodes should be the way forward, particularly for security purposes. It is likely to achieve more accurate detection and classification, as well as increasing not only the coverage area for surveillance but also the kinds of threat a system is able to respond to.
8.2.2 Multiple Target Recognition

As the research in acoustic and seismic road vehicle recognition is still at its emerging stages, there have not been enough grounds to be based on in order to challenge more complex issues. Hence, some assumptions have been made for the current study, and one of which is to limit the investigation to single target recognition only. Nonetheless, this limitation should be removed especially with sensor fusion.

8.2.3 Greater Recognition Range

Increasing the detection and recognition range for a system can be a desirable improvement for some practical applications. Nonetheless, the signals of interest are inevitably influenced by multiple factors while travelling between source and sensor as described in Section 3.2.2. Such factors include attenuation and/or modification due to geometry, meteorological, ground surface and terrain conditions. In addition, effects of diffraction and scattering should also be considered as it is likely to have some obstacles in and around the propagation path when the distance to the sensor is widened. All of which could lead to a poorer performance without taking appropriate actions. Still, the advantage of having greater detection and recognition range is appealing, as long as the associated challenges are suitably addressed. As it has been seen in some of the military vehicle recognition studies, use of sound propagation models may be an attractive option for road vehicle.

8.2.4 Acoustic and Seismic Signal Coupling

Although the classification results obtained for the current study are good, consideration of acoustic and seismic coupling (Section 3.2.4) may further improve, especially if any of the above recommendations is put into practice as the system could consequently become more complex.
8.2.5 More Data or More Information

More data collection can be conducted to improve the study. Especially, if it is possible to obtain information such as vehicle models and engine types so that objective labelling of samples as well as classification between more classes can be achieved. For example, this could also be beneficial if the algorithm was to be utilised for traffic monitoring purpose. During the evaluation, it appeared that for both detection and classification experiments, the results were affected by both the total number of samples as well as the construction of the sample sets, i.e. the effect of inequality. Regarding the latter, it was noticed that the performance of classifiers becomes less susceptible to the inequality when larger set of data was utilised. Therefore, having more data may improve the current study. Nevertheless, this has been discussed often in machine learning whether the problem can be really solved by gaining more data or not. This leads to a debate about the problem known as “bias-variance trade-off” or “bias-variance dilemma” [Marsland, 2009, p.177], and it should always be considered before performing more data collection [Geman et al., 1992].
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Appendix A

Data Collection Additional Information

Table A.1 lists meteorological data for each recording session as much as available.

<table>
<thead>
<tr>
<th>Recording</th>
<th>Date</th>
<th>Location</th>
<th>Temperature</th>
<th>Maximum Wind</th>
<th>Humidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Jan. 2008</td>
<td>A(York, U.K.)</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>II</td>
<td>Jul. 2008</td>
<td>B(York, U.K.)</td>
<td>21 °C</td>
<td>7.8 km/h</td>
<td>n/a</td>
</tr>
<tr>
<td>III</td>
<td>Sep. 2008</td>
<td>A(York, U.K.)</td>
<td>21 °C</td>
<td>12.6 km/h</td>
<td>n/a</td>
</tr>
<tr>
<td>IV</td>
<td>Oct. 2008</td>
<td>C(York, U.K.)</td>
<td>n/a</td>
<td>23.0 km/h</td>
<td>n/a</td>
</tr>
<tr>
<td>V</td>
<td>Oct. 2009</td>
<td>D(York, U.K.)</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>VI</td>
<td>Jul. 2010</td>
<td>E(Japan)</td>
<td>31 °C</td>
<td>n/a</td>
<td>65-71 %</td>
</tr>
</tbody>
</table>

Table A.1: Meteorological Data for Recording Sessions

The equipment used during each of recording session was:

- Microphone: Rode NT5 condenser cardioid microphone for sessions I to V, Beyer M201TG dynamic hypercardioid microphone for session IV.

- Geophone: Sensor SM-4 vertical basic geophone unit for all.

- Recorder: Edirol portable 4-channel recorder and Marantz portable 2-channel recorder for session I. Edirol portable 4-channel recorder for sessions II to V. Marantz portable 2-channel recorder for session IV.
Figure A.1 is a picture of one of the recording locations with the equipment.

Figure A.1: Picture of a Recording Location (in outskirts of York)

Also, some of characteristics of the two Sensor SM-4 vertical basic geophones utilised for the study have been tested.

- Resistance: 388 $\Omega$ and 387 $\Omega$ (measured at 24.9 °C).

- Polarity: Both were correct.

- Natural Frequency: 10.2 Hz and 10.1 Hz.
Appendix B

Feature Extraction Additional Information

Other distribution graphs for various feature extraction algorithms are shown here.

B.1 ZCR

Figure B.1: Distribution of Acoustic ZCR, Frame Size=16384, Fs=44.1 kHz.
Figure B.2: Distribution of Acoustic ZCR, Frame Size=8192, Fs=44.1 kHz.

Figure B.3: Distribution of Acoustic ZCR, Frame Size=4096, Fs=44.1 kHz.
B.1. ZCR

Figure B.4: Distribution of Acoustic ZCR, Frame Size=2048, Fs=44.1 kHz.

Figure B.5: Distribution of Acoustic ZCR, Frame Size=1024, Fs=44.1 kHz.
Figure B.6: Distribution of Seismic ZCR, Frame Size=16384, Fs=44.1 kHz.

Figure B.7: Distribution of Seismic ZCR, Frame Size=8192, Fs=44.1 kHz.
B.2 Energy / Log Energy

Figure B.8: Distribution of Acoustic Log Energy, Frame Size=16384, Fs=44.1 kHz.

Figure B.9: Distribution of Acoustic Log Energy, Frame Size=8192, Fs=44.1 kHz.
B.2. ENERGY / LOG ENERGY

Figure B.10: Distribution of Acoustic Log Energy, Frame Size=4096, Fs=44.1 kHz.

Figure B.11: Distribution of Acoustic Log Energy, Frame Size=2048, Fs=44.1 kHz.
B.3 Time Domain Correlation

Figure B.12: Distribution of Acoustic Log Energy, Frame Size=1024, Fs=44.1 kHz.

Figure B.13: Distribution of Acoustic Autocorrelation, Frame Size=16384, Fs=44.1 kHz.
B.3. TIME DOMAIN CORRELATION

Figure B.14: Distribution of Acoustic Autocorrelation, Frame Size=8192, Fs=44.1 kHz.

Figure B.15: Distribution of Acoustic Autocorrelation, Frame Size=4096, Fs=44.1 kHz.
B.3. TIME DOMAIN CORRELATION

Figure B.16: Distribution of Acoustic Autocorrelation, Frame Size=2048, Fs=44.1 kHz.

Figure B.17: Distribution of Acoustic Autocorrelation, Frame Size=1024, Fs=44.1 kHz.
B.3. TIME DOMAIN CORRELATION

Figure B.18: Distribution of Seismic Autocorrelation, Frame Size=16384, Fs=44.1 kHz.

Figure B.19: Distribution of Seismic Autocorrelation, Frame Size=8192, Fs=44.1 kHz.
Appendix C

LPC Function

During the software evaluation for the LPC algorithm, by comparisons between the sets of coefficients collected with the author’s code and with MATLAB showed that the polarity of each coefficient was of the opposite sign while the magnitude was the same. The minimum error values of two techniques differed but by a consistent ratio. Nonetheless, these discrepancies were insignificant for distinction between various vehicle classes since the condition is equal for any input signals. Therefore the author’s code (below) has been used for the experiment presented in the main text.

Table C.1 shows results as in Table 7.34 but implemented with the LPC function of MATLAB. Most results are either the same or very similar, a part from those with PCA (without normalising) pre-classification signal processing for three longer frame lengths, producing less accurate results. Similarly, Table C.2 and C.3 are classification of two techniques but without using the minimum error values. Understandably, the two sets of results are identical. Moreover, all the three sets of results still indicated that the best pre-classification signal processing method and the best frame size are the same as the case explained in Section 7.3.7 with marginally better performance for the last two.
Table C.1: SVM Classification (2-class) Results by Combination of Seismic ZCR, Log Energy and Normalised Autocorrelation as well as Acoustic LPC coefficients as in Table 7.34 but calculated with MATLAB’s code.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>78.57%</td>
<td>75.00%</td>
<td>76.79%</td>
<td>83.39%</td>
<td>83.67%</td>
</tr>
<tr>
<td>normalised</td>
<td>87.50%</td>
<td><strong>93.30%</strong></td>
<td>91.07%</td>
<td>89.20%</td>
<td>89.33%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>26.79%</td>
<td>35.71%</td>
<td>34.92%</td>
<td>32.59%</td>
<td>33.21%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>78.57%</td>
<td>81.70%</td>
<td>53.57%</td>
<td>87.68%</td>
<td>88.56%</td>
</tr>
<tr>
<td>normalised &amp; PCA(2)</td>
<td>71.43%</td>
<td>74.11%</td>
<td>66.86%</td>
<td>87.86%</td>
<td>88.44%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3) on LPC only</td>
<td>76.79%</td>
<td>63.84%</td>
<td>74.21%</td>
<td>79.64%</td>
<td>80.44%</td>
</tr>
</tbody>
</table>

Table C.2: SVM Classification (2-class) Results by Combination of Seismic ZCR, Log Energy and Normalised Autocorrelation as well as Acoustic LPC coefficients calculated with the author’s code (using coefficients only).

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>32768</th>
<th>16384</th>
<th>8192</th>
<th>4096</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-processing</td>
<td>78.57%</td>
<td>75.00%</td>
<td>76.59%</td>
<td>83.48%</td>
<td>83.80%</td>
</tr>
<tr>
<td>normalised</td>
<td>87.50%</td>
<td>93.75%</td>
<td>90.28%</td>
<td>89.20%</td>
<td>89.37%</td>
</tr>
<tr>
<td>PCA(3)</td>
<td>33.93%</td>
<td>61.61%</td>
<td>62.70%</td>
<td>63.13%</td>
<td>81.25%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3)</td>
<td>75.00%</td>
<td>58.04%</td>
<td>76.19%</td>
<td>87.68%</td>
<td>66.07%</td>
</tr>
<tr>
<td>normalised &amp; PCA(2)</td>
<td>76.79%</td>
<td>74.11%</td>
<td>66.87%</td>
<td>87.86%</td>
<td>67.26%</td>
</tr>
<tr>
<td>normalised &amp; PCA(3) on LPC only</td>
<td>71.43%</td>
<td>75.89%</td>
<td>73.81%</td>
<td>79.82%</td>
<td>80.44%</td>
</tr>
</tbody>
</table>

Table C.3: SVM Classification (2-class) Results by Combination of Seismic ZCR, Log Energy and Normalised Autocorrelation as well as Acoustic LPC coefficients calculated with MATLAB’s code (using coefficients only).
function [LPCcoeff,MinimumError] = LPC_auto_Dec2007(Input,p)
SN Evans 04/12/2007-
% Function to calculate LPC coefficients (autocorrelation method)
% Based on [Rabiner and Schafer, 1978, p. 402]
% This function only takes a column vector input
%
% Input error check
if (margin == 0),
 error('At least, one parameter is required');
end
if p < 1
 error('At least order p needs to be one');
end
[FrameSize, col] = size(Input); % find the size of input
if (col>2)
 error('Input needs to be a column vector');
end

% Process input signal
% Prepare a matrix to store autocorrelation function matrix
Autocorrelation=zeros(p+1,1);
matrix_pxp=zeros(p,p);
matrix_px1=zeros(p+1,1);
% Calculate autocorrelation per delay
% R(delay) = sum(S(m)*S(m+delay)) (for m=1:size(S)-delay)
p_Matrix=repmat(0:1:p-1, [p, 1]);
Dealy_Matrix=abs(p_Matrix-p_Matrix');

for Delay=0:p
    DelayedInput=cirshift(Input, [Delay, 0]);
    DelayedInput(1:Delay)=false;
    Autocorrelation(Delay+1,1)=sum(Input.*DelayedInput);
    PositionIndex=Dealy_Matrix==Delay;
    matrix_pxp(PositionIndex)=Autocorrelation(Delay+1,1);
    matrix_px1(Delay+1,1)=Autocorrelation(Delay+1,1);
end
LPCcoeff=matrix_pxp\matrix_px1(2:p+1,1);
% Minimum mean squared prediction error
% E=1(0)-sum(LPCcoeff(k)*R(k)), where k=1:p
MinimumError=matrix_pxp(1,1)-sum(LPCcoeff'*matrix_px1(2:p+1,1));
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