Summary

A synthetic aperture microwave near-field system is used to image biophysical objects in order to investigate the nature of radar-target interaction.

Two different imaging algorithms for focusing data collected over a two-dimensional planar aperture are investigated. The first of these is the single frequency backward propagation technique which is mathematically simple to implement and provides a high degree of resolution. Secondly, a multifrequency development of the backward propagation algorithm is presented and derived from two separate perspectives. This latter algorithm, known as the auto-focusing algorithm, requires no information about the range of the target from the aperture. Full characterisation by simulation of both algorithms is carried out and different filtering techniques are investigated.

The backward propagation algorithm is applied to the polarimetric imaging of three different leafless trees and a sugar beet plant at the X-band frequency of 10GHz. The images so produced demonstrate that the backscattered signal is dependent on the orientation of individual tree elements with respect to the polarisation. Furthermore, multiple scattering terms can be identified within the structure of the tree.

The auto-focusing algorithm is applied to the polarimetric imaging of two trees at 10GHz and repeat measurements are made over several months. As with the single frequency measurements, the backscattered signal is dependent on the orientation of individual tree elements relative to the polarisation. The relative contributions from the leaves and branches of the trees to the backscattered signal are assessed and found to be seasonally dependent.

Measurements are also carried out to investigate the variation of backscatter from a beech tree with varying incidence angle. It is demonstrated that at small angles of incidence, the leaves are the dominant source of backscatter but at large incidence angles, the branches and trunk of the tree have the greatest contribution.
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List of Principle Symbols and Abbreviations

a  Radius of a sphere
A  Effective area of receive antenna
B  Bandwidth of data
c  Speed of light, 3\times10^8\text{ms}^{-1}
C( ), c( ) Cosine weighting function
df  Frequency sampling interval
dx, dy  Spatial sampling intervals
D  Aperture size, or the distance between two targets
D( )  Measured data
f  Frequency
f_0  Centre frequency
f_p  Frequency of correction factor peak
G( )  Correction Factor
G_t( )  Gain of transmit antenna
H( )  Propagation transfer function
HH  Horizontal transmit and receive polarisation
HV  Horizontal transmit and vertical receive polarisation
ISAR  Inverse Synthetic Aperture Radar
M( )  Actual recorded data
n_s, n_b  Probe aperture size in multiples of wavelength
N  Size of Fourier data array or number of point targets
P  Power transmitted by a radar
P( )  Pattern of probe antenna
r, R  Distance of target from aperture
R_{ff}  Far-field distance
RCS  Radar Cross Section
s, s_x, s_y  Spatial frequencies
S_c  Maximum spatial frequency used by auto-focusing algorithm
S_{\text{max}}  Maximum spatial frequency of a system
S( )  Frequency response of a system
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>t</td>
<td>Time</td>
</tr>
<tr>
<td>U(    )</td>
<td>Data transmitted from, or reflected by a target</td>
</tr>
<tr>
<td>U'(   )</td>
<td>Corrected data</td>
</tr>
<tr>
<td>VH</td>
<td>Vertical transmit and horizontal receive polarisation</td>
</tr>
<tr>
<td>VV</td>
<td>Vertical transmit and receive polarisation</td>
</tr>
<tr>
<td>z</td>
<td>Range from aperture plane to target plane</td>
</tr>
<tr>
<td>(\alpha, \beta, \gamma)</td>
<td>Direction cosines</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>Depth of focus</td>
</tr>
<tr>
<td>(\delta)</td>
<td>Resolution</td>
</tr>
<tr>
<td>(\delta())</td>
<td>Delta Function</td>
</tr>
<tr>
<td>(\Delta)</td>
<td>Half the bandwidth of the data, or difference between (f_c) and (f_p)</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>Wavelength</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Radar Cross Section</td>
</tr>
<tr>
<td>(\Delta R)</td>
<td>Range resolution</td>
</tr>
</tbody>
</table>

Additional symbols are defined as introduced.
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Chapter 1

Introduction
1.1 Background

In recent years, the use of airborne and spaceborne sensors to generate detailed images of the Earth's surface has become commonplace. The data generated from these systems has a multiplicity of applications in many diverse fields ranging from weather forecasting to defence intelligence and from cartography to the monitoring of land use. Such systems have traditionally used optical wavelengths with great success but these are limited by their inability to see through cloud cover. This is a particular problem in northern latitudes and monsoon areas. Optical systems are also unable to see at night, further limiting their usefulness [1].

An alternative solution is to use active microwave systems such as synthetic aperture radar (SAR) to generate grey scale and false colour images of the Earth's surface. These systems can be used twenty four hours a day and in virtually all weather conditions. However, the images generated by these SAR systems represent the amount of microwave radiation or backscatter reflected from the Earth's surface and may not relate to what would be seen by the human eye. For example, a surface which appears rough to optical light may appear smooth to microwaves [2]. Consequently, the resulting data is very difficult to interpret. This is particularly true for biophysical targets such as agricultural crops and forested areas where the backscattered return depends on two main factors. Firstly, the backscatter is affected by the characteristics of the vegetation, such as the moisture content, the size, shape and orientation of the leaves and branches along with the underlying soil conditions. Secondly, the parameters of the radar system such as system wavelength, polarisation and the look angle used also need to be considered [3].

Remote sensing is not the only field in which it is important to understand the interaction between electromagnetic energy and vegetation. In radio communications, such as mobile phone systems and microwave links, it is vital to understand the nature of transmission through vegetation as well as the scattering from it. Such effects need to be considered when planning radio links so that site shielding, dead zones and multipath interference can be avoided.
1.2 Project Aims and Objectives

It is the aim of this work to investigate the nature of the interaction between biophysical objects and the microwave signals employed in radar systems. In particular, the scattering associated with forests and woodland areas are examined by generating high resolution near-field images of small individual trees at the X-band frequency of 10GHz. By so doing, the contributions of individual tree elements to the radar backscatter and their dependence on the system polarisation can be determined. The nature of scattering within the tree structure is also investigated. By monitoring individual trees over several months, the effects of seasonal changes, such as defoliation, in the backscattered return can also be observed. The effect of look angle on the backscatter is also examined. In addition, limited work to investigate the transmission through trees is carried out to determine the absorbing and forward scattering elements of such structures.

1.3 Review of Microwave Measurements of Trees

Extensive work has already been carried out into the scattering nature of individual and large groups of trees at a wide range of frequencies. These have examined both the reflection from, and the transmission through, different species of trees at different times during the year.

1.3.1 Scattering Measurements

Most reflection measurements have been carried out using ground based scatterometer measurements, based either indoors or outside, which can provide coarse information relating to the tree canopy and structure. The highest resolution achieved with such systems has been in the order of several wavelengths [4] which limits the ability of the system to examine individual elements of the tree structure. Nevertheless, these scatterometer measurements have proved to be useful in determining many characteristics of radar-tree interaction.

Backscatter levels obtained from individual trees vary greatly depending on the frequency of the illuminating radar. Measurements made at L, S, C and X bands have shown that as the frequency increases the ability of the microwave signal to penetrate
into a tree canopy decreases. Therefore, at low frequencies, backscatter from the branches dominates whilst at high frequencies the contributions of the leaves are more important [5][6][7]. This, however, is highly dependent on the structure of the tree itself. Consequently, at X band frequencies the backscatter is dependent on both the leaves and branches in a sparse canopy and just on the leaves for a more dense canopy [5][6].

The polarisation of the radar system used has also been found to be a factor in determining the backscattered levels from trees. It has been shown that like polarisations of vertical transmit and receive (VV) and horizontal transmit and receive (HH) systems produce relatively similar results for most situations, with variations of just a few decibels being common [5][6][8]. However, this is again dependent on the tree architecture and canopy density and Mougin et al. [7] have demonstrated that the VV and HH responses can be significantly different especially at the top of a tree where the branch structure is fairly simple.

The case of cross-polar responses (VH and HV) is somewhat different with much lower backscatter levels being recorded [6]. Cross-polar backscatter appears to be dependent not only on tree architecture and canopy density but also on the type of tree. At X-band, broadleaf and conifer trees have been shown to have very different cross-polar responses due to the different shapes of their leaves. On the whole, leaves are less dominant in X-band cross-polar returns [6] but the more needle-like the leaves, the greater the depolarisation of the incident signal [5][10].

Measurements to determine the azimuthal variations have been carried out by moving the position of transmitter and receiver around a group of trees [11][12]. These have demonstrated that the backscatter from trees has a fairly uniform angular distribution with variations in the region of 5dB about a mean value being recorded. Azimuthal variations in bistatic scattering [10][13] have also been shown to have a standard deviation of up to 6dB for like polarisations and 5dB for cross-polar results, although there are conflicting suggestions on whether this is due to tree structure or not.

The variation associated with different incidence angles has also been investigated for various coniferous trees but with mixed results. Some results [5][6] show little
variation with incidence angle whilst others show a decrease in backscatter with increasing incidence angle [8][7]. The lack of uniformity in these results is caused by differences in tree structure between the different trees and tree species examined. Ulaby and Dobson [9] have collated a number of published results and shown that there is indeed a fall of up to 5 dB in the backscatter levels as the incidence angle is increased. Such a result correlates well with the angular variation in backscatter obtained from a theoretical random surface [14].

There is considerable interest in the ability of radars to identify defoliated trees especially in large commercial forested areas. Consequently, a number of attempts have been made to establish the backscatter variations between foliated and defoliated trees. Most of these experiments have been made by measuring a healthy tree and then removing all its leaves and re-measuring it. These results have shown that backscatter usually decreases when a conifer tree is defoliated [6][15] although this is not always so evident for broad-leaved trees [16]. However, it has been suggested [17] that the manual removal of leaves and needles does not truly represent the defoliation that occurs due to disease or insect damage, hence questioning the results obtained for manual defoliation.

It is also important to understand the seasonal variations that occur in radar backscatter. Most results taken from plantations and forests so far seem to indicate that seasonal variations are no more than 5 or 6 dB in their entirety [11][12][13]. In particular, results obtained by Al-Nuaimi et al. [13] by illuminating an apple orchard from near ground level indicates that backscatter is highest when the trees are leafless. This is due to the fact that leaves are good absorbers as well as scatterers of microwave energy [4]. C-band measurements made over Canadian forests by Ahern [21] support this but Ulaby et al. [3] suggests that the backscatter from deciduous trees increases when they are in leaf. It is not just the degree of leaf coverage that determines the backscatter. Changes in the stem water content of a tree [18][19] may also affect the backscatter levels from both deciduous and coniferous trees. Furthermore, measurements indicate that the climate in which a tree grows may strongly affect this seasonal water content [20]. It has also been found that there is a diurnal variation of radar backscatter from trees in the region of 2 to 4 dB [22][23].
Diurnal variations are induced by changes in the water content in the tree stem and leaves, and varies depending on the tree species and the weather [20][23][24].

It should be noted that data recorded over forested areas are subject to the weather conditions at the time of the measurements. Recent precipitation over an area often causes increases in backscatter especially of young plants and agricultural fields. However, the response from many tree canopies seems to decrease when wet since attenuation of the canopy layer is increased [25].

Other work has used scatterometer measurements to examine backscatter from artificial trees [26][27][28]. Such an arrangement enables accurate repeatability and allows the parameters of the tree to be precisely defined and easily altered. However, most of the artificial trees had polycarbonate trunks and branches with aluminium leaves. Such an arrangement does not accurately simulate a real tree and generates some spurious results.

In the last couple of years, near-field imaging systems have been employed to generate two and three dimensional images of tree targets to aid understanding of the nature of radar-tree interaction. By employing such techniques, the scattering centres of tree targets can be more readily identified than if a scatterometer based system is used. Lang, Fortuny et al. [29][30][31] used a combination of ISAR and SAR techniques, discussed later in the chapter, to generate three dimensional images of a balsam fir tree. The measurements were made in an anechoic chamber at frequencies between 1 and 5.5GHz and demonstrated nature of scattering from different parts of the tree. In contrast, Kim et al. [32] used traditional ISAR techniques to generate two dimensional images of a maple tree at Ka band. They measured the tree with and without its leaves at VV polarisation, and were able to show that the backscatter of a bare tree was dominated by the response from the trunk but the leaves were the dominant scatterers when they were present.

1.3.2 Transmission Measurements

Most measurements of the transmission through, and the absorption by trees have been carried out in relation to mobile phone, broadcasting and other communications links.
Typically, measurements have been performed on orchards and small woods to determine the absorption rate through a canopy of trees. It is apparent that at small distances into the tree canopy, the attenuation rate is high, but at greater depths the attenuation rate is greatly reduced [11][13][33][34]. This is due to the fact that at small depths into the canopy, propagation is primarily along a strongly attenuated direct path whilst at greater depths, forward scattering becomes the dominant mode of operation.

It has also been shown that this transition between high and low attenuation rates occurs at a much greater distance into the canopy for leafless trees that it does for trees in leaf [11][33].

Measurements made at different heights have illustrated that attenuation close to the ground is less than higher up since tree trunks attenuate the signal less and forward scatter more than the tree canopy does [11][13][33]. Equally, measurements made at different times of the year show that in winter and spring, when trees are leafless, the attenuation through a wood or orchard is lower than when the trees are in leaf [11][13][34][35]. This would indicate that leaves are good absorbers of microwave energy.

Experiments have also established that attenuation increases with increasing frequency since at higher frequencies the leaves appear to be larger. Furthermore, there is little difference between HH and VV attenuation results and substantial depolarisation occurs at large vegetation depths [33].

As far as tree structure and species are concerned, it is clear that trees with a denser canopy have a greater attenuation on the propagated signal [10]. Measurements, made on whole orchards or copses of trees indicate that conifers absorb less than deciduous trees [34].

Finally, Al-Nuaimi et al. [35], have shown that singly distributed trees on a hilltop can actually improve a transmission path by means of forward scatter.

Much of the work on transmission measurements has been directed at finding a suitable model which will describe the attenuation of the signal at different depths within the canopy. The traditional approach is to assume that the decay is exponential.
with distance into the canopy [13], although this is now considered to be unsatisfactory. A considerable amount of literature has been dedicated to finding new models [13][33][36] and to determining the suitability of existing ones [11][13][34][36][37].

1.4 Overview of Near-Field Imaging Systems

Since the aim of this work is to generate near-field images of tree targets, it is important to consider the different near-field imaging techniques that could be used. Traditionally, most near-field imaging systems have been developed to aid investigations into the radar cross sections (RCS) of military targets [38] although there are numerous other applications. Many different imaging methods are available for this type of work and are based around four main types of imaging system. These are planar, cylindrical and spherical systems and compact ranges. Measurements are normally carried out in an anechoic chamber although a few systems are located outdoors. All near-field imaging systems use one, or a combination of two, of these systems [39] to generate and collect near-field data reflected from a target object. With the exception of compact ranges, which are not considered here, most near-field systems generate and collect data by means of a synthetic aperture. This is due to the fact that real aperture antennas are limited in resolution by their length and good azimuthal resolution can only be achieved with impractically long antennas [40]. Synthetic apertures provide higher resolution by scanning a co-located transmitter and receiver across the aperture, taking discrete measurement samples at regular intervals. In normal systems, a synthetic aperture is generated by moving the transmit and receive antennas around, or in a plane parallel to, a target. Evidently, this requires a complex control system and a high precision positioner unit. However, the problem can be circumvented by using an Inverse Synthetic Aperture Radar (ISAR) system which synthesises a synthetic aperture by the rotation of the target object about a fixed position as illustrated in Figure 1.1. The transmit and receive antennas are kept at a fixed location [41]. Since ISAR systems involve the circular motion of the target, they are equivalent to cylindrical or spherical scanning systems, depending on whether the target is rotated about one or two axes.
Figure 1.1 Schematic View of an ISAR Imaging System

Figure 1.2 Schematic View of a Planar Near-Field Imaging System
The majority of near-field systems are used to generate two dimensional images of a target in terms of both range and cross-range. This is not always the case, but is certainly true of most commonly used systems. The images produced are then directly comparable with images produced by airborne and spaceborne SAR systems. The range information in a near-field system is obtained by illuminating the target with a short pulse of electromagnetic energy. The time to the target can be measured and hence its range from the transmitter and receiver, which are considered to be co-located, can be accurately described. In reality, a series of stepped-frequency waveforms are often used to illuminate the target instead of short pulses, thus providing simpler experimental implementation. By so doing, the location of the target in the time domain is easily obtained by the time-frequency relationship provided by the Fourier Transform [42]. A high degree of range resolution, \( \Delta R \), is inevitably needed for this process to separate individual scattering centres in range. \( \Delta R \) is dependent on the frequency bandwidth, \( B \), so that

\[
\Delta R = \frac{c}{2B}
\]  

Therefore, a wide bandwidth of data is often needed to achieve the desired range resolution. This concept is used in both ISAR and SAR systems as will be explained later.

1.4.1 Cylindrical and Spherical Imaging Algorithms

The relatively simple mechanical requirements of ISAR systems make them highly popular, and there are a number of different ways in which the data can be processed. Range-Doppler processing is the most frequently used method of generating images in cylindrical SAR or ISAR systems. The process involves rotating the target object about a fixed position and measuring the range profile at uniform angular increments. The image produced is defocused, except for the pixel element at the centre of rotation [41]. Mensa [43] showed that focusing could be achieved by applying phase corrections to each signal sample to correct for the fact that they were displaced from the centre of rotation. However, the most straightforward way of focusing is to consider the two-dimensional data array of frequency profiles recorded for each
angular increment [44] and to perform a two dimensional Fourier transform on it. By so doing, a true down-range/cross-range image is obtained. The difficulty with this is that the data is in polar co-ordinates and the Fourier transform can only operate on Cartesian data. Nevertheless, by interpolating the data to Cartesian co-ordinates and then performing the transformation, an in-focus image can be obtained [45][46].

The cylindrical imaging scenario can also be analysed by means of tomographic processing. Tomography was originally developed for medical imaging of the human body but it can be equally well applied to radar imaging [47][48]. Tomographic projections of slices through a rotating target perpendicular to the radar line of sight can be related to an image of the target by means of the Fourier Slice Theorem [49]. In this theorem, the Fourier transform of a projection of the target is the centre-cross-section of the Fourier transform of an image of the target. [47]. Focusing of the data can be carried out in the frequency domain with a series of one dimensional Fourier transforms. However, a two-dimensional interpolation process is required in this method and it is more common to utilise a backprojection algorithm which operates in the spatial domain [47][49][50]. This allows individual one dimensional views to be merged sequentially so that each new view adds to the previously accumulated image. By using this system, in-focus imagery can be obtained with data collected at a single frequency although Mensa [51] has shown that such systems are improved if data is collected over a small bandwidth.

Another way of producing focused data from cylindrical ISAR systems is to use a system known as spherical backprojection [52][53] or coherent summation [54]. In this method, the energy reflected from a rotating target is again measured over a range of frequencies. The reflectivity of the image is determined by coherently summing the complex values of the signals from each scattering centre in the target. A focusing operator defined by the geometry of the system is applied to each scattered field measurement over a range of frequencies and angles [55][56]. This operator compensates for the changes in the amplitude and phase of the wave as it travels to and from the target object.

Fortuny [57] has recently extended this idea to a three-dimensional scenario. By rotating a target in one dimension and moving the transmit/receive antennas in an arc
over the target in another, a spherical scanning system is synthesised. The mathematics involved in focusing such a system are considerably more complex than in the cylindrical case. The advantage is that, given the use of a wide frequency bandwidth, three-dimensional images of targets can be produced.

More straightforward spherical scanning can be utilised to generate two dimensional images in a microwave eye type format [58]. In other words, the image is displayed in a horizontal cross-range against vertical cross-range format. There is no range axis since the data is recorded only at a single frequency. However, simple processing techniques used in standard cylindrical ISAR processing can be used to focus the data.

1.4.2 Linear SAR Measurements

The imaging process utilised in this work is not an ISAR system but a SAR system whereby images are generated using a vertical two-dimensional planar scanner located in an anechoic chamber as illustrated in Figure 1.2. Such a system can be analysed in terms of plane wave concepts, which are mathematically simple compared to the analysis of cylindrical and spherical systems. A brief synopsis of the principles of operation of a linear SAR system are presented here.

A plane wave can be described as a wave which has constant amplitude, phase and polarisation over a plane perpendicular to the direction of wave propagation [59]. Such a wave can never be generated in practice from a planar aperture since the energy contained in a plane wave is infinite and an infinite antenna aperture would be required to generate it. However, if a target lies within the illumination region of a large planar synthetic aperture, then it can be considered to be within the region of plane wave illumination. A mechanical positioning unit moves two small, low gain antennas, often called probe antennas, across the planar aperture. One probe transmits a spherical wave at each position along the aperture and whilst the second receives a reflected signal from a target. The sum of the signals transmitted as the probe moves over the aperture constitutes a plane wave [59]. The sum of the signals received by the second probe is generally thought of as the response of the target to plane wave illumination. Nevertheless, this is not strictly accurate. In a real array, the receiver measures the response incident across the whole aperture at one instant in time.
Therefore, the values received by the individual receiving elements are composed of signals transmitted by all elements. In a synthetic array, since each element is excited separately, the values received at the individual receiving elements are dependent only on the value transmitted from that element [43]. These differences can be observed in the mathematical equations for the signals received in both cases. Consider the case where a real aperture is modelled as an array of N elements. The data, U(x), recorded for an object located a distance \( r_n \) from the \( n^{th} \) element of a real array is then,

\[
U(x) = \left[ \sum_{n=1}^{N} \exp(-j \frac{2\pi r_n}{\lambda}) \right]^2
\]  

(1-2)

However, if the array elements are excited separately, as in a synthetic array, then the response is given by

\[
U(x) = \left[ \sum_{n=1}^{N} \exp(-j \frac{2\pi r_n}{\lambda}) \right]^2
\]  

(1-3)

Although the synthetic array clearly does not produce the same results as a real array, its use is justified since the target characteristics can still be determined from synthetically generated images. On the whole, synthetically generated images have better resolution than those generated from real arrays [43].

The near-field data recorded at a planar synthetic aperture does not produce in-focus imagery but requires the application of one of several imaging algorithms which are hereafter summarised.

The idea of using a focusing operator, discussed for cylindrical systems, is applicable to linear SAR systems, since the focusing operator is defined by the geometry of the system. Fortuny [60] and El Assad [54] have both used similar processes to generate two dimensional images.

However, the single frequency backward propagation method is perhaps the most straightforward planar near-field imaging system. Based on the angular spectrum of
plane waves [61], it is capable of imaging targets in the near field by backpropagating the wavefront of the received signal to the plane containing the target. Unfortunately it only has a very small depth of focus, severely restricting its use. Nevertheless, it is capable of producing high resolution images in a microwave eye format and acts as the basis to several other imaging algorithms. It is derived in full in Chapter 2.

The single frequency backward propagation algorithm has been extended to a multifrequency case by Bennett and Morrison [62]. By taking a set of multifrequency data they have demonstrated that the backward propagator can be applied at all frequencies to generate an in-focus image. This is achieved by converting the data to the spatial frequency domain and applying the propagator at all frequencies for a single distance from the aperture. The summation of this is converted back to the image domain and generates a single line of in-focus data. The whole process is repeated across a series of valid ranges from the aperture and hence a complete two-dimensional picture of range against cross-range is generated. The disadvantage of this system is that it requires a large bandwidth and is computationally intensive. However, it does produce an image comparable to that obtained from an airborne or spaceborne SAR system.

Finally in the 1980s, Ahmed Yamani developed a multifrequency imaging algorithm [63] from the single frequency backward propagation algorithm. This algorithm produces imagery in terms of horizontal and vertical cross-range, again generating a microwave eye type result. The uniqueness of this algorithm is that it is capable of automatically focusing an image without the need for range information. Furthermore, it requires a much smaller bandwidth than other algorithms mentioned above. This algorithm will be considered in detail in Chapter 3.

1.4.3 Choice of System

The choice of which imaging system to use for this work was governed by a number of factors. Due to the nature of the target, ISAR systems were considered to be unsuitable. This is because in ISAR systems, the target has to be rotated in azimuth and when the target is a small flexible tree, this may lead to unwanted target motion. After each angular increment it would have been necessary to wait until the target was
completely motionless before taking the next measurement. Hence, the data acquisition process would have been time consuming. Furthermore, if vertical cross-range information was required, the target would need to be rotated in elevation, which may cause the orientation of different tree components to change.

A SAR system, rather than an ISAR system, would therefore be the most sensible choice. Given the availability of a two-dimensional vertical planar scanner in an anechoic chamber, a planar SAR system was chosen for this work. In addition, by using the backward propagation algorithm, or a variant of it, data can be focused using intuitively simple mathematical processes.

1.5 Structure of Thesis

This work is divided into seven chapters of which this is the first.

Chapter 2 presents the theory of the single frequency backward propagation algorithm. The characteristics of the algorithm are investigated by simulation. This chapter, on the whole, does not present any new material.

The expansion of the backward propagation algorithm to a multifrequency auto-focusing scenario is investigated in Chapter 3. A new focusing algorithm is obtained and simulations to determine its characteristics are carried out and compared with the results from Chapter 2. The derivation of this multifrequency algorithm is new and novel although the end result is the same as that obtained by Yamani [63]. Rigorous characterisation and an understanding of the limitations of the algorithm are also new. In addition, the application of different filtering processes to the data are investigated.

Chapter 4 deals with the practical application of the backward propagation algorithm to an indoor experimental facility. Calibration of the system is explained and polarimetric purity measurements are presented. Experimental verification of the imaging algorithm is carried out and the system is applied to the imaging of various biophysical objects including several small trees. Experimental results are analysed and limitations of the algorithm are discussed. In addition, limited transmission measurements on one of the trees are carried out.

Chapter 5 considers the implementation of the auto-focusing algorithm in a real
experimental environment. In particular, the effect of the probe antennas on the final images is investigated and compensation to remove these effects is explained. Suitable probe antennas for the particular imaging geometry are designed. A description is provided of the experimental equipment and of the correction processes required to generate valid data from it. Finally, proof that the auto-focusing algorithm works correctly is presented by imaging a three-dimensional test target, and polarimetric investigations are also carried out.

The application of the auto-focusing algorithm to biophysical objects is presented in Chapter 6. Firstly, the response of a sycamore tree is measured and the auto-focusing algorithm applied to the recorded data. Different filtering procedures are applied to the focused data to determine the most appropriate technique. Results from measuring two trees, a larch and a beech tree, are then presented. The measurements are polarimetric and are measured over several months to determine any seasonal variations. The variation in backscatter with incidence angle from the beech tree is also investigated. Quantitative results are derived from the image data where appropriate.

The final chapter discusses many of the results obtained in chapters 4, 5 and 6 and attempts to draw some conclusions from them. The results obtained are compared, as far as is possible, with other published literature.
Chapter 2

Investigation of the Backward Propagation Imaging Algorithm
2.1 Introduction

The aim of this chapter is to present and develop a single frequency planar near-field system capable of imaging targets in an anechoic chamber. The focusing algorithm used, known as the backward propagation algorithm, is derived from first principles in the following sections and is based on the decomposition of recorded data into an angular spectrum of plane waves. Simulations of simple targets in both one and two dimensions are carried out to verify the validity of the algorithm and to develop a full characterisation of its properties, such as resolution and depth of focus. The response of more complex targets is also analysed along with investigations of multiple scattering within the target structure. Finally, the near-field images generated by this imaging algorithm are converted to a far-field quantity and are compared with expected radar cross section (RCS) values.

2.2 Derivation of the Backward Propagation Imaging Algorithm

All systems which generate images of a target scene work on the principles embodied in the human eye. They require an aperture across which the wavefront reflected, transmitted or emitted from an object, can be collected. This corresponds to the iris and lens in the human eye. The collected wavefront is then transformed to generate an image in the plane of the image sensor, i.e. at the retina in the case of the eye.

Electromagnetic imaging systems work on similar principles although the aperture can be used both to illuminate the target, and to the receive the wavefront reflected from it. A planar aperture provides the most straightforward way of achieving this and can be analysed by relatively simple mathematical processes. A planar synthetic aperture will be utilised for all of the following work and it is important to understand the nature of the aperture illumination and the propagation of electromagnetic energy from it. The best way of achieving this is by using the angular spectrum of plane waves [64][65][66][67] which is explained in the following section.
2.2.1 Plane Wave Propagation

In order to understand the propagation characteristics of electromagnetic waves, it is important to be able to analyse the constituent components of such waves. Fourier analysis provides a mathematically simplistic approach to achieving this in planar systems. It can be shown that if a planar complex field distribution is analysed by means of Fourier transformations, then the various spatial frequency components so generated can be identified as plane waves travelling in different directions. These components are known as the angular spectrum of plane waves. Fourier analysis is a powerful tool since a knowledge of the plane wave components at a particular point allows the field distribution at any other point in space to be calculated [61]. This is achieved by calculating the phase shift that each component has undergone in propagation to that point and then by adding the contributions of the different plane wave components.

To illustrate this, consider initially an object which is acting as a source of electromagnetic waves. The waves are received at an aperture located a distance \( z \) from the source as shown in Figure 1.2.

To quantify this, let \( U(x, y, 0) \) represent the complex field distribution at the source, and let \( U(x, y, z) \) represent an unknown field distribution at a general point \( P \) with coordinates \( (x, y, z) \). If a two dimensional Fourier transform is applied to the field \( U(x, y, 0) \) at the source, then the field can be decomposed into a series of simple exponential functions each propagating at a known angle. Therefore,

\[
U(s_x, s_y, 0) = \iint U(x, y, 0) \exp(-j2\pi(s_x x + s_y y)) \, dx \, dy \tag{2-1}
\]

where \( s_x \) and \( s_y \) are the spatial frequencies in the \( x \) and \( y \) directions. Inversely, the source distribution can be described as the summation of these exponential functions, namely,

\[
U(x, y, 0) = \iint U(s_x, s_y, 0) \exp(j2\pi(s_x x + s_y y)) \, ds_x \, ds_y \tag{2-2}
\]

It is also known that a unit-amplitude plane wave can be described by

\[
A(x, y, z) = \exp(-j2\pi(\alpha x + \beta y + \gamma z)) \tag{2-3}
\]
where $\alpha$, $\beta$ and $\gamma$ are direction cosines and $\gamma$ is given by

$$\gamma = \sqrt{1 - \alpha^2 - \beta^2} \quad (2-4)$$

Thus across the plane of the source, where $z = 0$, a complex exponential function $\exp(j2\pi(s_x x + s_y y))$ can be regarded as a plane wave propagating with direction cosines $\alpha$, $\beta$ and $\gamma$ given by

$$\alpha = \lambda s_x \quad (2-5)$$

$$\beta = \lambda s_y \quad (2-6)$$

$$\gamma = \sqrt{1 - (\lambda s_x)^2 - (\lambda s_y)^2} \quad (2-7)$$

Consequently, equation (2-1) can be re-written in terms of its 'Angular Spectrum'

$$U(\frac{\alpha}{\lambda}, \frac{\beta}{\lambda}, 0) = \iint U(x, y, 0) \exp\left(-j2\pi\left(\frac{\alpha x}{\lambda} + \frac{\beta x}{\lambda}\right)\right) \, dx \, dy \quad (2-8)$$

In a similar manner, the angular spectrum of the field distribution across a plane parallel to the plane containing the source and a distance $z$ from it is given by

$$U(\frac{\alpha}{\lambda}, \frac{\beta}{\lambda}, z) = \iint U(x, y, z) \exp\left(-j2\pi\left(\frac{\alpha x}{\lambda} + \frac{\beta x}{\lambda}\right)\right) \, dx \, dy \quad (2-9)$$

Conversely, the inverse Fourier transform shows how the measured field is composed of its angular spectrum.

$$U(x, y, z) = \iint U\left(\frac{\alpha}{\lambda}, \frac{\beta}{\lambda}, z\right) \exp\left(j2\pi\left(\frac{\alpha x}{\lambda} + \frac{\beta x}{\lambda}\right)\right) \frac{d\alpha}{\lambda} \frac{d\beta}{\lambda} \quad (2-10)$$

It is also known that the complex amplitude, $U$, of any electromagnetic wave propagating through space, must satisfy the Helmholtz equation, namely,

$$\nabla^2 U + k^2 U = 0 \quad (2-11)$$

If the Helmholtz equation is applied to equation (2-10) then a solution for $U(\frac{\alpha}{\lambda}, \frac{\beta}{\lambda}, z)$ can be given in terms of the angular spectrum of the field at the source.
\[ U(x, y, 0), \text{ as shown below [61].} \]

\[
U\left(\frac{\alpha}{\lambda}, \frac{\beta}{\lambda}, z\right) = U\left(\frac{\alpha}{\lambda}, \frac{\beta}{\lambda}, 0\right) \exp\left(-j \frac{2\pi z}{\lambda} \sqrt{1 - \alpha^2 - \beta^2}\right) \tag{2-12}
\]

or in terms of spatial frequencies as

\[
U(s_x, s_y, z) = U(s_x, s_y, 0) \exp\left(-j \frac{2\pi z}{\lambda} \sqrt{1 - (\lambda s_x)^2 - (\lambda s_y)^2}\right) \tag{2-13}
\]

However, this is only true if

\[
(\lambda s_x)^2 + (\lambda s_y)^2 < 1 \tag{2-14}
\]

The waves produced when this condition is true are called homogeneous waves. If the reverse is true so that

\[
(\lambda s_x)^2 + (\lambda s_y)^2 > 1 \tag{2-15}
\]

then the wave components will be strongly attenuated and will not travel far. These waves are known as evanescent waves.

It can be seen from equation (2-13) that the effect of propagation over a distance \( z \) is simply a change in the relative phase of each plane wave component in the field. This occurs since each plane wave component travels at a different angle and hence covers a different distance to reach a given point. The exponential term of this equation is known as the forward propagator.

This result is dependent on the sense in which plane wave propagation is taken to occur. Here plane wave propagation is taken to be in the form of \( \exp(-jkr) \). However, in other literature [68] it has been taken to be \( \exp(jkr) \) in which case the exponential term in equation (2-13) would be replaced by its complex conjugate.

It should also be noted that the spatial frequencies, \( s_x \) and \( s_y \), are defined by the limits of the Fourier Transform. It is well known [69] that, if aliasing is to be avoided in near-field measurements, then the data must be sampled at intervals of, \( dx \) and \( dy \), where

\[
dx \leq \frac{\lambda}{2} \quad \text{and} \quad dy \leq \frac{\lambda}{2} \tag{2-16}
\]
Therefore, the data in the spatial frequency domain will be limited to values $S_{\text{max}x}$ and $S_{\text{max}y}$, which are defined as

$$S_{\text{max}x} = \frac{1}{2dx} \quad \text{and} \quad S_{\text{max}y} = \frac{1}{2dy}$$

(2-17)

for a two-sided array. For simplicity, $dx$ and $dy$ are always taken to be the same value in this work, and hence $S_{\text{max}x}$ and $S_{\text{max}y}$ are identical and are referred to as $S_{\text{max}}$.

### 2.2.2 Propagation as a Spatial Filter

From equation (2-13), it is possible to consider the forward propagator as a transfer function $H(s_x, s_y, z)$ as shown below.

$$H(s_x, s_y, z) = \frac{U(s_x, s_y, z)}{U(s_x, s_y, 0)} = \exp\left(-\frac{j2\pi z}{\lambda} \sqrt{1 - (\lambda s_x)^2 - (\lambda s_y)^2}\right)$$

(2-18)

If the distance $z$ is at least several wavelengths long, then the evanescent waves can be ignored, yielding a transfer function,

$$H(s_x, s_y, z) = \begin{cases} \exp\left(-\frac{j2\pi z}{\lambda} \sqrt{1 - (\lambda s_x)^2 - (\lambda s_y)^2}\right) & s_x^2 + s_y^2 < \frac{1}{\lambda^2} \\ 0 & \text{otherwise} \end{cases}$$

(2-19)

Hence, propagation can be thought of as a linear spatial filter with a finite spatial frequency bandwidth. The transmission of the filter is zero outside a circular region (i.e. bandwidth) of $1/\lambda$. Inside the region the modulus of the transfer function is unity but spatial frequency dependent phase shifts are introduced. This is illustrated in Figure 2.1a for a target at a distance of $z=1$ m from a 1 m wide aperture.

### 2.2.3 Backward Propagation

Equation (2-13) can also be re-written as

$$U(s_x, s_y, 0) = U(s_x, s_y, z) \exp\left(\frac{j2\pi z}{\lambda} \sqrt{1 - (\lambda s_x)^2 - (\lambda s_y)^2}\right)$$

(2-20)

to obtain an expression for the angular spectrum of the field distribution at a source in terms of the angular spectrum a distance $z$ away from it. In this equation, the complex exponential term is often called the backward propagator. Therefore, the distribution
Figure 2.1 Illustration of Forward and Backward Propagators
of an unknown source can be determined by measuring the field distribution a distance \( z \) away from it, and applying the backward propagator to the angular spectrum of measured data. The process is known as backward propagation.

It should be noted that the apparent range location of the target in the spatial frequency domain varies with spatial frequency. This is intuitively simple since wavefronts arriving from different angles have travelled different distances and therefore need to be backpropagated by different amounts [70]. The square-rooted term in equation (2-20) accounts for this variation.

Equation (2-20) is that utilised in transmit-only imaging systems. These have a number of applications such as in antenna measurements [71] and transmission measurements through a target. In other cases, information about the reflections from a target are of interest and therefore, transmit-receive systems are used instead. In such a case, the transmitter and receiver are both located on one side of a target. Most commonly, monostatic imaging systems are used for near-field imaging, in which case the transmitter and the receiver are both located at the same point in space. In such a system, the distance travelled between transmitter and receiver is twice that travelled in the transmit-only system and hence equation (2-20) now becomes [63][68],

\[
U(s_x, s_y, 0) = U(s_x, s_y, z) \exp \left( \frac{j4\pi z}{\lambda} \sqrt{1 - \left(\frac{\lambda s_x}{2}\right)^2 - \left(\frac{\lambda s_y}{2}\right)^2} \right) \tag{2-21}
\]

and the backward propagator is now

\[
H^{-1}(s_x, s_y, z) = \exp \left( \frac{j4\pi z}{\lambda} \sqrt{1 - \left(\frac{\lambda s_x}{2}\right)^2 - \left(\frac{\lambda s_y}{2}\right)^2} \right) \tag{2-22}
\]

and is illustrated in Figure 2.1b.

The backward propagation algorithm for a transmit-receive system can be summarised as follows

i. Record data \( U(x, y, z) \) a distance \( z \) from the target

ii. Perform a forward Fourier transform to give \( U(s_x, s_y, z) \)
iii. Multiply by the backward wave propagator $H^{-1}(s_x, s_y, z)$ to give $U(s_x, s_y, 0)$

iv. Inverse Fourier transform to give the field distribution $U(x, y, 0)$ in the plane of the target

### 2.3 System Simulation

In order to verify the validity of this backward propagation algorithm, a simulation of a suitable imaging system was generated on a Unix based computer system. Such a system enables the characteristics of the algorithm to be determined. Considerable work has already been done on this algorithm [63][67] but since it is the basis of a new algorithm, to be explained in the next chapter, it was important to simulate the system to act as a reference with this new algorithm.

All simulations are carried out at a frequency of 10GHz.

#### 2.3.1 One Dimensional Imaging

Initially, a one dimensional planar synthetic aperture system was developed for simplicity and ideal isotropic point scatterers were used as the targets to be imaged. The data, $U(x)$, representing the recorded field at the aperture reflected from the point scatterers was generated using the equation

$$ U(x) = \sum_{n=1}^{N} \exp \left( -j \frac{4\pi r_n}{\lambda} \right) \frac{1}{r_n^2} $$

where $r_n$ is the distance of the $n^{th}$ point scatterer from each aperture element and $N$ is the total number of scatterers. Hence the contributions of all $N$ scatterers need to be summed to give the total data. The backward propagation algorithm can then be applied as described in Section 2.2.3.

Figure 2.2 illustrates the application of the backward propagation algorithm to a single point scatterer located 1.5m away from a scanning aperture. The scatterer is assumed to be infinitely small and re-radiates the energy incident on it as a spherical wavefront. The aperture is 1m in width and the frequency of operation is 10GHz. The first sidelobe levels of the reconstructed image are at -14dB. It is apparent from this
Figure 2.2  Magnitude and Phase Response of a Single Point Scatterer Before and After Application of the Backward Propagation Algorithm
diagram, that only the phase is altered to bring the scatterer into focus. This is expected from the theory of wave propagation which applies a phase change to the waves radiating away from an object as described in Section 2.2.1.

The main problem associated with this algorithm, is that correct phase compensation can only be applied for objects at a single distance, \( z \), from the aperture. If objects are placed at more than one distance, then objects at ranges other than \( z \) will suffer severe image degradation. This is illustrated in Figure 2.3 where an attempt is made to focus three scatterers at different distances from the aperture. From left to right the scatterers are located at 0.9m, 1m and 1.2m respectively from a 1m aperture. Correct phase compensation is only applied for the scatterer at \( z = 1m \) and hence this is the only scatterer that is properly focused.

Focusing problems are not the only difficulty associated with this algorithm. Positioning errors are also a characteristic of the backward propagation technique. It can be seen from Figure 2.3 that the centres of the two defocused targets are not at their true location of ±0.25m in cross-range but are shifted slightly to the left. These shifts in position are small distortion errors and cannot be eliminated from the system [63].

### 2.3.2 Depth of Focus

Depth of focus (or depth of field) is defined as the distance on the \( z \)-axis, in the vicinity of the object plane, along which acceptable in-focus imagery can be obtained. In other words, it is the maximum distance either side of a focused point scatterer where a second point remains focused. Yamani [63] attempted to formulate depth of focus and found it easier to characterise it by simulation. Such a process is relatively straightforward provided that suitable limits are first obtained. This is achieved by comparing the response of two point scatterers. One scatterer is fixed in position and is always focused correctly. The second scatterer is shifted in range until its mainlobe is 3dB below that of the focused scatterer. If the second scatterer is shifted beyond this limit then its response falls rapidly and cannot be considered to be focused. Figure 2.4 shows the results of such simulations by plotting range against depth of focus for both a 1m and a 2m aperture. It is apparent that the depth of focus close to
Figure 2.3  Reconstructed Image of Three Point Scatterers Located at 0.9m, 1m and 1.2m from the Aperture

Figure 2.4  Variation of Depth of Focus with Target Range
an aperture is very small, generally less than one wavelength. As the target moves away from the aperture, the depth of focus increases until at infinity the depth of focus itself becomes infinite. It is also apparent from this figure that depth of focus is dependent on aperture size as well as target range. The smaller the aperture, the greater the depth of focus becomes. From optics [72], it known that depth of focus, $\gamma$, is best described as

$$\gamma \propto \left(\frac{z}{D}\right)^2$$  \hfill (2-24)

where $z$ is the target range from the aperture and $D$ is the aperture size. Clearly, the results shown in Figure 2.4 correspond well with this relationship.

2.3.3 Resolution

Resolution was first formulated by Lord Rayleigh to help predict the ability of an optical system to distinguish two stars. He proved that two point targets could be resolved if the maximum of one target was located at the same point as the first minimum of the second target [72]. If the targets are closer than this minimum separation then they cannot be distinguished from each other. This is known as the Rayleigh Criterion. The minimum separation between the scatterers is then given by,

$$\text{Sep} = \frac{\lambda}{D}$$  \hfill (2-25)

where $D$ is again the aperture size and $\lambda$ is the wavelength. By considering the location of the maxima and minima of the system, Yamani [73] then formulated that the resolution, $\delta$, of a transmit-receive system could be defined by

$$\delta = \frac{\lambda z}{2D}$$  \hfill (2-26)

Such a formula is applicable to the microwave imaging system already discussed to determine the resolution of the imaged targets. However, since the true locations of the nulls are often hard to locate, resolution is frequently measured at the 3dB beamwidth of the mainlobe. In such a case, the above equation now becomes
\[ \delta_{\text{res}} = 0.89 \frac{\lambda z}{2D} \]  

(2-27)

From this equation it can be seen that resolution decreases as the target moves away from the aperture and that resolution increases for larger aperture sizes.

However, equation (2-27) only provides a straight line approximation of resolution. Figure 2.5 plots the resolution at 10GHz, calculated from equation (2-27) against range, along with a set of values for resolution obtained from simulations for a 3m aperture. Clearly, the straight line approximation provides a good approximation except at ranges that are close to the aperture.

The degradation of the target resolution with range from the aperture can be explained by Figure 2.6. Here the spatial frequency domain spectra of two point targets at two different ranges from the aperture are shown. The nearer target has a broad spectrum containing higher spatial frequencies than the target further away. This occurs since most of the energy scattered from near targets is received at the aperture, whereas the energy scattered from targets further away is spread over a wider range of angles by the time it reaches the aperture. Consequently, the higher spatial frequencies of more distant targets are lost and can only be recovered by increasing the size of the scanning aperture.

The width of this spatial frequency spectrum is the critical factor in determining the resolution of a target in the image domain. By using simple Fourier transform relationships, it is well known that a rectangular pulse in one Fourier domain generates a sinc function in the other domain, and that the width of the pulse is inversely proportional to the width of the sinc function. Therefore, with reference to Figure 2.6, the wider the spectrum in the spatial frequency domain, the narrower the mainlobe of the target response becomes and the better the resolution is.

2.3.3.1 Offset Targets

Figure 2.5 also demonstrates that if objects are offset from \( x = 0 \) (i.e. towards the edge of the scanning aperture), the measured resolution diverges further still from the approximation provided by equation (2-27). This effect can be explained by
Figure 2.5  Comparison of Measured and Calculated Resolution with Target Range

Figure 2.6  Spatial Frequency Distributions of Two Point Scatterers at Two Different Ranges from the Aperture

Figure 2.7  Spatial Frequency Distributions of Two Point Scatterers at Two Different Cross-Ranges
considering the spatial frequency distribution of an offset target when compared with that of a target located on the central axis. These distributions can be seen in Figure 2.7 for a target 1m away from a 1.5m aperture. It is clear that the spatial frequency bandwidth of the offset target is smaller than that for an on-axis target. Furthermore, the distribution is not symmetrical and has been shifted to one side of the domain. Such a response occurs since, when a target is offset from the central axis, less of the wave reflected from the target is received at the aperture, resulting in a deformed spectrum. In other words, a greater proportion of energy reflected from an offset target is outside the angular range of the scanning aperture compared with that received from an on-axis target at the same range. Consequently, the resolution of such a target is worse than that for an on-axis one.

2.3.4 Complex Targets

Whilst the simulation of ideal point scatterers provides valuable information about the characteristics of the imaging algorithm, it is also instructive to examine the response of the imaging system to more complex targets. A good example to use in such a study is that of an infinitely thin, perfectly reflecting cylinder. Initially, the cylinder is considered as a series of ideal, non-interacting, point scatterers placed very close together, although the validity of this approach will be discussed in Section 2.4.

Figure 2.8a shows the response obtained from imaging a 30cm long cylinder which is placed horizontally in a plane parallel to the scanning aperture and at a distance of 1.5m from it. The cylinder is composed of 40 scatterers each separated by a quarter of a wavelength. The reconstructed response of the cylinder after focusing demonstrates the expected features with an almost constant distribution over the region where the cylinder is located.

If the cylinder is rotated in the x-z plane, with the left hand end moving nearer the aperture and the right hand end moving further away, then the response is not as straightforward. As shown in Figure 2.8b, when the angle of rotation is small, the response is no longer flat across the region where the cylinder is located, but slopes unevenly downwards to the right. Such a result is intuitively understandable since the right hand end is moving away from the aperture and hence a smaller angular
Figure 2.8  Reconstructed Image and Spatial Frequency Domain Response of a Rotated Horizontal Cylinder
spectrum of data is collected from this end of the cylinder when compared with the
easier one. This result can also be explained by examining the spatial frequency
domain response of the cylinder, also shown in Figure 2.8. The spatial frequency
domain response of the cylinder is a sinc function, as is predicted by the properties of
the Fourier Transform [74]. The rotation of the cylinder along the range axes is
equivalent to a shift of this sinc function in the spatial frequency domain. The shift is
better understood by realising that when the cylinder is no longer parallel with the
scanning aperture then the energy incident upon it arrives at an angle to its
perpendicular. The incident energy is then reflected away at an equal and opposite
angle and is received at the aperture. Hence, the location of the sinc function in the
spatial frequency domain is shifted by an amount proportional to the angle.

When the cylinder is rotated by even greater angles then the constant response of the
reconstructed image disappears completely and is replaced by what appears to be two
point scatterers. These responses are generated from the ends of the cylinder and are
not truly in focus since they are at different ranges from the aperture and cannot be
focused simultaneously. Evidently, it is not possible to see the main part of the
cylinder itself, only the ends. This occurs since, as the angle of rotation is increased,
the sinc function in the spatial frequency domain decreases in magnitude as it gets
closer to the maximum spatial frequency, $S_{\text{max}}$. See Figure 2.8c. Eventually, the peak
of the sinc response is no longer within the measurable spatial frequency range of the
system and only the sidelobes of the sinc function are left as is shown in Figure 2.8d.
This sidelobe pattern has a very similar spatial frequency response to that obtained
from two point scatterers which explains why only two points are visible in the image.

The point at which the peak of the sinc function moves outside the spatial frequency
bandwidth of the system and at which the image of the cylinder becomes two point
scatterers, depends on a number of factors. In particular, if the aperture is wide or the
target close to the aperture, then a large angular range of reflected energy is received
from the target. Hence, the greater the angle of rotation can be before the image
deteriorates to two points. For the 30cm long cylinder simulated, it was found that the
image of the cylinder becomes two points when the angle of rotation was
approximately 25°.
2.3.5 Two-Dimensional Simulations

Two-dimensional simulations of the system are also required to help predict the characteristics of the image produced by a real synthetic aperture system. Figure 2.9 shows the two-dimensional case for three point scatterers placed at, from left to right, 0.9m, 1m and 1.2m in range, and where correct phase compensation has been applied to the target at 1m. It can be seen that the target at 1m is the only scatterer in focus and that it has four sidelobe regions emanating outwards from the main response. These are the result of the data being limited to a square aperture [74]. The first sidelobes are -15dB below the main response.

It should be noted that the image of Figure 2.9 has been interpolated in the spatial frequency domain by placing it in a large array prior to the final inverse Fourier Transform. This allows clearer details of the reconstructed image to be observed without altering the results and will be utilised for all future simulations.

A second simulation was then carried out to simulate three cylinders located at different orientations and angles with respect to the scanning aperture. The cylinders were arranged in such a way as to represent the trunk of a tree and two branches in order to anticipate the measurements made in Chapter 4. The trunk was arranged vertically in a plane parallel to the scanning aperture and was 1m in length. The left hand branch was inclined away from the aperture at an angle of 20° and was 0.5m in length. The right hand branch was also 0.5m in length and was inclined towards the aperture at an angle of 10°. Focusing was applied in the plane of the trunk which was located 1m from a 1.5m by 1.5m aperture.

The result of this simulation is shown in Figure 2.10. The main trunk is all in focus, as expected, whilst the right hand branch is visible but is partially out of focus. The left hand branch, is also visible, although its left hand end is badly out of focus and the image is deteriorating to a point as previously explained. This occurs since the left hand branch is at a greater angle to the plane of focusing than the right hand branch and consequently, the peak of the response from this branch could not be captured within the angular range of the system as was explained in Section 2.3.4.
Figure 2.9  Two Dimensional Image of Three Point Scatterers Located at Three Different Ranges from the Aperture

Figure 2.10  Two Dimensional Image of a Simulated Tree Composed of Three Cylinders
2.3.6 Transmission Simulations

Whilst the principal aim of this chapter is to examine the imaging qualities of the backward propagation algorithm for a transmit-receive system, the properties of the complementary transmit-only imaging system also need to be examined since measurements of transmission through a target will be described in Chapter 4. As previously explained, in transmit-only systems, the transmitter is not in the same plane as the receiver. Instead, the target is illuminated from behind by the transmitter, whilst the receiver is placed a distance \( z \) in front of the target. The distance travelled between the source of scattering and the receiver is half that of the transmit-receive system considered in previous sections. Focusing of the transmit only system is explained in Section 2.2.1.

If the scenario presented in Section 2.3.1 is repeated for a transmit-only system, then a single point scatterer at 1m from the aperture is taken to be the source of the scattered field. The backward propagator as described by equation (2-20) is used to focus the data, and the resulting image is shown in Figure 2.11. Comparison of this with Figure 2.3 clearly shows that the transmit-only system has a resolution of half that of the transmit-receive system. This is due to the fact that a transmit-only system has half the spatial bandwidth of a transmit-receive system. Hence, equation (2-27) for the transmit-receive system resolution now becomes,

\[
\delta_{3dB} = 0.89 \frac{\lambda z}{D} \quad (2-28)
\]

Apart from this change in resolution, the characteristics of the backward propagation algorithm for both transmit-only and transmit-receive systems remain the same. Therefore, transmit-only systems are also limited in their depth of focus.

2.4 Multiple Scattering

The approach adopted in this work to date has been limited to investigating the response from simple ideal point scatterers and the ability of the backward propagation algorithm to focus them. Section 2.3.4 considered the response of arrays composed of closely spaced point scatterers. Such an approach is useful but far from accurate since it fails to account for the interaction that occurs within complex target
Figure 2.11  Reconstructed Image of Three Point Scatterers Located at Three Different Ranges from the Aperture for a Transmit-Only System

Figure 2.12  Illustration of Internal Scattering Between Two Point Scatterers
structures [75]. The interaction is caused by the incident energy on one part of a target being reflected onto other target surfaces, one or more times, before being reflected back to the receiver. This is a second order effect and is frequently ignored since it is difficult to calculate or measure. Nevertheless, there is increasing interest in the effects of such scattering and hence the aim of the following section is to include multiple scattering scenarios into the simulations of the previous sections. By so doing, the effect of multiple scattering on the images produced by the backward propagation algorithm, can be observed.

2.4.1 Simulation of Multiple Scattering

The simplest way to examine the effect of multiple scattering within a target object is to consider the case for two scatterers placed a few wavelengths apart. The energy incident on the first scatterer is partially reflected back towards the aperture as normal but some of the energy may be reflected towards the second scatterer. When it hits the second scatterer it is reflected back towards the aperture, as shown in Figure 2.12. The mechanism is repeated for energy incident on the second scatterer, which is reflected from the first scatterer. This process can be described by a development of equation (2-23), namely,

$$U(x) = \frac{e^{-j2k_{r_1}}}{r_1^2} + \frac{e^{-j2k_{r_2}}}{r_2^2} + \frac{2e^{-jk(r_1+D+r_2)}}{r_1r_2D}$$

(2-29)

where $r_1$ and $r_2$ are the ranges of the two scatterers from the individual elements of the aperture and $D$ is the separation between the scatterers. The multiple scattering results in a third 'virtual scatterer' being created which is described by the third term of the above equation. The virtual scatterer is located exactly half way between the two real scatterers. However, the above equation fails to take account of the fact that only a small portion of the incident energy from each scatterer is reflected back to the receiver and an even smaller amount is reflected in the direction of the second scatterer. In short, the above equation needs to take account of the nature of the scattering at the targets. This can be described in terms of radar cross section, $\sigma$, which will be fully explained in the following section.

If two targets are located an arbitrary distance, $R$, from a co-located transmitter and
receiver, then the power reflected back from the first target is given by

\[ \frac{PG_t \sigma A}{(4\pi R^2)^2} \]  

(2-30)

where \( P \) is the power transmitted by the radar, \( G_t \) is the gain of the transmit antenna and \( A \) is the effective area of the receive antenna. If multiple scattering occurs, then a second signal is reflected from the first target onto the second and then back to the receiver. The received signal from this route is described by

\[ \frac{PG_t \sigma^2 A}{(4\pi R^2)^2 (4\pi D^2)} \]  

(2-31)

where \( D \) is again the separation between the targets. Ignoring all common terms, the powers received at the receiver are

from first scatterer

\[ \sigma \]  

(2-32)

from first scatterer via the second

\[ \frac{\sigma^2}{(4\pi D^2)} \]  

(2-33)

and the received fields are the square roots of these values. An equal process occurs from the second scatterer back to the first. Substituting the field values into equation (2-29) gives a much more accurate description of the multiple scattering process. Therefore,

\[ U(x) = \sqrt{\sigma} \frac{e^{-j2kr_1}}{r_1^2} + \sqrt{\sigma} \frac{e^{-j2kr_2}}{r_2^2} + \frac{\sigma}{D\sqrt{\pi}} \frac{e^{-jk(r_1+D+r_2)}}{r_1r_2D} \]  

(2-34)

The scatterers can be considered to be spheres for which the radar cross section, \( \sigma_s \), can be approximately described by,

\[ \sigma_s = \pi a^2 \]  

(2-35)

where 'a' is the radius of the sphere.

Using this equation to simulate suitable data, the effect of multiple scattering on the reconstructed image of two scatterers can be demonstrated, as shown in Figure 2.13.
Figure 2.13  Reconstructed Image of Multiple Scattering Occurring Between Two Point Targets

Figure 2.14  Geometry of a True RCS System
The scatterers are set 1.5m from a 1m aperture at ±0.2m in cross-range and are considered to have the radar cross section of a sphere with radius 5cm. Clearly, the virtual scatterer is almost focused and is located in the middle of the two real scatterers. The virtual scatterer was generally found to be in-focus but it could be defocused depending on the separation, D, between the two scatterers relative to r1 and r2.

2.4.2 Radar Cross Section (RCS)

Multiple scattering effects must also be considered when comparing near-field measurements with far-field quantities. Such a comparison is necessary if the values measured in the near-field are to be of any use in wider scientific applications.

Radar cross section (RCS) is the quantity used to describe the backscattered return from a given target in the far-field. It is the quantity by which ships and aircraft can be identified at long distances from a radar. It is highly dependent on the area of the target visible to the radar at a given point in time and is consequently a highly complex function, being built up from the scattering of energy on the surfaces of the target. RCS can be defined as the ratio of power reflected from a target in the direction of the receiver to the power incident on a target [40], i.e.

\[
\sigma = \frac{\text{power reflected towards source per unit angle}}{\text{incident power density} / 4\pi}
\]

(2-36)

In many applications it is far easier to measure a near-field situation and convert the results to a far-field RCS value. This can be done with the aid of a near-field to far-field transformation which in its basic form consists of a Fourier transform [76].

2.4.3 RCS Simulations

The data obtained from previous simulations can be converted to a far field quantity by omitting the final Fourier Transform from the end of the imaging process to convert the reconstructed image data to the sin θ domain. The sin θ domain is an angular domain related to the normal spatial frequency domain so that

\[
\sin \theta = \frac{s\lambda}{2}
\]

(2-37)
To determine the accuracy of the results so obtained, the data focused by the backward propagation algorithm needs to be compared with true RCS data which can be simulated using equation (2-23) provided that the near field range \( r_n \) is replaced with a far field range \( r_r \). This range, \( r_r \), is defined from Figure 2.14 where the radar is placed at infinity. From basic geometry, the distance from the radar to a general scatterer located at \((x, z)\) is

\[
R + z\cos\theta + x\sin\theta
\]  

(2-38)

where \( R \) is the distance from the radar to the wavefront nearest the target and \( \theta \) describes the direction of wavefront propagation. However, the system in question is a transmit-receive system, so the actual distance travelled by the wave is double this. Furthermore, \( R \) is common to all terms, and since only the changes in phase of the wavefront are of any interest, it can be ignored. So the path length \( r_r \) for a true RCS system is effectively,

\[
r_r = 2(z\cos\theta + x\sin\theta)
\]  

(2-39)

The true RCS response of two scatterers set 0.2m apart at a distance of 1m from a 1m aperture is shown in Figure 2.15. It is assumed that the targets are spheres with a radius of 5cm. Also shown is the RCS response generated from the single frequency near-field image data. Clearly the near-field data produces a result that is close to that for the real RCS data. In contrast, Figure 2.16 illustrates the results for the same two scatterers when multiple scattering is present between the two scatterers. Clearly, these results are not the same and hence the near-field data is unable to generate real RCS data in this case. When multiple scattering is present, the variation between the true RCS data and the data obtained from the near-field data varies depending on the separation \( D \) between the two scatterers. In some cases, the separation is such that, even when multiple scattering is present, the correct answer may be obtained from the near field data. Mensa and Vaccaro [76] illustrated the problem by measuring the near-field and far-field response of a dihedral and attempted to convert one to the other. Again, the scattering inherent within a dihedral structure resulted in an inaccurate transformation. They also demonstrated that real transmit-receive arrays, where all the elements are excited simultaneously, provide data which can be
Figure 2.15  RCS Response of Two Point Targets Without Multiple Scattering

Figure 2.16  RCS Response of Two Point Targets With Multiple Scattering
accurately converted to the far-field. Therefore, it is preferable to use a real array instead of a synthetic array to generate RCS values from near-field measurements where multiple scattering is present. For synthetically generated data to have the right RCS, the target would have to be free of multiple scattering and this is impossible to determine in most cases.

2.5 Conclusions

This chapter has demonstrated the abilities of the backward propagation algorithm to generate in-focus imagery from near-field synthetic aperture data. The technique provides high resolution with a simple level of processing. However, its uses are severely limited when objects are placed at more than one range from the aperture or when the object itself has any kind of depth in range. Furthermore, in realistic applications, the target range is often unknown and searching for the optimum focusing condition can cause incorrect interpretation of the image. The responses of simple and complex targets were examined in both one and two dimensions by simulation. Multiple scattering within target structures was also examined and found to give rise to virtual images which may be focused. Attempts were also made to convert the focused data to a radar cross section distribution which can only be achieved if multiple scattering is not present. These problems make the algorithm unsuitable in many ways for the imaging of biophysical objects but it can still provide valid data and valuable information about targets and hence will be used in Chapter 4 to image simple objects.
Chapter 3

Development of a Multifrequency Auto-Focusing Imaging Algorithm
3.1 Introduction

In the previous chapter, it was shown that the single frequency backward propagation algorithm successfully focused the image of a point target. However, it failed to focus objects placed at more than one range from the aperture, or objects with a depth in range greater than the depth of focus. It also introduced distortion errors. To overcome these problems, a multifrequency implementation of the backward propagation algorithm is proposed which focuses all targets up to a maximum range. The advantage of this auto-focusing technique is that it provides in-focus imagery without any prior information about the location of the target in range. It also uses a small frequency bandwidth in comparison to other multifrequency algorithms.

The algorithm to be employed is analogous to one proposed by Ahmed Yamani [63] in the early 1980s. He provided a substantially different approach which resulted in an identical focusing procedure. The new approach is more concise and provides an intuitively simple understanding of the focusing mechanism.

This chapter presents a full derivation of both approaches to this automatic focusing algorithm and demonstrates the effectiveness of the algorithm for focusing point targets at different ranges. The characteristics of the algorithm are fully investigated in both one and two dimensions and the effect of scattering within target structures on the focusing capabilities of the algorithm is examined. The relationship of the generated images to radar cross section is discussed and improvements made to enhance the algorithm are described. A discussion on suitable filtering techniques is also included.

3.2 Development of an Auto-Focusing Imaging Algorithm

This section describes a development of the single frequency backward propagation imaging algorithm to a multifrequency scenario.

Initially, it is convenient to consider only a one-dimensional system. In Chapter 2, it was shown that the backward propagator term, $H^1(s)$, given in equation (2-22), can be used to focus a set of single frequency data collected over a planar aperture. $H^1(s)$ is defined as
\[ H^{-1}(s) = \exp \left( \frac{j4\pi z}{\lambda} \sqrt{1 - \left( \frac{\lambda s}{2} \right)^2} \right) \] (3-1)

and the target range \( z \) is defined as

\[ z = \frac{ct}{2} \quad \text{where} \quad t = \frac{(n-1)}{N \cdot df} \] (3-2)

\( df \) is the frequency sampling interval and \( N \) is the size of the Fourier data array used. It should be noted that the above relationship between time, \( t \), and range, \( z \), is only valid in the image domain and is not valid in the spatial frequency domain as will be shown later. The location of a given target in the spatial frequency range domain varies with spatial frequency and the effect is compensated for by the square-root term in equation (3-1) [70].

The same approach used in the single frequency example can also be used to focus a multifrequency data set \( U(s,f) \) collected over a planar aperture. The data must be converted to the range domain and multiplied by a correction factor to produce in-focus imagery. In this case, the correction factor, \( G(s,z) \), needed to focus the image is given by,

\[ G(s, z) = \exp \left( \frac{j4\pi f_c z}{c} \sqrt{1 - \left( \frac{sc}{2f_c} \right)^2} \right) \] (3-3)

where \( f_c \) is the centre frequency of a small bandwidth. It can be seen that this is the same as the focusing operator, \( H^{-1}(s) \), used in the single frequency case.

Given that \( z \) is still defined by equation (3-2), since the variation of target location with spatial frequency is accounted for by the square root term, then the above equation can be re-written as a time domain correction factor, namely.

\[ G(s, t) = \exp \left( j2\pi f_c t \sqrt{1 - \left( \frac{sc}{2f_c} \right)^2} \right) \] (3-4)

Hence, in-focus imagery can be obtained by multiplying the time domain data, \( U(s,t) \), by the above focusing term. The corrected data, \( U'(s,t) \), is then Fourier transformed.
with respect to time to the frequency domain where the centre frequency is extracted
to give $U'(s, f_o)$. Finally, an inverse Fourier transform with respect to spatial frequency
is applied to generate the final image distribution, $U'(x, f)$. The centre frequency is
extracted as it is the only frequency at which truly in-focus imagery is obtained. The
reason for this will be explained in the following section. The whole imaging process
is illustrated in Figure 3.1 and validation that it produces in-focus imagery is given in
Section 3.2.2. If a synthetic pulse system, as described in Chapter 1, is used, then this
focusing operation requires the data to undergo four Fourier transformations.
Obviously, this a time consuming and computationally intensive process and is
therefore not desirable.

It is possible to simplify the focusing procedure for a synthetic pulse system by
making use of the knowledge that multiplication in the time domain is equivalent to
convolution in the frequency domain [74]. Therefore, if the focusing operator of
equation (3-4) is transformed to the frequency domain, then convolution can be
carried out in the frequency domain without the need for the data to be converted to
its time domain form. The correction factor in the frequency domain is obtained by
applying a Fourier transform to equation (3-4) so that

$$G(s, f) = \int_0^{1/df} \exp \left\{ j2\pi f_o t \sqrt{1 - \left( \frac{sc}{2f_o} \right)^2} \right\} \exp -j2\pi ft \, dt$$

(3-5)

which yields

$$G(s, f) = \frac{1}{df} \exp \left( -j\frac{\pi}{df} \left\{ f - f_o \sqrt{1 - \left( \frac{sc}{2f_o} \right)^2} \right\} \right) \sin \frac{\pi}{df} \left\{ f - f_o \sqrt{1 - \left( \frac{sc}{2f_o} \right)^2} \right\}$$

(3-6)

Once $G(s, f)$ has been convolved with the frequency domain data then the centre
frequency can be extracted as before and inverse Fourier transformed to give $U'(x, f)$.
This process is illustrated in Figure 3.2.
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\[ u'(s, t) = u(s, t) \cdot G(s, t) \]
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Figure 3.1 Illustration of the Auto-Focusing Algorithm
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Figure 3.2 Illustration of the Convolutional Auto-Focusing Algorithm
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Both the time domain and frequency domain correction processes are identical but the second one reduces the number of Fourier transforms required from four to two. Furthermore, the frequency domain approach employs a partial convolution process to obtain the centre frequency which is a fast and efficient implementation. Consequently, it is this second method that is utilised for the rest of the work.

3.2.1 Alternative Approach

In the early 1980s, Ahmed Yamani [63] also addressed the problem of multifrequency imaging and derived an auto-focusing algorithm from the backward propagation technique. Unsurprisingly, this derivation results in the same equations as described by equation (3-3) but approaches the problem from a completely different perspective. As such, it illustrates certain characteristics of the algorithm which are not easily understood from the previous approach and hence it is important to derive it in full here.

Using the concept of backward propagation developed in the previous chapter, equation (2-21) can be rewritten for a multifrequency system as

\[ U(s, f, z) = U(s, f, 0) \exp \left( \frac{-j4\pi fz}{c} \sqrt{1 - \left( \frac{sc}{2f} \right)^2} \right) \]

(3-7)

\[ = U(s, f, 0) \exp -j\phi(s, f) \]

Consider first just the \( \exp -j\phi(s, f) \) term of equation (3-7). It is this term that describes the change in phase which occurs during the propagation of the wave and which, in turn, brings about the defocusing of the image. Figure 3.3 shows a plot of the phase \( \phi(s, f) \) against a range of frequencies for three point scatterers which are located at three different ranges, \( z_1, z_2 \) and \( z_3 \), from the aperture. From this, it can be seen that the phase is non linear with respect to frequency. However, over a small bandwidth, the phase for each scatterer can be approximated to the tangent of the phase at \( f = f_0 \) where \( f_0 \) is the centre frequency.

The equation of the tangent of the phase can be obtained from the normal equation for a straight line, i.e.
Points Q and A are given as

\[ Q = f_0 \left( \frac{sc}{2f_0} \right)^2 \]

\[ A = \frac{sc}{2} \]

Figure 3.3  Phase Distribution of Three Point Scatterers at Three Different Ranges from the Aperture and their Tangents at \( f = f_0 \)
\[ \phi = Af + B \]  

(3-8)

where \( \phi \) is the phase, \( A \) is the gradient of the line at \( f_0 \) and \( B \) is the point where the tangent line crosses the y axis. The gradient, \( A \), can be obtained by differentiating the phase term described by equation (3-7) at \( f = f_0 \). Hence

\[
A = \frac{d\phi}{df} = \frac{4\pi z}{c} \frac{1}{\sqrt{1 - \left(\frac{sc}{2f_0}\right)^2}}
\]

(3-9)

\( B \) is obtained by substituting the phase term of equation (3-7) and the above value for \( A \) into equation (3-8) yielding

\[
B = \frac{4\pi zf_0}{c} \left\{ \frac{1}{\sqrt{1 - \left(\frac{sc}{2f_0}\right)^2}} - \frac{1}{\sqrt{1 - \left(\frac{sc}{2f_0}\right)^2}} \right\}
\]

(3-10)

A description of the data in the time domain can then be obtained by transforming the equation for the phase of the data, given by equations (3-8), (3-9) and (3-10), with respect to frequency \( f \). Therefore,

\[
U(s, t) = \int_{f_0 - \Delta}^{f_0 + \Delta} \exp - j(Af + B) \exp j2\pi ft df
\]

(3-11)

\[
= \int_{f_0 - \Delta}^{f_0 + \Delta} \exp - j \frac{4\pi z}{c} \left\{ \frac{f - f_0}{\sqrt{1 - \left(\frac{sc}{2f_0}\right)^2}} - f_0 \sqrt{1 - \left(\frac{sc}{2f_0}\right)^2} \right\} \exp j2\pi ft df
\]

which yields

\[
U(s, t) = 2\Delta \exp \frac{-j4\pi f_0}{c} \left\{ zw - \frac{ct}{2} \right\} \frac{\sin \left\{ \frac{4\pi \Delta}{c} \left( \frac{z}{w} - \frac{ct}{2} \right) \right\}}{\frac{4\pi \Delta}{c} \left( \frac{z}{w} - \frac{ct}{2} \right)}
\]

(3-12)
where \( w = \sqrt{1 - \left( \frac{sc}{2f_o} \right)^2} \)

In this case, \( \Delta \) is used to denote half the bandwidth of the data.

The exponential term of the above equation represents the phase of the target in the time domain whilst the sinc term gives its amplitude. It is the phase term that causes the defocusing of the target. The time, \( t \), for the signal to travel to and from the target can be found from this equation by setting the term in parentheses in the sinc function equal to zero. Therefore,

\[
t = \frac{2z}{c} \frac{1}{\sqrt{1 - \left( \frac{sc}{2f_o} \right)^2}}
\]

(3-13)

The relationship between range and time provided by this equation is clearly not the same as that defined in equation (3-2). This is due to the fact that equation (3-2) is a description of the time-range relationship in the space domain whilst equation (3-13) provides a representation of the relationship in the spatial frequency domain.

Having established this relationship, the discussion of the focusing operation can be resumed. Referring once again to Figure 3.3, it can be seen that if the scatterers are to be focused at frequency \( f_o \), then the data for the scatterers at \( z_1, z_2 \) and \( z_3 \), needs to be corrected by \( \phi_1, \phi_2 \) and \( \phi_3 \) respectively. In the single frequency backward propagation technique, this cannot be done. However, it can be achieved in the multifrequency case, if the common intersection point \( Q \) shown in Figure 3.3 is shifted so that it is located at \( f_o \). In such a case, the phase for all three targets would be zero at \( f_o \). Therefore, correct compensation can be applied at \( f_o \) for all scatterers simultaneously.

The point of intersection, \( Q \), of the tangent line with the frequency axis of Figure 3.3 (i.e. when \( \phi = 0 \)) is then found to be

\[
Q = f_o \left( \frac{sc}{2f_o} \right)^2
\]

(3-14)

The shift in frequency, \( \delta f \), needed to move the intersection point, \( Q \), of the tangent
lines to the centre frequency can now be found.

\[ \delta f = f_o - Q = f_o - f_o \left( \frac{sc}{2f_o} \right)^2 \]  

(3-15)

Using the translation property of the Fourier transform [74], this shift in frequency can be considered as a time domain correction factor \( G(s, t) \) where

\[ G(s, t) = \exp\left( j2\pi f_o t \right) \left( 1 - \left( \frac{sc}{2f_o} \right)^2 \right) \]  

(3-16)

Given that this equation has been derived from a spatial frequency domain representation of the recorded data, time \( t \), is defined by equation (3-13). Substitution of this equation into equation (3-16) above gives,

\[ G(s, z) = \exp\left( \frac{j4\pi f_o z}{c} \left( 1 - \left( \frac{sc}{2f_o} \right)^2 \right) \right) \]  

(3-17)

which is identical to equation (3-3). Therefore, the analysis presented by Yamani is, once again, the application of the backward propagator to a multifrequency set of data. The algorithm hereafter is referred to as the multifrequency auto-focusing algorithm.

3.2.2 Time Domain Focusing

An examination of the focusing procedure in the spatial frequency time domain can be used to prove that the auto-focusing algorithm does indeed generate in-focus data. This is achieved by multiplying equation (3-12) for time domain data by the focusing operator of equation (3-4). Hence,

\[ U'(s, t) = U(s, t) \cdot G(s, t) \]  

(3-18)

which results in

\[ U'(s, t) = 2\Delta \exp \left( - j2\pi f_o t \right) \sin \left( \frac{4\pi \Delta}{c} \left( \frac{z - ct}{w} \right) \right) \]  

(3-19)
where $w = \sqrt{1 - \left(\frac{s c}{2f_o}\right)^2}$

This equation consists of a sinc function at the location of the target and a fast varying phase term denoted by the exponential term. This high frequency phase term is not important and can be ignored since it is common to all targets. In other words, there is no range dependent phase shift associated with the data and hence the data is in-focus.

### 3.2.3 Analysis of the Correction Factor

For a full understanding of the focusing operation, the nature of the correction factor in the frequency domain is also investigated.

From equation (3-6) it can be seen that, in the frequency domain, the correction factor needed to shift the intersection of the phase values to $f_c$ includes a sinc function. Given that frequency, $f$, and spatial frequency, $s$, are the only two variables in this equation, then the position of the central peak of the sinc function moves with varying spatial frequency.

Figure 3.4 shows the magnitude of the correction term $G(s,f)$ plotted against frequency over a range of spatial frequencies, and clearly characterises the movement of the central peak of the correction factor.

When the correction factor is convolved with the recorded data, it is evident from Figure 3.5 that the correction factor is only convolved with part of the data (the area shaded grey). If the frequency bandwidth is increased then the range of spatial frequencies of the data available for the convolution process is increased and this in turn affects the resolution as will be demonstrated later. The data not convolved with the correction factor is ignored and therefore information is lost.

### 3.2.4 Determination of Convolution Limit

It is clearly important to establish the limits of the region where convolution occurs between the data and the correction factor. This can be achieved by determining the maximum spatial frequency of the region.

The maximum spatial frequency at which the data and the correction factor are
Figure 3.4  Magnitude of the Correction Factor $G(s,f)$ Against Frequency and Spatial Frequency

Figure 3.5  Representation of the Movement of the Correction Factor Peak Through the Recorded Data in the Spatial Frequency Domain
convolved together, $S_c$, can be formulated by considering the separation, $\Delta$, between the peak of the correction factor, at $f = f_p$, and the centre frequency of the system, at $f = f_o$. Analysis of the sinc function of equation (3-6) shows that the frequency at which the central peak of the correction factor occurs is

$$f_p = f_o \sqrt{1 - \left(\frac{sc}{2f_o}\right)^2} \quad (3-20)$$

Consequently, the frequency difference, $\Delta$, between the centre frequency, $f_o$, and the peak of the correction factor, $f_p$, is given by

$$\Delta = f_o - f_p = f_o - f_o \sqrt{1 - \left(\frac{sc}{2f_o}\right)^2} \quad (3-21)$$

The spatial frequency at the point where the correction factor first enters the data is termed $S_c$. At this point the separation between the correction factor peak and the centre frequency is

$$\Delta = f_o - f_p = f_o - f_o \sqrt{1 - \left(\frac{Sc}{2f_o}\right)^2} \quad (3-22)$$

However, the spatial frequency $S_c$ is also determined by the bandwidth, $B$. In other words, the separation between the correction factor peak and the centre frequency is half the system bandwidth i.e.,

$$\Delta = \frac{B}{2} \quad (3-23)$$

Therefore, by substituting equation (3-23) into (3-22), the maximum spatial frequency, $S_c$, for the multifrequency auto-focusing algorithm is

$$S_c = \pm \sqrt{\frac{4Bf_o - B^2}{c}} \quad (3-24)$$

It can be seen that $S_c$ is wholly dependent on the centre frequency and bandwidth of the system. It is not dependent on the range between the aperture and the target.
3.3 System Simulation

Simulation of the multifrequency auto-focusing algorithm is necessary to determine more about the nature of the algorithm and its characteristics. Initially, a one-dimensional system was considered and a single point scatterer was simulated and focused as is illustrated in Figure 3.6. The target is set 1m from a 1m aperture. The maximum spatial frequency marking the edge of the region of convolution is clearly visible and it is evident that the resolution of a single point scatterer is worse than that for the single frequency system. This will be discussed further in Section 3.3.1. The first sidelobe levels of the point target are slightly higher than those obtained using the backward propagation algorithm although not significantly so. However, the remaining sidelobes of the reconstructed multifrequency image are noticeably higher than those of the single frequency system.

The ability of the algorithm to automatically focus data at all ranges from an aperture is demonstrated in Figure 3.7. In this, three point scatterers at different ranges from a scanning aperture were simulated and then focused. The targets were placed, from left to right, at 0.9m, 1m and 1.2m from a 1m scanning aperture. As can be seen from the figure, all the targets are in focus although they have different amplitudes. The targets furthest from the aperture have the lowest value. The two offset scatterers appear at exactly ±0.25m and hence the distortion errors inherent in the backward propagation method described in Chapter 2 are eliminated.

There are two reasons for the loss of amplitude with target range. Firstly, electromagnetic waves propagate according to an inverse square law. Therefore, for a transmit-receive system, the amplitude received at the aperture is proportional to $1 / \text{range}^2$. To correct for this, the data can be multiplied by the square of the range and this greatly reduces the amplitude variations between different scatterers at different ranges. Secondly, as a scatterer is moved further from the aperture, the energy reflected from the scatterer becomes distributed over angles outside the field of view of the aperture and hence information is lost. This cannot be corrected for although its total effect on the reconstructed image is small due to the limiting effect of $S_e$. 
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Figure 3.6  Magnitude and Phase Response of a Single Point Scatterer Before and After Application of the Auto-Focusing Algorithm
Figure 3.7  Focusing of Three Point Scatterers Located at Three Different Ranges from the Aperture

Figure 3.8  Resolution of the Multifrequency System Against Range
3.3.1 Resolution

The disadvantage of the auto-focusing algorithm is that automatic focusing is only achieved at the expense of another advantageous property, namely resolution. A comparison of Figure 2.3 and Figure 3.7 clearly illustrates that the width of the main beam of a target image in the multifrequency system is wider than that of a focused target in the single frequency system and hence the multifrequency system resolution is worse. (As explained in Section 2.3.3, the 3dB width of the main beam of a single point scatterer is taken to be the resolution of the system.)

It was found impossible to formulate a value for the resolution of the multifrequency system but it can be characterised in terms of three main variables, namely,

i. range of the target from the aperture

ii. system bandwidth and centre frequency

iii. aperture size.

Each of these three variables were examined in turn.

Firstly, the variation with respect to the range of the target from the aperture is demonstrated by plotting a graph of system resolution against range. This is shown in Figure 3.8, along with the straight line approximation provided by equation (2-27) for a 1m aperture. At ranges close to the aperture, the multifrequency resolution is considerably worse than the straight line approximation, for a typical bandwidth of 0.51GHz. However, as the target is moved further from the aperture, the resolution converges to the straight line approximation.

This phenomenon can be explained by examining the distribution of a single point scatterer in the spatial frequency domain. As explained in Chapter 2, for a single frequency system, the resolution of targets close to the aperture is better than those further away. The principle is the same for the multifrequency system, in that targets near the aperture have a broader spectrum in the spatial frequency domain than more distant targets. However, the spectrum width of near targets in the multifrequency system is limited by the maximum spatial frequency of the imaging system, $S_e$. Since $S_e$ is constant then the resolution of near targets is constant. Targets further away are
not limited since the whole of their target spectra fall within $\pm S_c$.

The dependence of resolution on the system bandwidth is illustrated in Figure 3.9 where resolution for a 1m aperture is plotted against range for three different bandwidths along with the straight line approximation. It can be seen that larger bandwidths exhibit much better resolutions and that ultimately, the resolution of all bandwidths converges to the straight line approximation. Evidently, as the system bandwidth, $B$, is increased, then $S_c$, as defined by equation (3-24), also increases allowing higher spatial frequencies of the data to be convolved with the correction factor. It can therefore be seen that the choice of system bandwidth involves a trade-off between using a large bandwidth to obtain the best resolution and using a bandwidth that minimises the amount of data required.

Finally, the dependence of resolution on the size of the scanning aperture is illustrated in Figure 3.10 for three aperture sizes and a bandwidth of 0.51GHz. As expected from the single frequency results, the larger the aperture, the better the resolution. However, this is only true for distances away from the aperture. Close to the aperture, all the graphs converge to one line. This is due to the limiting effect that $S_c$ has on the spatial frequency domain data of near targets as $S_c$ is fixed regardless of aperture size.

Since the value of $S_c$ has already been formulated, it is possible to derive an equation for the maximum resolution achieved for on-axis targets close to the aperture. Consider the diagram shown in Figure 3.11 which shows a rectangular function in the spatial frequency domain and its resulting image. It is well known that the dimension of the rectangular function in one domain governs the width of the sinc mainlobe in the other. In other words, the ratio of dimension $B$ over dimension $A$ is the same as the number of samples to the first null of the sinc function. In the case of the autofocus algorithm, $A$ is $2S_c$ and $B$ is $2S_{\text{max}}$ so the width to the first null, $\eta$, of the sinc function is

$$\eta = \frac{S_{\text{max}}}{S_c} \ dx$$

and the maximum 3dB resolution, $\delta_m$, is given by
Figure 3.9  Resolution of the Multifrequency System for Different Bandwidths

Figure 3.10  Resolution of the Multifrequency System for Different Aperture Sizes
Figure 3.11 Relationship Between a Rectangular Function and a Sinc Function

Figure 3.12 Spatial Frequency Domain Response of an Offset Target
\[ \delta_m = 0.89 \eta = \frac{0.89 S_{\text{max}}}{S_c} \]  

(3-26)

Substitution of equation (2-17) into this gives

\[ \delta_m = \frac{0.89}{2S_c} \]  

(3-27)

From this it can be seen that the maximum achievable resolution of the auto-focused system is determined only by maximum spatial frequency of the system which is itself determined by the bandwidth and the centre frequency. Maximum resolution, \( \delta_m \), is not dependent on aperture size or sampling interval.

### 3.3.1.1 Offset Targets

Figure 2.5 showed that in a single frequency system, targets at the edge of the scanning aperture have a worse resolution than those on the central axis. The same difficulty occurs in the multifrequency system, except that the effect is more evident. In other words, as targets are offset from the centre of the scanning plane, the resolution of the targets deteriorates faster than they would in a single frequency system. As previously explained, targets offset from the central axis of the scanning system have a spatial frequency domain response which is offset from the centre of the spectrum. Therefore, offset targets contain higher spatial frequencies than centrally located targets. However, the automatic focusing algorithm discards any data with a spatial frequency higher than the fixed value of \( S_c \). Consequently, offset targets lose more information during the imaging process than on-axis targets since more of their spatial frequency response lies outside the value of \( S_c \). This feature is illustrated in Figure 3.12 for a target 1m from a 1m aperture and offset to 0.4m in cross range.

### 3.3.2 Maximum System Range

The maximum system range, \( R_{\text{max}} \), of an imaging system is the maximum range at which a target can be located from an aperture and still be focused correctly. In most systems, this value is determined by the limits of the Fourier Transform. In the time domain, the limits of the Fourier Transform are defined as
limit = \begin{cases} 
0, \frac{1}{df} & \text{for a one-sided transform} \\
\frac{-1}{2df}, \frac{1}{2df} & \text{for a two-sided transform}
\end{cases} \quad (3-28)

where df is the frequency sampling interval.

To make full use of the limits Fourier domain, a one-sided transform is used. Given that time is related to range via equation (3-2) then the maximum range that can be achieved is given by

\[ R_{\text{max}} = \frac{c}{2df} \quad (3-29) \]

If the maximum target range from the aperture is known, then the above equation determines the maximum frequency sampling interval that can be used to collect the data.

3.3.3 Complex Targets

As has been discussed in the previous chapter, it is important to simulate the results obtained from targets more complex than individual point scatterers. Therefore, a 30cm long cylinder composed of 40 point scatterers, each set quarter of a wavelength apart, was simulated. The cylinder was placed horizontally in a plane parallel to the scanning aperture and at a distance of 1.5m from it. Figure 3.13a shows the reconstructed response of such a cylinder obtained by application of the auto-focusing imaging algorithm along with the cylinder's distribution in the spatial frequency domain. The response is almost identical to that obtained using the single frequency backward propagation algorithm, shown in Figure 2.8a, with an almost constant distribution over the region where the cylinder is located, except that in this case, the sidelobe levels are just slightly higher.

If the cylinder is rotated in the x-z plane, with the left hand end moving closer to the aperture and the right hand end moving further away, then the image rapidly starts to slope down at the right hand end. This is due to the right hand end of the target being further from the aperture and therefore a smaller angular spectrum of data is received.
Figure 3.13  Reconstructed Image and Spatial Frequency Domain Response of a Rotated Horizontal Cylinder
This is equivalent to the spatial frequency distribution of the target being shifted to one side, as already explained.

As the angle of the cylinder's rotation is increased further, the image quickly changes from a flat response to that for two point scatterers. Such a result is due to the spatial frequency response of the cylinder moving outside the maximum spatial frequency of the system as is explained in Chapter 2. In the multifrequency system, this change starts to occur at much smaller angles of rotation than in the single frequency system since the multifrequency system has a smaller value for its maximum spatial frequency. It is also noticeable, that the auto-focusing algorithm succeeds in accurately focusing both ends of the cylinder which the single frequency system failed to achieve.

The angle at which the image first becomes two points is dependent on target range and aperture size as the single frequency system was. However, it is also dependent on the maximum spatial frequency, $S_m$, as defined by equation (3-24) and hence the centre frequency and system bandwidth now affect this angular limit.

3.3.4 Two Dimensional Simulations

Once the basic characteristics of the system are known, two-dimensional simulations can be carried out to learn more about the properties of the auto-focusing imaging algorithm. Implementation of the algorithm remains unchanged in a two-dimensional scenario except that the algorithm must now account for both the horizontal, $x$, and vertical, $y$, co-ordinates of the recorded data.

In order to focus two-dimensional data, the correction factor $G(s,f)$ of equation (3-6) becomes $G(s_x,s_y,f)$, as shown below

$$G(s_x, s_y, f) = \frac{1}{df} \exp \left(-jw \cdot \frac{\sin w}{w}\right)$$

(3-30)

where

$$w = \frac{\pi}{df} \left\{ f - f_0 \sqrt{1 - \left(\frac{s_x c}{2f_0}\right)^2} - \left(\frac{s_y c}{2f_0}\right)^2 \right\}$$

Similarly, equation (3-24) for the maximum spatial frequency is now expanded to give the maximum spatial frequencies in $s_x$ and $s_y$, i.e. $S_{mx}$ and $S_{my}$. 
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\[ S_{xc}^2 + S_{yc}^2 = \frac{4Bf_0 - B^2}{c^2} \]  

(3-31)

This is the equation of a circle with a radius \( \omega \), of

\[ \omega = \frac{\sqrt{4Bf_0 - B^2}}{c} \]  

(3-32)

Therefore, it can be seen that when the data is convolved with the two dimensional correction factor, the data becomes limited to a circle of radius \( \omega \).

Figure 3.14 shows the two-dimensional image of a point scatterer focused by means of the auto-focusing algorithm. The first sidelobe levels of the focused point scatterer are only slightly higher than those obtained from the two-dimensional single frequency results. However, the sidelobes extend for a wide region around the mainbeam. It can also be seen in this image that there are two sets of sidelobes. Firstly, there is a set of concentric circular sidelobes surrounding the main beam of the scatterer. These are the result of the Fourier transform of a circular boundary [61] caused by the spatial frequency domain data being limited to a circle. Secondly, there are four spikes emanating outwards from the main beam. These are caused by the Fourier transform of a square bounded region [74]. Simulations show that the nature of the sidelobe structure nearly always contains the elements of both square and circular transforms, but the contributions of each of these varies with both range of the target from the aperture and its offset from the central axis of the imaging system.

Consider initially, the spatial frequency domain response of a target located on the central axis of the system. In a two-dimensional system, the amplitude of a target in this domain is in the form of a square function extending over \( s_x \) and \( s_y \) with a ripple running across the top of the response. This was previously illustrated in the one-dimensional case in Figure 3.6. As already described, targets that are close to the aperture contain a wide range of spatial frequencies. The highest spatial frequency generated by the scatterer is higher than the maximum spatial frequency used by the imaging system, \( S_\gamma \). Therefore, the scatterer response is limited to a circle when the scatterer is convolved with the correction factor. This is shown in Figure 3.15 and results in an image of the scatterer where the circular sidelobes dominate. However, if
Figure 3.14  Two Dimensional Image of a Single Point Scatterer, 1m from a 1m Aperture, Focused with the Auto-Focusing Algorithm

Figure 3.15  Two Dimensional Spatial Frequency Domain Spectrum of the Data After Focusing
the target is located further away from the aperture, then all the spatial frequencies describing that target will be less than \( S_c \). Hence when the convolution process occurs, the spatial frequency domain of the whole target response will be inside the convolution circle and will keep its naturally square shape. In this case, square sidelobes will dominate.

Figure 3.16 illustrates a two-dimensional representation of the three point scatterers formerly shown in Figure 3.7. It can be seen that the peak value of each scatterer is at the same level despite the different ranges from the target. This occurs since range correction has been carried out on the data as described in Section 3.3. Range gating was also applied at the same time to limit the sidelobes. Range gating is most useful in real measured data to remove unwanted environmental reflections. In the image, it can be seen that the sidelobes of the three point scatterers are still relatively high and hence it is preferable to remove them by filtering. Suitable filtering techniques will be described in Section 3.6.

Finally, a third two-dimensional simulation was carried out to simulate three cylinders located at different orientations and angles with respect to the scanning aperture. This was a repeat of the simulation carried out in Section 2.3.5 for the single frequency system with three cylinders arranged to represent the trunk and two branches of a tree. The results of the multifrequency simulation are shown in Figure 3.17. Clearly all elements of the target structure are in focus, whereas in the single frequency case, it was not possible to focus the branches. However, one of the branches is not visible since it is angled in range so that only the ends of the branch can be seen and not the main response of the cylinder itself. The end of the branch can be seen to be in-focus. The reduced resolution and higher sidelobe levels associated with this particular imaging algorithm are also noticeable.

### 3.4 Multiple Scattering

Section 2.4 investigated the ability of the single frequency backward propagation algorithm to focus the scattering that occurs within the structure of a target object. A similar investigation must also be considered for the automatic focusing algorithm. This can be done by examining the case of two targets placed a few centimetres apart.
Figure 3.16  Two Dimensional Image of Three Point Scatterers Located at Three Different Ranges from the Aperture

Figure 3.17  Two Dimensional Image of a Simulated Tree Composed of Three Cylinders
If, as described previously, it is assumed that some of the energy incident on the first target is reflected from the second and equally from the second to the first, then a description of the signal received at the aperture can be formulated in terms of the separation between the targets, $D$, their distances from the aperture, $r_1$ and $r_2$, and their radar cross section, $\sigma$. This is described in Section 2.4.1 by equation (2-34) and can be re-written for a multifrequency systems as,

$$U(x, f) = \sqrt{\frac{\sigma}{r_1^2}} e^{-j2\pi f r_1/c} + \sqrt{\frac{\sigma}{r_2^2}} e^{-j2\pi f r_2/c} + \frac{\sigma}{D\sqrt{\pi}} e^{-j\pi f (r_1+D+r_2)/c} \frac{1}{r_1 r_2 D}$$  \hspace{1cm} (3-33)

$\sigma$ is again defined by equation (2-35). It was found that the scattering between the two targets generates a 'virtual scatterer' half way between the two real targets similar to that generated for the single frequency system. Such a response is illustrated in Figure 3.18 for two scatterers at ±0.2m in cross-range and at a distance of 1.5m from a 1m aperture. It is assumed that the targets are spheres with a radius of 5cm. It can be seen that the virtual scatterer is in-focus although its first sidelobe levels are fairly high. As the two real targets are moved closer together, the response of the virtual target increases. This can be explained by examination of the above equation. As the separation between the scatterers, $D$, decreases, the third term in the equation, which describes the virtual target, increases. Simulations showed that the virtual term was generally in-focus, although in some cases, it was found to be defocused depending on the separation, $D$, relative to $r_1$ and $r_2$.

### 3.4.1 RCS Simulations

The ability of the backward propagation technique to generate an accurate radar cross section representation of two point targets was also investigated in Chapter 2. The attempt was successful except when multiple scattering was present within the target structure. This section examines the ability of the multifrequency auto-focusing algorithm to generate the correct radar cross section of targets when multiple scattering is present.

Consider initially, the case of two point targets where there are no multiple interactions present. The targets are set 0.2m apart at a distance of 1m from a 1m
Figure 3.18  One Dimensional Image of Multiple Scattering Occurring Between Two Point Targets

Figure 3.19  RCS Response of Two Point Targets Without Multiple Scattering
aperture and the results are shown in Figure 3.19. Both targets are assumed to be spheres with a radius of 5cm. The focused data from the auto-focusing algorithm is converted to RCS data by omitting the final Fourier Transform from the imaging process. It can be seen from Figure 3.19 that the near-field data does not extend over a very large angular range and so only a small segment can be compared with the true RCS data. This is a characteristic of this particular imaging algorithm as has already been explained. Nevertheless, it is clear that over the central region, the data from the auto-focusing algorithm agrees well with the true RCS data.

Figure 3.20 illustrates the RCS response of the same two targets once multiple scattering is taken into account. Clearly, the data obtained from the auto-focusing algorithm is now no longer the same as the true RCS data. Instead the result is similar to that obtained from the single frequency system shown in Figure 2.16. The problem arises since the third term of equation (3-33) does not represent the equation of a true point target and hence it cannot be correctly focused. Therefore, the auto-focusing algorithm, in common with the backward propagation algorithm, is unable to generate true RCS data when multiple scattering occurs within the target structure.

3.5 Improvements to the Auto-Focusing Algorithm

The main disadvantage of the auto-focusing algorithm is that it only makes use of part of the recorded data, the remainder is not used and hence information is lost. This was depicted in Figure 3.5. All the spatial frequencies higher than $S_c$ are ignored, as are all the frequencies above the centre frequency. This is evidently not desirable, and improvements can be made in two ways.

Firstly, since all the frequencies above the centre frequency, $f_{c}$, are discarded there is little point in acquiring them in the first place. Hence the data requirements of the system could be halved [63].

Alternatively, if higher quality images are required it is more resourceful to use the full bandwidth and shift the centre frequency to a higher position within the data block as illustrated in Figure 3.21. This shift of the centre frequency is equivalent to using a larger bandwidth and the correction factor travels through a larger portion of the data. Consequently, $S_c$ increases and the system resolution is improved.
RCS Response of Two Point Targets with Internal Scattering

Figure 3.20  RCS Response of Two Point Targets With Multiple Scattering

Movement of Correction Factor through data

Figure 3.21  Shift of Centre Frequency to a Higher Value Within the Bandwidth
There are disadvantages in shifting the centre frequency to a higher value. When \( f_c \) is chosen to be the central frequency within the bandwidth then all targets, both on-axis and offset targets, are reconstructed accurately by the imaging algorithm. As the value of \( f_c \) is increased within the frequency bandwidth, offset targets start to deteriorate and sidelobe levels in general, become slightly higher. Therefore, to keep these distortions to a minimum whilst increasing the resolution as much as possible, \( f_c \) was located 80% of the way through the bandwidth. The improvement achieved by shifting the centre frequency in this way results in an improvement of almost 27% in the resolution of the reconstructed image of a point scatterer, for a typical bandwidth of 0.51GHz.

Given that the separation between \( f_c \) and the lowest frequency in the system has changed, then \( S_c \) will also change. Hence, for this improved algorithm, equation (3-24) now becomes

\[
S_c = \pm \frac{4\sqrt{10Bf_o - 4B^2}}{5c}
\]  

(3-34)

where \( f_c \) is the new shifted centre frequency. In general, the above equation can be re-written as

\[
S_c = \pm \frac{2\sqrt{2 \Delta f f_o - \Delta f^2}}{c}
\]  

(3-35)

for both the normal and improved multifrequency algorithms. \( \Delta f \) is the effective bandwidth of the system and is defined as

\[
\Delta f = f_o - f_{\text{min}}
\]  

(3-36)

where \( f_{\text{min}} \) is the minimum system frequency. A plot of \( S_c \) against bandwidth for both the standard and improved multifrequency algorithms is shown in Figure 3.22 where it can be seen that there is a reasonable improvement in the maximum spatial frequency \( S_c \) with the modified algorithm. The improvement increases with increasing bandwidth although for very small bandwidths the difference is almost negligible.
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Figure 3.22  Variation in Maximum Spatial Frequency Against Bandwidth

Figure 3.23  Application of Different Filtering Processes to a Single Point Scatterer.
3.6 Filtering

As already mentioned, it is apparent from Figure 3.14, Figure 3.16 and Figure 3.17 that there is a substantial need for the image data to be filtered in some way to remove the higher valued sidelobes. If filtering is not applied then there is a considerable risk that weak targets may be hidden within the sidelobe structures of strongly reflecting targets. However, traditional filtering techniques inevitably lead to some loss of resolution [77].

3.6.1 Standard Filtering Techniques

The simplest way of filtering data is to apply a non-uniform weighting across to the data. Suitable weighting functions normally have an amplitude that decreases monotonically and symmetrically away from the centre of the aperture.

Filter windows can be applied in the image domain before focusing takes place and are effective at reducing the sidelobe levels of the final image. When the targets are close to the aperture, such filtering causes a roll-off effect on the amplitude and resolution of targets at the edge of the image, thus degrading the image more than is acceptable. The roll-off can be avoided by using a large aperture so that the targets are not near the edges of the aperture, or by placing the target further from the aperture.

A better solution is to apply a window in the spatial frequency domain. This reduces the high spatial frequencies and results in lower sidelobe levels in the reconstructed image. The result of applying a Hanning window to a point target is shown in Figure 3.23b. It is particularly effective at removing the sidelobes generated by the circular aperture in the spatial frequency domain, although a loss in resolution of the reconstructed target, is noticeable.

3.6.2 Simple Apodization Techniques

None of these techniques are completely successful at removing all the sidelobes of a point target. In particular, the sidelobes from the square transforms inherent in the auto-focusing algorithm are resilient to most filter windows. Furthermore, the loss of resolution inherent in tradition filtering techniques is highly undesirable and can be
overcome by using a technique known as apodization. Apodization is a sidelobe reduction technique that does not cause any loss in the resolution of the mainbeam of the system impulse response. It has been used for many years in astronomy to help separate closely spaced targets but has only been applied to synthetic aperture radar systems in recent years [78].

There are several different apodization techniques, the simplest of which is dual apodization [79]. This technique uses two processed images generated from the same data set as its inputs. One image is an unweighted (i.e. unfiltered) image and the second is a filtered version of the same image. Normally, a Hanning weighting function is used in the spatial frequency domain to generate the filtered image. The apodization process compares the two images on a pixel by pixel basis and selects the minimum value of each pixel pair as the final image pixel. In this way, sidelobe reduction equal to that of the filtered image is obtained whilst the resolution of the unweighted image is maintained as shown in Figure 3.23c. It can be seen that although the sidelobe levels are reduced without loss in resolution, the first sidelobe level is unaffected by the filtering process as it falls within the main beam of the filtered image.

The dual apodization process can be expanded to include more than one filter window. Therefore, three input images constitutes tri-apodization and so on. The greater the number of input images, the lower the sidelobes become, although extra windows only introduce small improvements over the original dual apodization. Nevertheless, the addition of a specially designed filter window to the dual apodization process to reduce the first sidelobe level, has been found to be advantageous. This is illustrated in Figure 3.23d.

By comparison with Figure 3.23a, it is evident that the apodization process removes a large proportion of the sidelobes produced by the circular transformation and limits those generated by a square transform. The improvements achieved using this technique are valuable and will be applied to the imaging of biophysical objects in Chapter 6.
3.6.3 Spatially Variant Apodization (SVA)

In more recent years, an alternative to dual apodization has been developed at the Environmental Research Institute of Michigan. The technique, known as spatially variant apodization (SVA) is, as its name suggests, a non-linear procedure that applies a spatially varying filter across the final image distribution. This results in a non-uniform impulse response over the image. Unlike conventional filtering techniques, SVA does not apply a uniform reduction in sidelobes across an entire image by weighting the spatially frequency domain.

3.6.3.1 One Dimensional SVA

The basic concept behind SVA is relatively straightforward, in that each pixel in an image receives its own spatial frequency domain weighting function from a continuum of possible weighting functions [78]. In particular, SVA makes use of the special properties of a cosine-on-a-pedestal weighting function applied to complex Nyquist sampled imagery. Consider, initially a one dimensional case. The family of cosine-on-a-pedestal weighting functions for an aperture of \( N \) pixels can be described by

\[
C(n) = 1 + 2w \cos \left( \frac{2\pi n}{N} \right) \tag{3-37}
\]

When \( w \) is zero, the weighting is uniform (all pedestal) and when \( w \) is 0.5, the weighting is Hanning (all cosine). The discrete Fourier transform of \( C(n) \) is

\[
c(m) = \delta(m) + w\delta(m - 1) + w\delta(m + 1) \tag{3-38}
\]

where \( \delta(m) \) is a delta function. Operating in the image domain, the SVA algorithm convolves \( c(m) \) with each line of pixels in the image. The algorithm can be applied to the real and imaginary parts of the image data together or separately. The latter approach yields the better results [78][80] and is the only case considered here.

Consider an unweighted Nyquist sampled image with complex valued samples, \( g(m) \). The SVA algorithm convolves \( g(m) \) with the weighting function \( c(m) \) to give

\[
g'(m) = w(m)g(m - 1) + g(m) + w(m)g(m + 1) \tag{3-39}
\]

To provide the optimum filtering, the algorithm selects \( w(m) \) which minimises \( g'(m) \).
subject to the constraint that \( w(m) \leq 0.5 \). The value of \( w(m) \) where this occurs, \( w_u(m) \), is obtained by differentiating equation (3-39) with respect to \( w(m) \), setting it equal to zero, and solving for \( w(m) \). Hence,

\[
w_u(m) = \frac{-g(m)}{g(m-1) + g(m+1)}
\]  

(3-40)

If \( w(m) \) is required to be in the interval from 0.0 to 0.5, then the value \( g'(m) \) for the real or imaginary component of the \( m^{th} \) output pixel is,

\[
g'(m) = \begin{cases} 
  g(m) & \text{for } w_u(m) < 0 \\
  0 & \text{for } 0 \leq w_u(m) \leq 0.5 \\
  g(m) + 0.5 \left[ g(m-1) + g(m+1) \right] & \text{for } w_u(m) > 0.5 
\end{cases}
\]  

(3-41)

Therefore, for the real and imagery components of every pixel in the image, \( g(m) \), the above equation applies a unique filter weight to that pixel which gives a filtered pixel, \( g'(m) \).

Considering equation (3-40), it can be seen that the pixel \( g(m) \) must have the same sign as the sum of its neighbours for \( w_u(m) \) to be negative. This is only true in a Nyquist-sampled sinc function if the pixel, \( g(m) \), is in the mainlobe. In this case one of the neighbouring pixels will be in a sidelobe and have a negative value whilst the other neighbour will be in the mainlobe and have a positive value. This is shown in Figure 3.24. When \( w_u(m) \) has a value between 0 and 0.5, the input pixel, \( g(m) \), has the opposite sign of its neighbours. For a Nyquist-sampled sinc function, this occurs if \( g(m) \) is in the sidelobes, as shown in Figure 3.25. Therefore, the SVA algorithm sets the corresponding output pixel, \( g'(m) \), to zero to remove the sidelobe. When \( w_u(m) \) is greater than 0.5, \( g(m) \) again has the opposite sign from the sum of the neighbouring pixels. In this case, the sum of the neighbouring pixels is not significantly greater than the value of the centre pixel which suggests that \( g(m) \) is in a mainlobe but contains energy from sidelobes of other scatterers. Hence, the algorithm applies Hanning weighting to \( g(m) \) in an attempt to reduce the influence of the sidelobes.

The whole SVA process is computationally efficient and although designed to work at the Nyquist rate, it has been shown to be effective at non-integer multiples of the
Figure 3.24 Example of Mainlobe Pixels in the SVA Algorithm

Figure 3.25 Example of Sidelobe Pixels in the SVA Algorithm

Figure 3.26 One Dimensional SVA Algorithm Applied to a Sinc Function
Nyquist rate as well [78]. It has also been shown [81] that SVA is a special version of the minimum variance spectral estimator and that it is robust to the addition of noise.

Validation of the SVA algorithm is demonstrated by applying it to an ideal sinc function as shown in Figure 3.26. Clearly, all the sidelobes are removed and there is no loss of mainbeam resolution. The effect of SVA on the simulation of a single point scatterer using the auto-focusing algorithm is shown in Figure 3.27. Here it is evident that not all the sidelobes are removed since the impulse response of the algorithm is not a true sinc function. Nevertheless, the reduction in sidelobe levels is considerable when compared with an unweighted image with all sidelobes being reduced to less than -30dB.

3.6.3.2 Two Dimensional SVA

Implementation of the SVA algorithm in two dimensions is slightly different from the one-dimensional case. There are a large number of different implementation methods depending on whether the algorithm is applied to the two dimensions sequentially or simultaneously, coupled or uncoupled. The most computationally efficient and most effective version is that which treats the two dimensions simultaneously and uncoupled for real and imaginary parts separately. It is implemented as follows [78].

In the two-dimensional case, \( w_m \) and \( w_n \) are the weighting factors in the \( m \) (horizontal) and \( n \) (vertical) directions. These weighting factors arise from a family of Nyquist-sampled separable raised-cosine weighting functions. Next, let

\[
Q_m = g(m - 1, n) + g(m + 1, n) \\
Q_n = g(m, n - 1) + g(m, n + 1)
\]

and

\[
P = g(m - 1, n - 1) + g(m + 1, n + 1) + g(m - 1, n + 1) + g(m + 1, n - 1)
\]

Then at a particular pixel \((m, n)\), the SVA weighted pixel becomes

\[
g'(m, n) = g(m, n) + (w_n P + Q_m)w_m + w_n Q_n
\]

The SVA weighting is then performed in two steps, as follows

i. Compute \( g'(m, n) \) for \((w_m, w_n) = (0, 0.5), (0.5, 0)\) and \((0.5, 0.5)\). If any of these have a
Figure 3.27  One Dimensional SVA Algorithm Applied to a Point Scatterer Focused Using the Auto-Focusing Algorithm

Figure 3.28  Two Dimensional SVA Algorithm Applied to a Point Scatterer Focused with the Auto-Focusing Algorithm
sign opposite to that of $g(m,n)$, then $g'(m,n) = 0$.

ii. Otherwise, compute $g'(m,n)$ for $(w_m, w_n) = (0,0), (0,0.5), (0.5,0)$ and $(0.5,0.5)$ and select the value of $g'(m,n)$ that has the lowest magnitude.

Validation of the two-dimensional version of SVA was also carried out with simulation. Once again, SVA removed all the sidelobes of a perfect sinc function but still leaves some sidelobes in the image of a point scatterer reconstructed from the auto-focusing algorithm. This is shown in Figure 3.28. When compared with the images shown in Figure 3.23, this is clearly a notable improvement and will be used further in Chapter 6.

3.7 Conclusions

This chapter has shown that a development of the backward propagation imaging algorithm can be used to focus multifrequency data collected over a planar aperture. This algorithm provides automatic focusing without knowledge about the location of the target and which is achieved by multiplication of time domain data by a backward propagator term. Alternatively, the algorithm can be deduced by examination of the phase in the frequency domain. Focusing can be carried out in either the time or the frequency domain, although the latter is generally more efficient.

The characteristics of the auto-focusing algorithm have been investigated and its ability to focus all targets within a certain range has been demonstrated in both one and two dimensions. It has been shown that images focused using the auto-focusing algorithm have a worse resolution than those generated from the single frequency backward propagation algorithm. Investigations were also carried out into the ability of the auto-focusing algorithm to cope with complex targets such as cylinders.

The effects of multiple scattering within the target structure on the focused image and the reconstructed far-field were presented. It was found that the algorithm could focus some multiple scattering terms but was unable to convert them to a far-field quantity. Improvements were made to improve the resolution of the system by shifting the centre frequency to a higher value within the recorded frequency band.

Suitable filtering techniques for limiting the sidelobes of the focused images were
examined. In particular, apodization techniques including spatially variant apodization (SVA) were shown to be highly effective at removing sidelobes and did not produce and loss in resolution.

The auto-focusing algorithm clearly provides an effective way to image near-field targets and only requires a small bandwidth of data. It will be used in Chapters 5 and 6 of this work to focus data collected on a real measurement system.
Chapter 4

Imaging of Biophysical Objects with the Backward Propagation Algorithm
4.1 Introduction

Chapter 2 investigated the ability of the single frequency backward propagation imaging algorithm to focus data collected on a planar near-field scanner in an anechoic chamber. The aim of the work presented in this chapter is to implement the system described in Chapter 2 in a real situation. A full system description is presented and verification that the imaging algorithm works correctly and can be calibrated, is given. The system is then applied to the imaging of biophysical targets, namely trees and agricultural crops. Limited complementary transmission measurements are also carried out. By so doing, a better understanding of radar-target interaction, and polarimetric variations can be obtained.

4.2 Experimental Description

Figure 1.2 illustrated a typical arrangement for a planar imaging system. Such a system can be implemented in practice and the facility belonging to the Department of Electronic and Electrical Engineering at Sheffield University is described below.

4.2.1 Equipment

The experimental facility is housed in a microwave anechoic chamber which is 10m by 3.5m by 3m in dimensions and is clad with radar absorbing material (RAM) with a reflectivity of -50dB at a frequency of 10GHz. The chamber contains a high-precision, computer-controlled planar rectangular scanning aperture of dimensions 2m by 2m which is oriented in a vertical plane. Transmit and receive pyramidal horn antennas are mounted on the moveable carriage of the scanner as shown in the photograph in Figure 4.1. Their apertures are positioned diagonally next to each other to minimise direct coupling from the transmitter to the receiver. Changes in polarisation are achieved by manually rotating the horn antennas. Such an arrangement is simplistic but is more than adequate for the experiments described. A more accurate horn configuration will be presented in Chapter 5.

As shown in Figure 4.2, the transmit horn is driven by 10GHz Gunn diode oscillator with a nominal output power of 10mW. The diode is mounted on the carriage behind
Figure 4.1  Photograph of Scanner Carriage

Figure 4.2  Experimental Setup
the transmit horn and a reference signal is derived from it using a directional coupler. Scientific Atlanta mixers are used both at the receive antenna and the coupler port to provide remote harmonic mixing. These mixers are driven through coaxial transmission lines by the local oscillator of a Scientific Atlanta 1754 phase amplitude receiver. A 386 PC is used to control the movement of the scanner and also to record data from the Scientific Atlanta 1833 ratiometer and 1823 phasemeter.

4.2.2 Verification of Algorithm

Verification that the backward propagation algorithm, described in Chapter 2, can be used to image real targets, was carried out by performing measurements on a trihedral corner reflector. This reflector was made of aluminium, 1.5mm thick and had sides of 8cm by 8cm. The reflector was chosen since, in theory, it returns all the energy incident upon it in the same direction in which it arrived and hence it has a high reflectivity. Corner reflectors also have a formulated value of radar cross section (RCS) [82]. The corner reflector was placed 1.33m from the two dimensional scanning aperture. A two dimensional scan of 1m by 1m was then performed and the recorded data was focused using the backward propagation algorithm as described in Section 2.2.3. It was found that the best image was obtained by using a vertical raster scan. Due to the gearing on the scanner motors, vertical scans are quicker than horizontal ones. Furthermore, raster scans produced accurate data sets whereas zigzag scans tended to distort the data slightly. It was also found that a minimum possible sampling interval of $\lambda/2$ could be used without aliasing occurring. The resulting image is illustrated in Figure 4.3 for HH polarisation along with a representation of the target. As can be seen, the target is clearly in focus. Any attempt to focus the image at a range greater or less than the target range results in a defocused image. It can be seen that the target consists of a strong response with two lesser reflecting points on either side. The strongest response is a reflection from the back corner (labelled 1) of the target itself as is expected. Also clearly visible are reflections from outer corners of the target, especially corners 2 and 4. The reflections from below the main response are probably due to scattering from the front of the reflector and from the supporting polystyrene. Figure 4.3 has been interpolated in the Fourier domain to give a clearer image as explained in Section 2.3.5.
4.2.3 Calibration

Figure 4.3 Schematic and Microwave Image of a Trihedral Corner Reflector

4.2.4 Polarimetric Sensitivity

Figure 4.4 Configuration of Polarimetric Test Targets
4.2.3 Calibration

If the measurements made in the following sections are to have any relevance to radar cross section, then a method of calibrating the system to some known reference is needed. Often corner reflectors are used since they have a known RCS but they do not provide a constant response for all polarisations. Therefore, a 20cm long aluminium bar with a diameter of 0.5cm was chosen instead and included in each of the measurement scans. The bar is placed in a plane parallel to the scanning aperture at an angle of 45° to the horizontal and acts as a standard calibration reference between all images. The bar was utilised as it gives an almost identical level of response for each of the polarisations used, namely, VV, VH and HH [83]. Therefore, in each of the images, the bar response is assigned to the same reflectivity level, so that all results are presented using the same reflectivity scale. To provide an absolute reference, the RCS of the bar was measured on a separate system and was found to be -21dBm². This procedure is equivalent to a standard first-order calibration process, where a separate measurement is made of a known calibration standard and then subsequent measured data are divided by this response.

4.2.4 Polarimetric Sensitivity

Before utilising complex targets, it is important to consider the polarimetric variations of the imaging system itself. In particular, it is important to see how well the system images the same objects when different polarisations are used.

In order to investigate this, three lengths of copper wire were used as targets. Each one was 20cm in length and had a diameter of 0.75mm. All three were attached to a sheet of expanded polystyrene which was 120cm by 60cm in size and had a thickness of 2.54cm. The sheet was placed vertically in a plane parallel to the scanning aperture and at a distance of 1.25m from it. Figure 4.4 shows the alignment of the three bars on the polystyrene sheet. A 20 cm long aluminium calibration bar with a diameter of 0.5cm, was also attached to the sheet to act as a calibration reference between images as explained in the previous section. A 1.5m by 1.5m scan of the targets was measured and the results for VV, VH and HH polarisations are shown in Figure 4.5. The spatial resolution in the (x,y) plane is approximately 2cm.
Figure 4.5 Results from Polarimetric Test Targets

The VV segment shows...
The VV response clearly shows that the vertical wire has the strongest reflectivity and that the horizontal wire gives a relatively weak return. The wire oriented at 45° shows a reduction of 6.6dB below that of the vertical wire, which compares well with the expected value of 6dB, especially when the perturbing effects of the polystyrene sheet are considered. It is also just possible to see that the horizontal wire is re-radiating a cross polar response from its ends.

From the image, it can also be seen that the system is sensitive enough to image the polystyrene sheet as well as the wire targets. Polystyrene is traditionally used as a low reflectivity support material in RCS measurements. Furthermore, a number of anomalies can be seen within the polystyrene structure itself. Some of these are irregularities within the polystyrene sheet whilst others are due to absorber blocks placed behind the polystyrene sheet to support it.

The presence of the polystyrene sheet makes it difficult to assess the true polarisation purity of the system, but the VV image suggests that the return from the horizontal wire is 35-40dB below that from the vertical wire. This level of polarisation discrimination is sufficient to provide meaningful results.

The VH image shows that the greatest return at this polarisation is from the wire oriented at 45° with much lower returns from the vertical and horizontal wires. Of particular interest is the weak image which appears between the 45° wire and the calibration bar. This is a result of multiple scattering between the wire and the bar and gives rise to a virtual image half way between the two. Such a result was predicted by the simulations in Chapter 2. The polystyrene is not visible in this image since it does not have depolarising properties.

The HH image shows characteristics which are complementary to those of the VV image. Hence the horizontal wire has the highest reflectivity whilst the vertical wire has the lowest.

In each of the three aforementioned images, an empty room subtraction has been carried out. Empty room subtractions are made by performing a second scan with the target removed from the chamber. The second data set is then subtracted from the
data set containing the target. Such an operation removes many of the spurious reflections from the chamber and helps to remove any direct coupling that may exist between the transmit and receive horns on the scanning frame.

4.3 Reflection Measurements

The following section describes the application of the imaging system, described above, to the imaging of biophysical objects.

4.3.1 Imaging of Trees

Initially, three different species of tree were chosen for the experiment. The trees utilised were an ash tree (*Fraxinus excelsior* L.), a sycamore tree (*Acer pseudoplatanus* L.) and a willow tree (*Salix* species). The measurements were carried out during the winter months and each tree was essentially leafless. The trees were housed in round plastic pots to enable easy movement into the anechoic chamber. Their salient dimensions are given in Table I.

<table>
<thead>
<tr>
<th></th>
<th>Ash</th>
<th>Sycamore</th>
<th>Willow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height of tree above soil level</td>
<td>120cm</td>
<td>104cm</td>
<td>162cm</td>
</tr>
<tr>
<td>Typical thickness of main axis</td>
<td>7 - 9.5mm</td>
<td>9.7 - 12.3mm</td>
<td>15.5 - 17.1mm</td>
</tr>
<tr>
<td>Typical thickness of main branches</td>
<td>4 - 5.4mm</td>
<td>5.5 - 7.5mm</td>
<td>6.5 - 13.8mm</td>
</tr>
</tbody>
</table>

Table I - Salient Dimensions of Tree Targets

As explained in Section 2.3.2, the depth of focus close to the aperture of a single frequency imaging system at 10GHz is in the order of only one to two centimetres. Therefore, the trees were sandwiched between two sheets of 2.54cm thick expanded polystyrene which were held together with masking tape. By so doing, all elements of the tree are constrained to lie in one plane from the aperture. The aluminium calibration bar was included with the tree to maintain a reference level between all the images. Measurements were made over a 1.5m by 1.5m scan for each of the three trees at polarisations of VV, VH and HH. Empty room subtractions were carried out for each image.
4.3.1.1 Ash Tree

Results for the ash tree are shown in Figure 4.6 from which it can be seen that the branches and main axis of the tree are in-focus and clearly visible above the background level. The VV and HH images show that the polystyrene sheet is again clearly visible along with small pieces of masking tape which can be seen at intervals along the vertical sides of the sheets. The optical image of the ash tree clearly shows the presence of two branches on the left hand side of the main axis, but these are not present in the microwave image. When examined, these branches were found to be dead and therefore likely to have a low water content, which is consistent with their low reflectivity. The same is true of the outer half of the lowest branch on the right-hand side of the main axis. The VV image also reveals the presence of a virtual image between the two uppermost parallel branches. This is caused by multiple reflections between the two branches and, noticeably, it does not extend beyond the shorter of the two branches.

The HH image produces a relatively strong return from the main axis because its diameter is approximately 0.3 wavelengths, but the return is much weaker from the upper branches which have a diameter of only 0.15 wavelengths. Localised high returns can be seen along these branches which appear to be consistent with the locations of buds where the local diameter is substantially increased thus giving a high return.

The VH image gives increased returns for tree components which are near to 45° relative to the horizontal. Multiple scattering terms can also be seen between the two uppermost branches of the tree corresponding to that seen in the VV image. Also visible are several nodes which have a high reflectivity where branches connect with the main axis. It is supposed that these nodes are the result of multiple scattering between the lower end of the branch and the main axis.

The high returns at the bottom of all three images are from the tree container and do not to carry information about the tree itself.

It is highly desirable to draw some quantitative results from the images presented in Figure 4.6 which relate the images to the power received at the aperture. This can be
Figure 4.6  Results of Polarimetric Imaging of a Leafless Ash Tree
achieved by considering the complex sum of all the pixels in an image. By so doing it is possible to obtain an expression for the total power received from the whole tree. Furthermore, by performing a summation over selected regions of the image, the contributions from individual elements of the tree can be deduced. Therefore, for the ash tree, it was found that the multiple scattering term between the two top branches of the VV image accounts for just over 7% of the total VV signal reflected from the tree. In the VH image, two of the nodes on the main axis of the tree contributed almost 19% of the total reflected signal and the buds on the top branches of the HH image contained some 12% of the total HH signal. Considering that these artefacts are small or non-existent in reality, their contributions to the total reflected signal is surprisingly high.

4.3.1.2 Sycamore Tree

For the sycamore tree, shown in Figure 4.7, the polystyrene support is again visible in the VV and HH images, but in this case an elliptical area of very low reflectivity can be seen within it. This is particularly clear on the HH result. Here, the two sheets act as a sandwich radome, and over the locus of the ellipse they have a separation which gives 100% transmission at the operating frequency. Since the separation between the polystyrene sheets varies, other regions do not have the same value of separation and some reflection occurs. The VV image shows strong returns from the mainly vertical features and, in particular, distinguishes the cluster of thin stems just above the main bifurcation. However, these stems are not present in the HH image since they are mainly vertical and quite thin. The reverse is true for the lower branch on the right-hand side of the tree, which appears strongly in the HH image, but is weak in the VV image. There were two dead leaves on the tree, the upper one of which can just be seen in the HH image. Both were quite dry which is consistent with their low reflectivity.

In the VH image, the polystyrene is again invisible and the main axis of the tree has a very low reflectivity due to its orientation with respect to the polarisation. A virtual image can be seen between the top right branch and the calibration bar. Two nodes are also visible where the lower right branch connects with the main axis. This is
Figure 4.7 Results of Polarimetric Imaging of a Leafless Sycamore Tree
similar to the feature seen in the ash tree images, and it was found that these two nodes accounted for 8.5% of the total reflected signal from the tree.

Once again, the high returns from the base of the tree are due to the container and soil and provide no relevant information.

4.3.1.3 Willow Tree

The third tree measured was that of a willow tree and the results are presented in Figure 4.8. The complex features of this tree are clearly visible in the microwave images and show the polarisation sensitivity demonstrated by the other samples. Therefore, a high level of reflectivity is visible in the VV image due to the mostly vertical orientation of the branches whilst in the HH image the reflectivity of the top branches is considerably lower since many have a diameter of less than 1cm. Returns from the leaf clusters at the top of the tree can be seen for all polarisations.

In the VH image, one of the main branches has a very low reflectivity due to its orientation. However, a low level virtual branch can be seen midway between to the main branches.

4.3.1.4 Proof of Depth of Focus Limitations

Proof that constraint of the tree between two sheets of polystyrene was essential is shown in Figure 4.9. Here the results of imaging an unrestrained sycamore tree are shown for VV polarisation. The backward propagator has been applied at three different distances and it is evident that none of the images are completely in focus although certain elements of the tree are focused. The top right hand branch is clearly focused when the focusing distance, $z$, is 1.25m, but the main axis is focused when $z$ is 1.35m. Furthermore, the lower right hand branch is only just visible and is highly defocused since it is oriented at a large angle to the plane of the aperture.

The images also indicate the presence of a strong virtual image between the two main branches of the tree. No such virtual image is visible for the constrained sycamore tree of Figure 4.7 since the alignment of the two top branches is different in that case. (As noted in Chapter 2, the appearance of virtual images is dependent on the relative alignment and separation of target elements with respect to each other). It is also
Figure 4.8 Results of Polarimetric Imaging of a Leafless Willow Tree
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Figure 4.9 Results of Imaging an Unrestrained Sycamore Tree
evident from Figure 4.9 that the virtual image gives a return level comparable to the returns from real tree elements and without an optical image to refer to, it would be impossible to identify this as a virtual image.

4.3.2 Imaging of Sugar Beet

As part of an on-going study into the backscatter from agricultural crops [84], measurements were also made of a single sugar beet plant. The aim of such work was to determine the main scattering elements of such a plant and its variation with different polarisations. The sugar beet plant utilised was a mature plant and consisted of three large leaves which were growing from near the top of the main axis. The leaves were connected to the main axis by sturdy thin stalks. The plant was approximately 28cm tall and 25cm wide and the largest leaf was 12.5cm in length and 8cm in width. It was placed 1.25m from the aperture. As with the measurements made using the tree targets, it was necessary to place the sugar beet plant between two sheets of 2.54cm thick expanded polystyrene. Care was taken to ensure that the leaves remained flat during this process.

Figure 4.10 shows the results of collecting data over a 1m by 1m aperture for the sugar beet plant at the three polarisations of VV, VH and HH. Empty room subtractions were carried out for each image and a calibration bar was used to provide a fixed reference level between each image.

In both the VV and HH images, it can be seen that strong returns are received from each of the three leaves, with the strongest return coming from the central leaf. Also visible is the portion of the main axis which is above the soil. In the VV image, the stalks of the leaves can also be seen but these are not visible in the HH image. Spurious returns from the absorber material are also visible below the calibration bar.

The VH image is equally informative for what it does not show, namely, that the leaves of the plant are totally invisible at this polarisation. Only a few regions of low level backscatter are visible where the leaves are located and are probably caused by thick veins within the leaf structure. Evidently, leaves placed broadside to the radar do not cause depolarisation. The main axis of the plant is also invisible, but the stalks of two of the three leaves can be seen.
Figure 4.10  Results of Polarimetric Imaging of Sugar Beet
4.4 Transmission Measurements

The measurements made in Section 4.3 have provided a wealth of information about the nature of the interaction between electromagnetic energy and vegetative targets. In particular, the nature of the backscattered return was investigated. However, it is also important to examine the electromagnetic energy which travels through a target as well as that reflected from it. An understanding of such mechanisms is not easy to obtain.

A true representation of propagation through a target can only be achieved using a planar scanning aperture by having two apertures parallel with one another. Such an arrangement has one scanner to generate a transmitted plane wave behind the target and a second one in front of it to record the received plane wave. Therefore, for each single point on the transmit scanner, a full scan of the data at the receiving aperture must be made. Clearly, such an arrangement would be costly in terms of time and the volume of data involved and is not a practical option.

The next best scenario can be obtained by using a fixed transmitting source which is placed a considerable distance from the target and the receiver. A fixed source produces spherical waves as opposed to the plane waves synthesised by a scanning aperture. If the source is a considerable distance from both the target and the receiving aperture, then the spherical waves emanating from the source give an approximation to plane waves at the point where they encounter the target. In other words, the transmitter needs to be located in the far-field of the target. This distance is given by

\[ R_{ft} = \frac{2D^2}{\lambda} \]  

(4-1)

where D is the largest dimension of the target. The disadvantage of using a fixed transmitter is that multiple scattering within the tree structure cannot be observed. As already mentioned, two separate parallel scanning apertures would be required for such an experiment.
4.4.1 Imaging of Trees

The sycamore tree studied in the reflection measurements was utilised again for the transmission experiments. As before, it was placed between two sheets of 2.54cm thick expanded polystyrene so that it lay in a plane parallel with the receiving aperture. A fixed transmitting horn antenna was placed some 3.7m behind the tree. The tree itself was located 1.3m from a scanning aperture where the receive antenna was located. According to equation (4-1), for a frequency of 10GHz, the distance between the sycamore tree and the transmitter should be in excess of 72m for the transmitter to be in the far-field of the target. Clearly, this cannot be achieved within the confines of the anechoic chamber. Therefore, the sycamore tree is illuminated with a spherical wave rather than a plane wave and this alters the phase of the reconstructed image. It does not, however, alter the magnitude of the image.

A scan of 1.5m by 1.5m of the tree was made for each polarisation and empty room subtractions were made for each data set. A 20cm long aluminium bar was used to provide a constant reference level between all the images as explained in Section 4.2.3.

The resulting images are shown in Figure 4.11 over 50dB dynamic range. From these, it is clear that there is a high background level which is due to the transmit horn located behind the tree. Despite using an empty room subtraction not all the transmitted signal has been eliminated leaving the defocused pattern of the transmit horn superimposed on the image. Although these images are not as good as had been hoped for, they still contain relevant information. It can be seen that the branches are a source of forward scattered signals, although the extent of this forward scattering depends on the orientation of the different tree elements with respect to the signal polarisation. Such polarimetric dependencies appear to be the same as those identified in the reflection measurements. Hence in the VV image there is very little forward scattered signal from the horizontal branch. The polystyrene sheets are again visible in the VV and HH images, although it is only the edge of the sheet that can be readily identified in the HH image. The resolution of these images is only half that of a transmit-receive system as was explained in Chapter 2.
Figure 4.11  Results of Transmission Measurements Through a Leafless Sycamore Tree
4.5 Conclusions

An effective practical implementation of the backward propagation algorithm on a planar near field imaging system has been presented in this chapter. Verification that it can be used to produce in-focus imagery has been demonstrated, and a corner reflector was found to have a maximum response some 50dB above the background level. The polarimetric response of the system was investigated and the polarimetric purity of the system was found to be in the region of 35-40dB which provides a good level of isolation. A 20cm long aluminium bar was shown to be a suitable reference target which could be used to calibrate each image with respect to any other.

A series of polarimetric reflection measurements were then carried out on three trees. The system was shown to be highly sensitive and at VV and HH polarisations could image the polystyrene used to restrain the trees to a two dimensional plane. The trees were clearly visible above the background level and a number of interesting features were observed. Elements of the tree structures were highly dependent on polarisation, with vertical elements giving a high return for VV and visa versa. Small features on the trees were sometimes visible such as dead leaves, buds and nodes where the branches connected with a main axis. Significantly, the images also showed a number of incidences of virtual image elements appearing within the tree structures due to multiple scattering. Multiple scattering effects are often considered to be insignificant in terms of the total signal but it was found that for the VV ash tree, the multiple scattering term accounted for 7% of the total power reflected from the tree.

Images were also made of a single sugar beet plant showing that if leaves are parallel to the scanning aperture, then a high value of reflectivity is obtained from them for VV and HH polarisations.

Finally, limited transmission measurements were carried out on one of the trees used for the reflection measurements. It was found that the signal from the transmitter could not easily be removed from the images as it is a strong response in comparison to the forward scatter from the tree. Nevertheless, it was apparent that the scattered field recorded at the receiver was again highly dependent on the tree architecture with respect to the polarisation.
Chapter 5

Experimental Imaging with the Auto-Focusing Algorithm
5.1 Introduction

Chapter 3 presented the theory of a multifrequency near-field imaging system which utilised an auto-focusing algorithm to produce high resolution microwave images of targets. Application of this imaging algorithm to data collected on a real measurement facility is a complex task in which a number of factors have to be considered before accurate measurements can be obtained. The aim of this chapter is to examine these factors in detail and to develop the imaging process appropriately. Firstly, the effects of transmit and receive probe antennas on recorded data are examined by means of simulation in both one and two dimensions. A process known as probe compensation is utilised to remove these effects. In addition, the design of probe antennas is considered in relation to the auto-focusing algorithm and the experimental geometry so that appropriate antennas can be designed for the system. Equipment utilised for making actual measurements in an anechoic chamber is also described in this chapter along with practical considerations that must be taken into account when using it. Calibration of the system is explained and experimental validation of the algorithm is carried out by imaging two corner reflectors. Finally, the polarimetric sensitivity of the system is investigated.

5.2 Probe Antennas

Before any practical measurements can be made, it is important to examine the nature of the transmit and receive antennas which are mounted on the carriage of the scanning aperture. These probe antennas affect the recorded data values since the measured data is a convolution of the response of the target along with the response of the probe antennas. The effects of the probe antennas on the data need to be considered so that appropriate compensation can be carried out. Furthermore, the design of the probe antennas needs to be considered carefully in relation to the characteristics of the auto-focusing imaging algorithm and the geometry of the imaging system.
5.2.1 Probe Compensation

Every antenna has a particular electric field distribution across its aperture, which, along with the size and shape of the antenna, determines the antenna illumination pattern. This pattern defines the directivity of the antenna and hence affects the data which is transmitted or received through it. Therefore, for a transmit-receive synthetic aperture imaging system, the recorded data is not just the response of the target under test. Instead, it is a convolution of the response of the target with the effective aperture of the transmit-receive antenna system. This effective aperture is itself, the convolution of the patterns of the transmit and receive probe antennas.

In general, if the data recorded at the aperture are given by \( M(x, y, f) \) then

\[
M(x, y, f) = U(x, y, f) \otimes [P_T(x, y, f) \otimes P_R(x, y, f)]
\]  

where \( U(x, y, f) \) is the true response of the target at the aperture and \( P_T(x, y, f) \) and \( P_R(x, y, f) \) are the responses of the transmit and receive probe antennas respectively. Since the convolution and multiplication are related via the Fourier Transform [74], and given that the transmit and receive probe antennas are generally identical, equation (5-1) can be transformed to the spatial frequency domain so that

\[
M(s_x, s_y, f) = U(s_x, s_y, f) \cdot P^2(s_x, s_y, f)
\]  

It is evident from this equation that the effects of the probe antennas can be removed by dividing the measured data \( M(s_x, s_y, f) \), by the square of the probe antenna response, \( P^2(s_x, s_y, f) \), to obtain the true response of the target \( U(s_x, s_y, f) \) [85]. This process is called probe compensation.

5.2.1.1 Probe Compensation for Pyramidal Horn Antennas

As already mentioned, the antennas utilised in this work are pyramidal horn antennas. These antennas have a constant amplitude illumination in one plane and a tapered cosine illumination in the other [86].

Since probe antennas only have a small aperture, their far fields are a few tens of centimetres from the aperture, as defined by equation (4-1). Therefore, targets are usually located in the probe antenna’s far field, although they remain in the near field
of the scanning aperture. In the direction of uniform illumination, the one-dimensional far-field response of the probe antenna, \( P_a(\theta) \), is a sinc function given by,

\[
P_a(\theta) = \frac{D_a \sin \left( \frac{\pi D_a \sin \theta}{\lambda} \right)}{\pi D_a \sin \theta}
\]

(5-3)

where \( D_a \) is the aperture size of the probe antenna in the plane of constant illumination and angle \( \theta \) is defined in Figure 5.1 for \( \phi = 0 \). To remove the effects of the probe antenna, the equation must be transformed to the spatial frequency domain and substituted into equation (5-2). In the spatial frequency domain, \( P_a(s) \) now becomes

\[
P_a(s) = \frac{D_a \sin \left( \frac{\pi D_a s}{2} \right)}{\pi D_a s}
\]

(5-4)

Similarly, the one-dimensional far-field response in the direction of cosine illumination, \( P_b(\theta) \), is given by,

\[
P_b(\theta) = \frac{2D_b \cos \left( \frac{\pi D_b \sin \theta}{\lambda} \right)}{\pi \left( 1 - \frac{4D_b^2 \sin^2 \theta}{\lambda^2} \right)}
\]

(5-5)

where \( D_b \) is the aperture of the probe antenna in the plane of cosine illumination. Its spatial frequency domain response, \( P_b(s) \), is then

\[
P_b(s) = \frac{2D_b \cos \left( \frac{\pi D_b s}{2} \right)}{\pi \left( 1 - D_b^2 s^2 \right)}
\]

(5-6)

To perform one-dimensional probe compensation on the measured data set \( M(x, y, f) \), equation (5-4) or (5-6) is substituted into equation (5-2) as appropriate, to obtain \( U(s, f) \). Simulations showing the effect of the probe pattern on the data and the results of applying probe compensation are presented in Section 5.2.3.
Figure 5.1  Definition of Theta and Phi

Figure 5.2  Far-Field Patterns of a Pyramidal Horn Antenna
5.2.2 Design of Probe Antennas

The optimal design of suitable probe antennas is particularly important when imaging low reflectivity targets. A narrow space beam is preferable in such cases as it directs more energy onto the target. However, if the beam is too narrow then the target data will be convolved with the sidelobes of the antenna pattern. The particular characteristics of the auto-focusing algorithm also need to be considered in relation to the design of these antennas.

Consider the one-dimensional patterns of a pyramidal horn antenna which are illustrated in Figure 5.2 for an arbitrary horn aperture size of 10cm at a frequency of 10GHz. The patterns are defined by equations (5-4) and (5-6) for the two sides of the horn aperture. It is undesirable to utilise data which is multiplied by the sidelobes of these patterns as certain spatial frequencies will be suppressed due to the nulls between the sidelobes. Hence only the data that falls within the main lobe of the antenna pattern is of use.

Consider first, the plane in which the probe antenna is uniformly illuminated and which has a spatial frequency domain response defined by equation (5-4). In this case the first null of the antenna pattern is located at a spatial frequency, $s_{oa}$, given by,

$$ s_{oa} = \pm \frac{2}{D_a} $$

and any data outside this value is not required. This feature can be particularly exploited with the multifrequency auto-focusing imaging algorithm. As explained in Chapter 3, there is a maximum spatial frequency, $S_c$, which is used by the algorithm. All spatial frequencies higher than this value are discarded by the algorithm. However, to make sure all the spatial frequencies below $S_c$ are unaffected by the sidelobes of the probe pattern, $s_{oa}$ should always be larger than $S_c$. Therefore, from equations (5-7) and (3-35)

$$ \frac{2}{D_a} > \frac{2 \sqrt{2 \Delta f f_o - \Delta f^2}}{c} $$

where $\Delta f$ is the effective bandwidth of the system as defined by equation (3-36). The
aperture of the probe antenna is normally specified in multiples of wavelength, \( n_a \), so that

\[
D_a = n_a \lambda
\]

Substituting this into equation (5-8) and re-arranging gives

\[
n_a < \frac{f_o}{\sqrt{2 \Delta f f_o - \Delta f^2}}
\]

This equation determines the size the probe antenna needs to be, in multiples of wavelength, to prevent loss of spatial frequency data in this plane. In reality, \( n_a \) should always be less than the maximum allowed by equation (5-10) to avoid applying a sharp tapering effect to the data.

Similarly, the first null, \( s_{ob} \), across the second plane where the probe has a tapered cosine illumination, is given by

\[
s_{ob} = \pm \frac{3}{D_b}
\]

The above method can be used to find the maximum aperture size, \( n_b \), across the second plane in terms of multiples of the wavelength. Therefore,

\[
n_b < \frac{3f_o}{2\sqrt{2 \Delta f f_o - \Delta f^2}}
\]

From these equations it was found that, for the modified auto-focusing algorithm, with a bandwidth of 0.51GHz and a centre frequency of 10GHz, typical values of \( n_a \) and \( n_b \) were 3.57 and 5.36 respectively.

Once this information was obtained, the design of the horn antennas could be addressed. By considering the geometry of the imaging system, the typical target size and its distance from the aperture, the beamwidth of the antennas could be determined. It was found for the targets utilised in the following chapter, that the 10dB beamwidth of the horns needed to be 120° in the vertical plane and 68° in the horizontal plane.
Given the system geometry and the maximum antenna size defined in equations (5-10) and (5-12), two horn antennas were designed. By using two different antennas, the target could be illuminated in any polarisation with the same illumination pattern. The horn for vertically polarised signals was 3.5cm by 7cm and the horizontal one was 4.5cm by 5.5cm.

5.2.3 Simulation of Probe Antenna Effects

This section presents simulations of the effects of probe antennas on simulated data in both one and two dimensions.

5.2.3.1 One Dimensional Simulations

Figure 5.3 illustrates the effect of a pyramidal horn antenna on a single point scatterer focused using the modified auto-focusing algorithm. In this example, the horn antenna is assumed to be 2λ in size. Once again bandwidth of 0.51GHz is used around a centre frequency of 10GHz. The scatterer is set 1m away from a 1m scanning aperture and, in this particular case, it is the effect of uniform illumination which is simulated. It can be seen that, once the effect of the probe antenna is included in the simulation, then the width of the mainbeam increases and the sidelobe levels decrease. This occurs since the pattern of the horn antenna acts as a filter window on the data in the spatial frequency domain. However, if the probe effects are removed, by applying probe compensation, then the resolution now returns that of the theoretical response. The sidelobe levels also increase back to the theoretical response although there are some slight changes to the low valued sidelobes.

The results for a cosine illuminated aperture produce very similar results to those for the uniform illumination and therefore are not presented here.

5.2.3.2 Two Dimensional Simulations

Section 5.2.1.1 explained how probe compensation is applied in a one-dimensional plane. In reality, two-dimensional probe correction is needed in which case equations (5-3) and (5-5) can be re-written as,
Figure 5.3 Illustration of the Effects of a Probe Antenna on a Single Point Scatterer
\[
P_a(\theta, \phi) = \frac{D_a \sin \left( \frac{\pi D_a \sin \theta \sin \phi}{\lambda} \right)}{\frac{\pi D_a}{\lambda} \sin \theta \sin \phi}
\]
and
\[
P_b(\theta, \phi) = \frac{2D_b \cos \left( \frac{\pi D_b \sin \theta \cos \phi}{\lambda} \right)}{1 - \frac{4D_b^2 \sin^2 \theta \cos^2 \phi}{\lambda^2}}
\]
where angles \( \theta \) and \( \phi \) are defined in Figure 5.1.

Figure 5.4b shows the effect of the VV probe antenna designed in Section 5.2.2 on the two-dimensional simulation of two point targets. The targets are set, from left to right, at 1.3m and 1.75m from a 1m square aperture. As with the one-dimensional simulations, the sidelobes are reduced but at the expense of resolution. Figure 5.4c illustrates that the correct response of the scatterer can be reproduced and the sidelobes restored to their original values once probe compensation has been applied.

5.3 Experimental Description

The experimental facility utilised to make multifrequency measurements was the same as that described in Chapter 4 and hence it will not be described here. However, the equipment employed to make the measurements was considerably different as is explained in the following section.

5.3.1 Equipment

The two pyramidal horn antennas, used as the transmit and receive probe antennas for the system, are mounted on the moveable carriage of the scanner and are positioned so as to minimise the coupling between the horns. The horn antenna block consists of four horn antennas which allows VV, VH, HH and HV polarimetric responses to be measured. The design of the horn antennas was considered in Section 5.2.2.

As shown in Figure 5.5, the transmit horn is driven via co-axial cables from an HP 8720DX network analyser. Initially, an HP 8404B network analyser was used but this
Figure 5.4  Effects of a Probe Antenna on a Two Dimensional Image of Two Point Scatterers
Figure 5.5 Experimental Setup

Figure 5.6 Results of Imaging Two Corner Reflectors
was replaced with the more sensitive HP 8720DX. An HP 8349B microwave amplifier is required to provide additional signal gain in the transmit chain between the horn and the network analyser due to attenuation in the co-axial cables. The receive horn is connected back to the network analyser via an Avantek AMT-12034 low-noise amplifier. A 386 PC is used to control the movement of the scanner and also to record the data from the network analyser.

5.4 System Correction and Calibration

Before any practical measurements could be made using the network analyser, it was first necessary to take account of various systematic and environmental effects. In addition, the calibration of the system to some known reference has to be considered.

5.4.1 System Correction

One of the main problems associated with making reflection measurements in an anechoic chamber is that there will be reflections from the chamber itself and the equipment in it. In addition, there is a certain amount of direct coupling between the transmit and receive horn antennas which are located next to each other. The amount of horn coupling depends on the polarisation used since different combinations of horn antennas are used for different polarisations. These reflections and coupling effects reduce the signal to noise ratio of the system and hence make it difficult to isolate the target response. They need to be removed before any processing can be carried out and this is achieved by performing an empty room subtraction as described in Chapter 4.

The system variation with changing frequency must also be accounted for including variations along the cables, waveguides and horns. Furthermore, the cable length must be removed from the system or the target under investigation will be incorrectly located in range.

The simplest way to compensate for these effects is to consider the signal recorded, $D_x(f)$, from a target located a distance $r$, away from the aperture. $D_x(f)$ can be described by
\[ D_t(f) = S(f)U_t(f)\exp(-jk_b)\exp(-j2k_r_t) \quad (5-15) \]

where \( S(f) \) accounts for the frequency response of the system, \( U_t(f)\exp(-j2k_r_t) \) is the true frequency response of a point in the target located a distance \( r_t \) from the aperture and \( b \) is the total length of cable in the system.

Equally, a target such as a corner reflector located a distance \( r_c \) from the aperture would have a frequency response \( D_c(f) \). Therefore,

\[ D_c(f) = S(f)U_c(f)\exp(-jk_b)\exp(-j2k_r_c) \quad (5-16) \]

where \( U_c(f)\exp(-j2k_r_c) \) is the true frequency response of the corner reflector. Dividing (5-15) by (5-16) gives

\[ \frac{D_t(f)}{D_c(f)} = \frac{U_t(f)}{U_c(f)}\exp(-j2k(r_t - r_c)) \quad (5-17) \]

which removes the frequency dependence of the system, \( S(f) \), and the cable length effects. \( U_c(f) \) can be computed since the radar cross section of a corner reflector has a well known and formulated value [82]. In short, \( U_c(f) \) can be described by

\[ U_c(f) = Kf \quad (5-18) \]

where \( K \) is a constant. Therefore, substituting this into equation (5-17) gives

\[ D(f) = \frac{U_t(f)}{Kf}\exp(-j2k(r_t - r_c)) \quad (5-19) \]

Ultimately, all terms relating to the corner reflector should be removed in order to obtain the true target response. This can be achieved by multiplying the above equation by \( f\exp(-j2k_r_c) \) to give \( U_t(f)\exp(-j2k_r_t) \).

The whole system correction process, applied to a two-dimensional data set, can thus be described as follows:

i. Record response of a corner reflector for one \((x,y)\) position over the frequency bandwidth.

ii. Record the response at the same \((x,y)\) position with the target removed and subtract it from the first set to give \( D_t(f) \).
iii. Record the two dimensional data of the target under investigation.

iv. Record an empty room set with the target removed and subtract from the data set to give $D(f)$.

v. Divide the data set by the response of the corner reflector to remove the system frequency response and cable length effects.

vi. Multiply by $f \exp(-j2k r_o)$ to obtain the true target response.

Thereafter, focusing can be applied to the data to generate in-focus imagery.

5.4.2 Phase Compensation

Despite the corrections described above for removing system errors, there are still irregularities that occur during the measurement process. These must also be considered. The measurement of phase on the network analyser is highly sensitive to changes in temperature and changes of just 1°C can cause phase variations of 0.02 rad for the cable lengths utilised in this work. The temperature variation during the measurement process may be significant especially as data collection for a large target may take in excess of two hours. The problem is compounded by the fact that the empty room subtraction process requires a second data set to be acquired and hence the total variation in temperature from the start of the data set to the end of the empty room set may be considerable.

The accepted method for compensating for these variations in phase is to take several lines of extra data at the end of each measurement set. These are known as tie-scans. The phase of these extra lines is compared with the phase of the same points in the data set and a general compensation curve to correct the whole data set is then constructed. This has been shown to work well for single frequency antenna measurements. However, with the auto-focusing algorithm, a large number of different frequencies are required and compensation would be required at each frequency for both the data and empty room measurements. Such an operation was found to require more time than could reasonably be allocated to it and was therefore not used in this work.

Investigations of the measured data revealed that variations in phase across individual data sets were reasonably small or non-existent, despite the fact that some data sets
took over two hours to collect. However, there could be significant variations in phase between the target data and the empty room data. Such variations between these two data sets could result in the background level of focused images being considerably higher than was expected. It was found that this variation could be limited by applying a small phase correction, normally of one or two degrees, across the whole of the empty room set thus minimising the average variation in phase between the two data sets. As this method is simple and fast and produces good results, it is applied to some of the data which will be presented in this chapter and the next.

5.4.3 System Calibration

The data recorded on the system described in Section 5.3 needs to be calibrated to some known reference value. Corner reflectors are often used for this purpose but in this case a 20cm aluminium bar oriented at 45° to the horizontal was utilised. This is the same reference that was used for the single frequency measurements and which was known to have a radar cross section of -21dBm². The choice of this reference has already been discussed in Section 4.2.3. As with the single frequency measurements, the calibration bar was included in each data set thus allowing all images to be displayed over the same colour scale.

5.5 Proof of Algorithm

Validation that the auto-focusing algorithm worked correctly was carried out by imaging a three-dimensional test target in the anechoic chamber. The target consisted of two trihedral corner reflectors each with a side length of 8cm. The reflectors were set 50cm apart in range and were positioned at (-0.225m,-0.125m) and (0.275m,0.125m) in the x and y directions. The nearest reflector was 1.3m from the aperture. Measurements were made using a 0.51GHz bandwidth at a centre frequency of 10GHz. The aperture size was 1m square and the polarisation was HH. System correction was implemented and probe compensation was carried out. The auto-focusing algorithm was then applied to generate the image shown in Figure 5.6. It should be noted that although the centre frequency of the recorded bandwidth was 10GHz, the modified auto-focusing algorithm described in Section 3.5 was used to
focus the image and this uses a frequency of 10.15GHz. In order to keep the sidelobe levels down, dual apodization techniques have been applied to this data. From the figure, it can be seen that the two corner reflectors are both in-focus although they do display slightly different sidelobe structures since they are located at different ranges.

5.6 Polarimetric Sensitivity

The polarimetric sensitivity experiments carried out in Chapter 4 were repeated for the multifrequency system. It was important to repeat the measurements since a new horn cluster had been employed and its polarimetric purity was unknown.

In order to examine the polarimetric response of the system, a test target consisting of three thin wires at different orientations was imaged. This target was the same as that used in Chapter 4, where each wire was 0.75mm in diameter and 20cm in length and were mounted on an expanded polystyrene sheet 120cm by 60cm as shown in Figure 4.4. A calibration bar was included in each measurement set to act as a constant reference and measurements were made over a scan aperture of 1.095m by 1.155m. For each data set, an empty room subtraction was also made. The results of imaging the target at VV, VH and HH polarisations are shown in Figure 5.7 over a 40dB dynamic range and should be compared with the results obtained in Chapter 4 for the single frequency system. It should be noted that these images have been probe compensated and filtered using dual apodization techniques which were not applied to the single frequency measurements.

In the VV image, the vertically oriented wire has the strongest response and the horizontal wire cannot be seen. The wire at 45° has a response approximately 5.5dB below that of the vertical wire which again compares well with the expected value of 6dB. The polystyrene sheet supporting the wires is also visible demonstrating that the measurement system is highly sensitive. Of particular interest is the weak return located half way between the wire at 45° and the calibration bar. This is a virtual image generated by multiple scattering between the bar and the wire and is slightly defocused. Such a result was predicted by the simulations in Chapter 3. To verify that it this image was indeed a result of multiple scattering, a single frequency reconstruction at the centre frequency of the system was carried out. It was found that
Figure 5.7 Results from Polarimetric Test Targets
the virtual image was reconstructed by the single frequency approach and hence it was concluded that the virtual image was the result of multiple scattering and not a result of constructive interference of sidelobes. The presence of the polystyrene in the image makes a calculation of the polarimetric purity difficult, but again, it is in the region of 30 to 35dB.

In the VH image, only the calibration bar and the wire at 45° are visible, the other two wires having a reflectivity so low that they cannot be seen. Furthermore, the polystyrene, as expected, does not depolarise the signal and hence is also invisible.

The HH image, shows complementary features to those of the VV image. The strongest return is generated by the horizontal wire and once again, the polystyrene is visible. In addition, there is an area of very low return half way between the wire at 45° and the calibration bar. This is in the same location as the virtual image in the VV image, but in that case a high return was generated. In fact, this region of low return is also the result of multiple scattering. In this case, it is supposed that the virtual image has an opposite phase to the return from the polystyrene at the same location. Consequently, the two signals cancel and leave a region of very low reflectivity.

5.7 Conclusions

This chapter has examined the effects of the transmit and receive probe antennas on the recorded data. The pattern of these antennas acts as a filter window in the spatial frequency domain, reducing the sidelobe level and the resolution. Probe compensation can be applied to remove these effects and was shown, by simulation, to be effective in both one and two dimensions. Suitable probe antennas for the experimental system were designed from a knowledge of the illumination pattern of pyramidal horn antennas along with an appreciation of the limited spatial frequency domain response of targets focused with the auto-focusing algorithm. The geometry of the imaging system also had to be considered.

The experimental equipment required to illuminate the target and record the reflected signal from it, has also been described. An automatic network analyser forms the core part of this system. Correction procedures are required to generate valid data from such a system and, in particular, the variations with changing frequency and the
effects of the cable length on the apparent location of the target have to be accounted for. This correction is achieved by dividing the measured data set by the measured response from a corner reflector.

Proof that the imaging process can produce in-focus imagery of a three-dimensional target has been presented in the form of an image of two corner reflectors set at different ranges from the aperture. The polarimetric sensitivity of the system has also been investigated and demonstrated the presence of virtual images caused by multiple scattering. The polarimetric purity of the system was found to be in the order of 30 to 35dB.
Chapter 6

Imaging of Biophysical Targets with the Auto-Focusing Algorithm
6.1 Introduction

The investigations carried out in the previous chapter demonstrated the ability of the multifrequency auto-focusing imaging algorithm to generate in-focus imagery from data collected over a planar aperture. The work presented in this chapter involves the application of such a system to the imaging of different trees. Firstly, a sycamore tree is imaged and then a larch tree and a beech tree are utilised for the rest of the work. The particular species of tree were chosen with care to include one coniferous tree and one deciduous tree. Polarimetric measurements are made of both trees to obtain a better understanding of the nature of radar-target interaction. In addition, measurements of the two trees are made over a period of several months to monitor the changes in the trees' biophysical properties and how they affect the backscattered signal. Investigations are also carried out to determine the variation of backscatter with radar incidence angle for the beech tree.

6.2 Initial Measurements

Before measurements were made on the larch and the beech trees, the sycamore tree utilised in the single frequency measurements of the previous chapter, was imaged. By so doing, the response of the multifrequency system to a known biophysical target could be observed and compared with that obtained on the single frequency system. The experiment was made in May, several months after the single frequency measurements. The tree was in full leaf at this time and there had been little change in its size over the intervening months.

The tree was imaged by utilising the vertical planar scanner system described in Chapter 5. A two-dimensional data set (76.5cm by 151.5cm) was collected over a 0.51GHz bandwidth at a centre frequency of 10GHz. The polarisation used was VV. Empty room subtractions were made and a calibration bar was included in the measurement scan. A calibration set was taken to remove the system frequency and cable length effects. The data was then transferred from the PC in the chamber control room to a Unix platform and focused using the modified auto-focusing algorithm described in Chapter 3.
The initial results for the tree are shown in Figure 6.1a. The tree is clearly visible above the background level, even though it is a comparatively low reflectivity target. However, the sidelobes of the reconstructed image are relatively high and are possibly obscuring features of the target. Therefore, the result of applying dual and tri-apodization filters and SVA filters, as described in Chapter 3, are also shown in Figure 6.1. From this, it can be seen that all the filtering techniques produce a noticeable reduction in the sidelobe levels around the tree. The SVA filter, as expected, produces the best result although there are still some sidelobes visible in the image. SVA will be applied to all other tree images presented in this chapter.

Careful examination of Figure 6.1d shows a number of interesting features relating to the tree itself. The main axis is clearly visible as an area of high reflectivity. The two main top branches can also be identified but do not give such a high level of reflectivity. It is supposed that this is because they are partially obscured by the leaves around them. The leaves themselves cannot be seen in the image as they are mostly oriented horizontally in the x-z plane and hence appear 'edge on' to the radar. Since they present such a small surface area to the radar, they are almost invisible to it although some points of low reflectivity can be identified in the regions around the branches. The lower right hand branch of the tree cannot be seen as it is oriented away from the radar. However, there is a strong response from the end of the branch which corresponds well with the simulations presented in Chapter 3. The calibration bar is visible in the bottom right hand corner.

6.3 Larch Tree Measurements

The common or European larch tree (*Larix decidua* Miller) is a coniferous tree which is native to the mountainous regions of Europe. It is also widely planted for timber, shelter along roads and for ornament in parks. When mature, it is a narrowly canonical tree typically reaching up to 40m in height [87]. The larch was chosen for the experimental work presented here as it has an unusual characteristic, namely, that it sheds its needles every winter as deciduous trees do. There are only a few conifer trees which do this and the larch is the only one native to Europe. This characteristic makes it an ideal subject with which the relative contribution of needles and branches
Figure 6.1  Image of a Sycamore Tree at VV Polarisation - May 1997
to the backscattered signal can be investigated. Since the larch naturally loses its needles in winter, their effect on the backscattered signal can be determined. Previously published literature [6][15][16][17] has attempted to determine the contributions of the needles to the backscatter by manually removing all the needles from a tree. Clearly, this may cause some degree of stress to the tree and will alter the flow of water through it. Therefore, any results from such experiments may be misleading [17].

6.3.1 Polarimetric Imaging of a Larch Tree

6.3.1.1 August 1997

Initial measurements on the larch tree were carried out in August 1997. The larch tree at that time, was 114cm tall and consisted of a main stem and approximately 40 branches connected directly to it. Most of the branches were roughly horizontal and were completely covered with needles. Careful examination of the branches showed that the needles were arranged in two ways. The branch elements close to the main axis did not consist of any new wood from the then current growing season. The needles in these areas were arranged in small clusters along the branches, with about 35-40 needles in each cluster. However, further along the branches, where new wood had grown that year, the needles were found to be singly arranged by themselves. Furthermore, the needles from this new seasonal growth were longer and softer than those which formed in clusters. A table of typical dimensions from the tree is shown below.

<table>
<thead>
<tr>
<th>Height</th>
<th>114cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width (as seen by the radar)</td>
<td>80cm</td>
</tr>
<tr>
<td>Depth (as seen by the radar)</td>
<td>97cm</td>
</tr>
<tr>
<td>Branch diameter - at main axis</td>
<td>2.08mm - 6.24mm</td>
</tr>
<tr>
<td>- at tip</td>
<td>0.60mm - 1.91mm</td>
</tr>
<tr>
<td>Main axis diameter - at bottom</td>
<td>23.7mm</td>
</tr>
<tr>
<td>- at top</td>
<td>2.43mm</td>
</tr>
<tr>
<td>Typical needle length - in clusters</td>
<td>8mm - 35mm</td>
</tr>
<tr>
<td>- new growth</td>
<td>17mm - 49mm</td>
</tr>
</tbody>
</table>

The tree was kept outside and was watered on a regular basis. It was brought inside
for measurements to be made. The same process was employed for imaging the larch tree as was used to image the sycamore tree. Therefore, measurements were made over a 0.51GHz bandwidth at a centre frequency of 10GHz. The scan size was 109.5cm by 142.5cm and, in this case, measurements were taken for the three polarisations of VV, VH and HH. Empty room subtractions and calibration sets were taken for each polarisation. Probe compensation was applied to the data and focusing was carried out using the modified auto-focusing algorithm described in Chapter 3. The same technique and parameters (with the exception of scan size) are utilised for all further measurements presented in this chapter.

The results of the larch tree imaging process are shown in Figure 6.2. The images have been filtered using the SVA filtering technique and are each displayed over the same colour scale.

The VV image shows a high return from areas along the main axis, particularly from the leading shoot. Given the resolution of the system, the diameter of the main axis and its parallel orientation to the aperture, it should be possible to see a continuous response from most of the main axis. However, certain areas along the main axis are not visible and hence it is concluded that these areas are obscured by the needles surrounding them. It is not clear whether the needles are absorbing the energy from the radar or whether they are scattering it away from the receive antenna. It is likely that a combination of both processes is occurring. Certain areas of high reflectivity are also seen along the branches. The majority of the branches have a small diameter and since they are oriented orthogonally to the incident polarisation, it is expected that they may give a low reflectivity to VV polarisation. Indeed, only isolated returns are visible from along the branches. In some cases, these returns are from the very ends of branches which are angled steeply with respect to the x,y plane in which the aperture is located. In other places, the returns come from areas along the branches. It is supposed that these areas of reflectivity are due to both the branches and the needles although it is likely that most reflected energy comes from the needles.

In both the VV and HH responses, the rectangular feature at the bottom of the images is the reflection from a sheet of RAM included in an attempt to obscure the tree pot from the image.
Figure 6.2  Polarimetric Imaging of a Larch Tree - August 1997
The VH image shows a much lower level of return from the tree as a whole and the main axis cannot be easily identified. Very low level responses from the top of the main axis are just visible. The ends of several branches can also be seen, most noticeably is the one isolated by itself half way down the tree on the right hand side. There is an area of higher reflectivity at the bottom of the tree which may be a reflection from the bottom of the main axis.

In contrast to the VV image, the HH response clearly indicates the presence of several branches especially on the right hand side of the main axis. The ends of other branches can also be identified. Returns from other areas along the branches can be clearly seen, although it is unclear as to whether these are caused by reflections from the needles or the branches or both. The main axis of the tree is resolved as it has a relatively large diameter, although the leading shoot is not as clear as in the VV response. Instead, isolated nodes are visible along this shoot. Close examination of this shoot, revealed it to be made up of a thin shoot surrounded by needles with a typical length of 4cm and which were individually arranged and evenly spaced.

6.3.1.2 October 1997

The second set of measurements on the larch tree were carried out in October 1997. At this time, the tree was still covered in needles, although it was no longer actively growing as it was the end of the growing season. The needles were no longer soft and flexible indicating a biophysical change in them. Measurements were made as described in the previous section and the results are shown in Figure 6.3. The data has once again been filtered with the SVA algorithm.

The VV image shows a strong reflection from the main axis of the tree and other reflections from the branches and needles. It is just possible to make out the line of one horizontal branch on the right hand side of the tree but in all other cases, whole branches cannot be seen. Most of the branches are horizontally oriented and are thus too thin to be seen by a vertically polarised signal. Once again, there are noticeable returns from some branch ends, probably due to the angle of the branch with respect to the plane of the scanning aperture. This effect was simulated in Chapter 3.
Figure 6.3  Polarimetric Imaging of a Larch Tree - October 1997
The main axis is not easily identifiable in the VH image in Figure 6.3. Here, most of the response comes from the area around the branches and the needles, although again it is not clear whether the branches themselves or the needles contribute the most to the reflected signal.

In the HH image, the main axis can be clearly seen, although it does not have as strong a response as it does in the VV image. This is most noticeable at the leading shoot, the top of which cannot be clearly seen. However, a number of horizontal branches can be identified in the image along with the expected returns from the branch ends and other returns from regions along the branches.

6.3.1.3 January 1998

The next measurements were made in January 1998 when the tree was bare and there were no needles attached to it. Once the needles on larch trees die, they tend to remain attached to the tree and fall off when the new needles shoot in spring. For the purposes of this experiment, the dead needles were all removed to give a completely bare tree. Polarimetric images were again generated and the results shown in Figure 6.4. The size of the tree was unchanged from the previous measurements made the preceding October.

From the VV image, it can be seen that there is a very striking return from the main axis of the tree and very low areas of return from the branches. It was evident in previous images, that as the branches are horizontal, the radar has difficulty in seeing them with VV polarisation. It is supposed that, in this case, the branches are invisible to the radar as there are no needles on the tree to generate reflected energy or to increase the effective diameter of the branches. Not all the branch elements are horizontally oriented, since certain branches tend to 'droop' down at an angle. Some of these branch elements can be seen in the VV image, most noticeable are two on the right hand side.

In the VH image, it is again difficult to identify individual branches and the main axis cannot be seen. However, there are numerous isolated returns from areas along the branches and three branches can be clearly seen on the top right corner of the tree. Some of the areas with high reflectivity, or 'hot spots', on the branches may be
Figure 6.4  Polarimetric Imaging of a Larch Tree - January 1998
generated from regions where a branch splits into two smaller branches. Such a result was demonstrated in the single frequency scenario in Chapter 4.

In contrast to the VV and VH images, the HH image shows the presence of several branches. Again, these are visible since they are horizontally oriented and hence interact well with a horizontal polarisation. Other returns come from branches which are oriented at a large angle to the plane of the aperture and hence cannot be imaged completely. The main axis can be seen although the leading shoot becomes too narrow at the top of the tree to be clearly visible.

6.3.1.4 April 1998

The final image data was collected in April 1998 when the needles on the larch tree were just starting to shoot. The needles at this stage were all in clusters and were soft and flexible. The needles were also found to be quite short, in the order of 1cm. The needles at the top of the tree were shorter than those near the bottom as they had sprouted later.

The main axis, in the VV image of Figure 6.5, gives a noticeably high level of reflectivity. However, there is also a high level of reflectivity from the branches. One or two branches can be clearly identified and the isolated returns from the ends of certain other branches can also be seen. On the whole, the response from the branches consists of high reflectivity 'hot spots', evenly distributed across much of the tree structure. It is supposed that these hot spots are either reflections from the needle clusters or reflections from areas on the branches which are not obscured by needles. Given that in the previous data set, where the tree was bare, the branches were difficult to see, it is likely that in this case, the hot spots are returns from the needle clusters.

A similar characteristic can be seen in the VH image. The main axis and individual branches cannot be identified, as expected in a cross polar image. However, as with the VV image, the response from the branch areas consists of a large number of hot spots distributed over the tree structure. Since the needles occur in small clusters, it is supposed that they may cause a strong depolarising effect on the incident signal giving rise to the hot spots visible in the image.
Figure 6.5  Polarimetric Imaging of a Larch Tree - April 1998
The HH image shows high levels of reflectivity from both the main axis and individual branches. The leading shoot is visible as four points which may be returns from the small needle clusters along it.

6.3.2 Seasonal Variations

The results obtained in the previous sections can be collated to form a set of images, showing the seasonal variations in the reflectivity of the larch tree from August 1997 to April 1998. These are shown in Figure 6.6, Figure 6.8 and Figure 6.9 for VV, VH and HH polarisations respectively.

6.3.2.1 VV Variations

Initial observation of the VV data sets, shown in Figure 6.6, reveal several interesting variations between the different images. Consider initially the measurements made in August 1997. The main axis is visible and considerable returns can also be seen from around the branches. The measurement set collected in October 1997 produces a very similar image except that, when compared with the August image, a greater level of reflectivity is obtained from the main axis and a lower level from the area where the branches are located. Since the tree is covered in needles in both cases, it is likely that these variations are caused by changes in the orientation of the needles between the two data sets. The needles in October are more spread out than they were in August. However, it was noted that the needles in October were all fairly brittle and may have had a lower water content which would result in a change in reflectivity. The image generated from data collected in January 1998 is a very different from the first two, as there is a very striking high response from the main axis and very little return from the branches. The tree was bare of needles at this time and evidently the radar cannot see most of the branches as they are horizontally oriented and do not have a large enough diameter to interact with a VV polarisation. The final data set, collected in April 1998, once again shows a reasonable level of response from both the main axis and the branches, as the August 1997 image did.

In order to draw some more quantitative results from these images, it is necessary to find a measure of the total power reflected from the tree or its constituent components. A representation of the total power can be obtained by performing a
Figure 6.6  VV Images of a Larch Tree Over a Growing Season
complex summation of all the data values which make up the tree image. A similar process can be repeated for individual tree elements and by so doing the returns from the main axis and the region around the branches can be obtained.

Figure 6.7 shows a summation of all the data points which make up the tree images at VV polarisation, for the measurements made between August 1997 and April 1998. Also shown are the returns from the main axis and the branches over the same time period. Lines have been drawn between the data points to illustrate the general trend. It should be noted that, at VV polarisation, an extra data set was made in September 1997 and the reflectivity of this data has been included in the graph. Examination of the graph shows that there is a strong seasonal variation in the VV reflectivity from the larch tree. The responses from the whole tree and from the branches are highest in spring and summer. At this time the tree is covered in needles and these clearly cause significant reflection of the incident energy. In winter, the reflectivity falls dramatically, since the tree is bare of needles and the branches themselves do not generate a high reflectivity since they are orthogonal to the incident signal. In contrast, the response from the trunk shows a maximum in the winter months, although the total seasonal variation is much less than was exhibited by the branches. This behaviour can be explained by considering that the trunk is a strongly reflecting target which is mostly obscured by the needles. In winter, however, there are no needles and the whole trunk is then visible to the radar. It should also be noted that for each of the three summations shown in Figure 6.7, the values in April 1998 are higher than those from August 1997. It is supposed that this is due to the increased size of the tree caused by natural growth.

6.3.2.2 VH Variations

The VH images are all shown in Figure 6.8 and in contrast to the VV images, show relatively little variation between the four image sets. The August and October 1997 images, appear to be relatively similar with reflections from both the branches and the needles. The January 1998 image has fewer reflections especially from the area around the top of the tree. A few hot spots can be seen from the junctions of two branches and various linear features can be seen due to returns from the bare branches. The April 1998 image is a somewhat different from the other three in that
Figure 6.7  VV Reflectivity of the Larch Tree over Several Months
Figure 6.8  VH Images of a Larch Tree Over a Growing Season
there are a multitude of small returns scattered across the whole tree area. This is due to the needles on the tree, all of which are arranged in small tight clusters at this time of year. Furthermore, since the needles are fresh shoots, they have a high moisture content. It is supposed, however, that the shape of the needle clusters is the critical factor in determining the nature of the reflectivity.

Values representing the seasonal reflectivity of the tree were calculated at VH polarisation. In this particular case only the total reflectivity of the tree could be determined as the branches and the main axis could not be separately distinguished in the images. The results of the summation process are shown in Figure 6.11 where it can be seen that the VH response is much lower than the VV response, as is expected. Furthermore, the shape of the VH response closely follows that of the VV response. This suggests that the needles contribute a significant proportion of the backscattered signal at VH polarisation.

6.3.2.3 HH Variations

The HH image sets are shown in Figure 6.9. From these, it can be seen that there is relatively little difference between the image sets of August and October 1997 and April 1998. In all three cases, there is a reasonable return from both the branches and the main axis, although there is perhaps a higher level of reflectivity from the branches in the April 1998 image. The January 1998 image, when the tree was bare of needles, shows a much stronger response from the main axis and from certain branches. However, the reflectivity at the ends of many branches is lower than in the other images due to the lack of needles on them. The leading shoot cannot be clearly seen in the January image either, whereas it is seen in all the others. Hence, it can be concluded that the needles on the leading shoot and some thin branches, are the main source of backscatter at this polarisation.

The results of summing the complex data values from each image to generate a measure of reflectivity are shown in Figure 6.10 for August 1997 through to April 1998. Once again, lines have been drawn between the data points to illustrate the general trend. In contrast to the VV data, these results show little seasonal variation. There is a general increasing trend across the graph but this is likely to be due to
Figure 6.9  HH Images of a Larch Tree Over a Growing Season
Figure 6.10  HH Reflectivity of the Larch Tree over Several Months

Figure 6.11  Comparison of the Seasonal Reflectivity of the Larch Tree at VV, VH and HH Polarisations
increased growth on the tree rather than to seasonal variations. It is obvious though, that the response from the branches, once again, follows the trend of the response from the total tree. The lack of seasonal variation occurs due to the response from the branch regions of the tree. When the tree is in leaf, there is a relatively high level of reflectivity from the needles and the branches. However, in winter, the tree is bare so there are no reflections from the needles. This affects the branch tips, in particular, which are too thin to be clearly resolved when bare of needles. However, as the branches in winter are completely unobscured and since they are oriented parallel with the incident polarisation, they still give a high value of reflectivity. Hence, when the tree is covered in needles, the reflectivity is generated across the whole branch structure but in winter, higher reflectivity values are obtained from a small area of branches. It appears that these two effects cancel each other, resulting in an almost unchanged reflectivity between summer and winter. Finally, it should also be noted from the graph in Figure 6.10, that there is also a slight increase in the reflectivity of the trunk in the winter months since it is not obscured by needles.

The HH reflectivity from the whole tree is also plotted on the graph in Figure 6.11 along with the responses from the VV and VH measurements. The reflectivity at HH is evidently higher than at VV polarisation and it is concluded that this is due to the greater interaction between the branches and the incident signal at HH.

6.4 Beech Tree Measurements

The common beech tree (*Fagus sylvatica* L.) is a large, broadly-domed deciduous tree which grows up to 40m in height. It is found in abundance across much of western and central Europe, especially in natural woodland on well-drained chalky soils. It is cultivated for timber but is also commonly used as a hedging plant [87].

The beech tree was chosen for the experiment as being a good example of a common native British deciduous tree. Its leaves are generally between 4 and 10cm in length, elliptical in shape and pointed at the end. Hence, they are of such a size as to interact well with a radar signal of 10GHz which has a wavelength of 3cm.
6.4.1 Polarimetric Imaging of a Beech Tree

The beech tree utilised for this experiment was a small tree, initially some 120cm in height. It consisted of a main axis and a number of horizontal branches connected to it and is shown in Figure 6.12. At the top of the main axis was a bifurcation where the axis split into two main branch clusters, both of which were oriented between 25° and 30° to the vertical just above the bifurcation. Initial dimensions of the tree are given below

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Height</td>
<td>120cm</td>
</tr>
<tr>
<td>Width (as seen by the radar)</td>
<td>57cm</td>
</tr>
<tr>
<td>Depth (as seen by the radar)</td>
<td>62cm</td>
</tr>
<tr>
<td>Branch diameter - at main axis</td>
<td>2.08mm - 9.20mm</td>
</tr>
<tr>
<td>- at tip</td>
<td>1.01mm - 2.98mm</td>
</tr>
<tr>
<td>Main axis diameter - at bottom</td>
<td>28.1mm</td>
</tr>
<tr>
<td>- at bifurcation</td>
<td>11.68mm</td>
</tr>
</tbody>
</table>

6.4.1.1 August 1997

The first set of measurements were made on the tree in August 1997 when the tree was in full leaf. The leaves were mostly horizontal and were connected to the branches with short stalks. There were no leaves connected directly to the main axis. The tree was imaged using a 121.5cm by 133.5cm scan with a 0.51GHz bandwidth at a centre frequency of 10GHz. Once empty room and system corrections had been performed, the data was focused using the modified auto-focusing algorithm as previously described. The images were filtered using the SVA technique and are shown for three polarisations in Figure 6.12.

The VV image clearly shows the presence of the main axis of the tree. In contrast, there are relatively low levels of return from the area around the branches. The branches themselves, especially those below the bifurcation, are oriented orthogonally to the incident polarisation and hence a low level of reflectivity is expected. The leaves are hard to identify since they are 'edge on' to the radar and hence only present it with a very small surface area. There are some returns from the areas around the branches below the bifurcation. These may be returns from non-horizontally oriented leaves or from small areas on the branches themselves. Above the bifurcation, a
Figure 6.12  Polarimetric Imaging of a Beech Tree - August 1997
greater level of reflectivity can be observed. The branches in this area are oriented at approximately 25° - 30° to the vertical and hence interact much better with a VV signal than the horizontal branches do.

The main axis cannot be seen in the VH image. Instead, only isolated returns can be seen from the areas around the branches. It is supposed that, these returns are mostly from the branches themselves. The highest levels of reflectivity come from just above the main bifurcation and are reflections elements of some of the branches which are oriented at angles approaching 45°. As noted in Chapters 4 and 5, elements oriented at 45° provide the greatest reflectivity at VH polarisation.

In the HH image, the lower half of the main axis is clearly visible and has a high reflectivity since there are no leaves around this region. The upper regions of the main axis are more difficult to identify as the leaves are obscuring it. The leaves clearly interact well with the incident radar signal at this polarisation. This is to be expected as the leaves are horizontally oriented. Therefore, a number of reflections from horizontally oriented branches and leaves can be seen in this image and they have reflectivities of similar values to the main axis.

6.4.1.2 January 1998

Measurements were also made of the beech tree in January 1998. The leaves on the tree were all dead and dried up and were still attached to the tree but were removed before imaging took place. The same parameters were used for the imaging process as are described previously and the results of the polarimetric imaging process are shown in Figure 6.13.

It is clear in the VV image that there is a high return from the main axis of the tree. Some reflections can also be seen from the branches both below and above the bifurcation, although no complete branches can be seen.

The VH image does not show the presence of the main axis, but instead has a high response from the area around the main bifurcation. As already mentioned, some of the branches at this point are oriented close to 45° and hence give a strong response to a VH signal. Other areas of isolated returns can be seen around the rest of the branches. Clearly, some of the branches cause strong depolarising effects.
Figure 6.13  Polarimetric Imaging of a Beech Tree - January 1998
In the HH image, the main axis can be clearly seen since its diameter is large enough to allow good interaction with the incident wave. Several of the branches can also be seen and those branches which cannot be seen are angled towards or away from the plane of the scanning aperture and hence only their ends are visible.

6.4.1.3 April 1998

The final set of polarimetric measurements on the tree were made in April 1998 when the tree was covered with new leaves. The leaves at this time were soft and flexible and were smaller than when measurements were made the previous August. A number of these leaves were found to be hanging downwards and were not horizontally oriented, especially at the ends of branches. The images generated at this time are shown in Figure 6.14.

The VV image, once again, shows a high level of reflectivity from the main axis. The bifurcation of the main axis can be seen along with the lower ends of three branches just above it. There is also a wide spread area of lower level returns from the branches and leaves. Given the small number of branches visible at VV polarisation in the January images, it is likely that most of these returns are from the leaves. As already explained, some of the leaves were drooping downwards and hence were oriented in such a way that they would interact well with a VV signal.

The VH image shows a wide area of scattering from the leaves of the tree. The main axis cannot be seen, but some returns from the branches at the bifurcation can be identified. Clearly, the leaves at this time of year are effective at depolarising signals.

The highest returns from the branch-leaf regions occur in the HH data set. The horizontal branches of the tree cannot be seen in this image, since they are obscured by the leaves surrounding them. It is supposed that the reflectivity in these regions is from both the unobscured branch elements and suitably oriented leaves. The main axis can be seen at the bottom of the tree where there are no leaves around it.

6.4.2 Angular Imaging of a Beech Tree

The work so far has concentrated on observing radar-target interactions by generating images of trees in a plane parallel to the direction of growth of the tree. In such a
Figure 6.14  Polarimetric Imaging of a Beech Tree - April 1998
case, the radar illuminates the tree from the side. However, in order to relate these high resolution near-field images to those taken by aircraft and satellites, it is necessary to generate a second group of images from an overhead view above a tree to complement those taken from a side view. Such an experiment would require an overhead scanner located in an anechoic chamber and suitable equipment was not available.

An alternative solution to this problem was to tilt the angle of the tree instead of tilting the angle of the scanner. This was achieved by fixing a single beech tree into a cradle which is connected to a rotating positioner unit. The cradle attaches the pot of tree to the positioner unit so that the bottom of the tree is kept fixed whilst the top of the tree is tilted towards the vertical scanning aperture. At each new angle of tilt, the cradle and its attached positioner unit are moved away from the scanner so that the top of the tree is always at the same distance from the aperture. The beech tree was utilised for this experiment as the results obtained in the previous sections suggest that the leaves of the beech cannot easily be seen in side view images. The measurements were made in September 1997 at which time the tree was found to be sturdy enough to hold its shape regardless of the angle of tilt. This experiment was not carried out for the larch tree described earlier in the chapter, as the larch was not rigid enough to hold its shape when tilted.

To carry out the experiment, the beech tree used was placed in the cradle and imaged in increments of 15 degrees. The scan size used was 97.5cm by 130.5cm and data was collected over a 0.51GHz bandwidth at a centre frequency of 10GHz. The polarisation utilised was VV and empty room and calibration corrections were made as previously described.

When a tree is tilted to angles other than vertical, the leaves attempt to alter their positions to maximise the amount of light falling on the leaf surface. To avoid this problem, the measurements of the tree were made in the dark at night. All plants are sensitive to changes in gravity, as well as light, but the effect on a small tree in an autumnal month should be minimal. Nevertheless, the tree was only left at a tilted angle for a few hours at a time.
The results of the imaging process are shown in Figure 6.15 and the corresponding optical images are presented in Figure 6.16. The images show the tree at tilted angles of 0°, 15°, 30°, 45°, 60° and 75° which corresponds to incidence angles of 90°, 75°, 60°, 45° and 30° respectively. For the rest of this section, the angles of incidence will be referred to.

It is apparent that when the tree is vertical, the radar has a side view of it. At this point the incidence angle is 90°. From the figure, it can be seen that, the main axis of the tree is clearly visible and gives a high level of reflectivity. However, the branches and the leaves of the tree cannot be easily detected.

When the angle of incidence is decreased to 75°, the response from the main axis deteriorates slightly. There is now no longer a continuous response from it as some parts of it are invisible to the radar.

The main axis disappears completely when the incidence angle reaches 60°. At this point the tree is oriented at 30° to the plane of the aperture. Therefore, the reflections from the main axis are directed away from the scanning aperture. It is also clear from this image, that there is now a noticeable response from the region around the leaves. Evidently, as the tree is tilted forwards, the backscattered energy from the leaves is now being directed back towards the scanning aperture resulting in their presence in the image.

The response from the leaves increases further still as the incidence angle decreases. The highest levels of reflectivity from the leaves are achieved when the incidence angle drops to 45° and 30°. At these angle, the leaves present a large surface area to the radar.

Therefore, it is clear that leaves are good reflectors of electromagnetic energy, provided that they are oriented in such a way as to provide a large surface area to the transmitted radar energy. To understand more about the variation of backscatter from the leaves, a single leaf was removed from the beech tree and its variation in backscatter with changing incidence angle was measured. The resulting graph is shown in Figure 6.17. Here, it can be seen that when the radar is pointing directly to the flat surface of the leaf, then the backscatter is at a maximum of $\approx -26\text{dBm}^2$. As the
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Figure 6.17  Variation of Backscatter from a Single Beech Leaf with Incidence Angle

Figure 6.18  Total Variation in Reflected Energy with Changes in Incidence Angle
incidence angle increases, the backscatter decreases to a minimum below -60dBm² at around 25°. The backscatter level increases slightly as the angle of incidence is increased further, but this is due to the sidelobe structure of the leaf response and hence is not of great interest.

It is highly desirable to draw some more quantitative conclusions from the images presented in this section. By applying the summation technique described earlier in the chapter, it is possible to construct a graph representing the total reflected power from the tree for varying incidence angles. This graph is shown in Figure 6.18. When the incidence angle is small, the total power reflected from the tree is at a maximum. This is due to the high reflectivity of the leaves. As the incidence angle increases, the total reflectivity of the tree decreases sharply to a minimum at around 75°. If the angle of incidence increases further, then the total reflectivity starts to increase again as the main axis of the tree is now contributing to the reflected signal. It should also be noted that the angle at which the minimum of the tree response occurs (75°) is much greater than the minimum of an individual leaf response (25°) as shown above. It is probable that this is due to the orientation of the leaves on the tree. It was assumed that the leaves were all horizontally oriented, but on closer examination, it was found that they were oriented at varying angles mostly between 0 and 30° to the horizontal. Furthermore, many of the leaves were slightly curved leading to a non-uniform response from them.

The results obtained from the beech tree experiment were compared with data published by Ulaby and Dobson in [9] who collated a whole series of results for the variation of backscatter with incidence angle for different types and groups of trees. Their data could not be compared directly with Figure 6.18, since one was a measure of backscatter and the other reflectivity. Nevertheless, Ulaby and Dobson's data showed a general decrease in backscatter with increasing incidence angle until, at about 70°, the trend increases again. Clearly, this agrees well with the graph in Figure 6.18, showing that the backscatter variations with angle from a group of trees correspond well with the reflectivity from a single tree.
6.4.3 Seasonal Variations

As with the larch tree, the data from the beech tree was collated to try and determine the seasonal variations present in the images. It should be noted that the September 1997 measurement was made at VV polarisation only.

6.4.3.1 VV Variations

Examination of the VV images in Figure 6.19 shows that there appears to be little variation between the first three images (August, September and January). The leaves present a very small surface area to the radar and hence cannot be seen in the August and September images. Therefore, the image data collected in January is little different, even though, at the time, there were no leaves present on the tree. The main axis can be seen very clearly in all the first three images but the returns from the branch-leaf regions are low. The image generated from the data collected in April 1998, is different in that it shows a much more extensive tree structure and a greater returns from the region around the branches. It is supposed that this is due to reflections from the leaves, many of which were soft and flexible and drooping at an angle, making them more visible to the radar than usual.

6.4.3.2 VH Variations

From the VH images, presented in Figure 6.20, it is clear that there is again little difference between the August 1997 and January 1998 data sets. The only noticeable feature, is the large return from the branches around the bifurcation in the January image. This cannot be seen in the August image, possibly due to the obscuring effect of the leaves. The April 1998 image, also shows the highest valued returns being generated at the bifurcation. Otherwise, the image provides a different result from the first two, with numerous hot spots across most of the tree structure. It is supposed that these are reflections from the young leaves.

6.4.3.3 HH Variations

The seasonal results at HH polarisation, as shown in Figure 6.21 provide the most information about the seasonal variation of the beech tree. In August 1997, the main axis of the tree cannot be clearly identified except at the bottom of the tree where
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there are no leaves. Higher up the tree, the response from the main axis diminishes greatly and is lost amongst the reflections from the branches and the leaves. No individual branches can be clearly seen either. It is supposed that the reflections are from both the unobscured branch elements and the leaves. In the image data collected in January 1998, the whole of the main axis can be seen, in contrast to the data collected the previous August. Furthermore, a number of individual branches can be clearly identified since there are no leaves obscuring them. The final data set, collected in April 1998, shows a similar response to the data from the previous August, in that the main axis can only be seen at the bottom and the returns from the leaves are evidently obscuring details of the branch structure higher up. It is clear, therefore, that leaves interact well with a horizontally polarised signal generating a relatively high level of reflectivity.

6.5 Conclusions

This chapter has demonstrated that the modified multifrequency auto-focusing imaging algorithm provides an effective method of imaging biophysical targets illuminated from a planar scanner. A sycamore tree was imaged to verify that low reflectivity targets could be seen above the system background level. Experimental proof that the SVA algorithm performs well on such targets was also demonstrated.

Polarimetric measurements were made on two trees, a larch tree and a beech tree. From these it was found that the response of the trees to the radar is highly dependent on the orientation of the tree elements with respect to the system polarisation. This was true of both the tree itself and the leaves on it. For example, the main axis gave a high reflectivity in VV images whilst the horizontally oriented leaves on the beech tree gave a good level of reflectivity at HH. These results were anticipated from the single frequency measurements of Chapter 4.

A set of measurements was also conducted to investigate the effect of incidence angle on the backscattered return from the beech tree. From this, it was discovered that as the incidence angle is increased, the total reflectivity of the tree is decreased as leaf surface area seen by the radar decreases. The reflectivity reaches a minimum around
70° and then starts to increase as reflections from the main axis of the tree start to become significant. It was shown that these results correspond to other published results.

The data collected from the polarimetric measurements were collated to try and identify seasonal changes in the reflectivity of the trees. For the larch it was found that, at VV polarisation, the main axis gave strongest response, especially in winter. At other times it was slightly obscured by the needle clusters. The VH images showed little variation with season although the nature of backscatter in spring was clearly determined by the shape of the needles. The winter VH image also identifies hot spots at bifurcations as predicted by the measurements made in Chapter 4. The HH image showed little seasonal variation although the strongest response from the main axis and branches occurs in winter when the tree is bare. The greatest response from the needles seems to occur in spring.

From these measurements, it can be concluded that backscatter is caused by both the needles and tree elements such as the branches and main axis. The total contribution of each, depends on the season and the polarisation. Clearly, when the tree is bare the branches and main axis have the highest response. At other times, the needles cause significant backscatter although the total contribution depends on the size and shape of the needles.

Seasonal variations for the beech tree were much harder to identify than for the larch tree. This was due to the fact that the radar was illuminating the tree from the side and hence the leaves could not easily be seen by the radar. This was especially true for the VV and VH polarisations. However, at HH polarisation, where the leaves were easy to identify, it was noted that the leaves obscure the response from the main axis and branches in spring and summer. This obscuring effect was greatest in spring whilst the highest level of reflectivity from the tree branches and main axis were found to be in winter.
Chapter 7

Discussions and Conclusions
7.1 Introduction

This chapter presents a brief overview of the key points of this work. Some general conclusions are drawn relating to the sources of the backscatter from trees and some suggestions for further work are given.

7.2 Simulations

The backward propagation algorithm was simulated in Chapter 2 in both one and two dimensions. Apart from the obvious limitation of poor depth of focus, the algorithm provides excellent resolution and is fast and simple to implement in practice. Multiple scattering effects were also modelled and, although they were generally in-focus, their presence prevented accurate far-field information being derived from the data. It is generally recognised that near-field measurements of multiple interactions using synthetic aperture techniques result in a loss of information which prevents a true far-field response being obtained [76].

Investigations of the multifrequency auto-focusing algorithm, presented in Chapter 3, were highly informative and provided a clear relationship with the backward propagation algorithm. The simple computational and data requirements of this algorithm make it ideal for generating high resolution images and it only requires a narrow bandwidth. For images in a microwave eye format, the alternative would be to use an ISAR system, in which case the motion of the target during the angular rotation process may cause errors. A cylindrical or spherical SAR system could also have been used, but a suitable system was not available.

The difficulty of using the auto-focusing algorithm is that it has an inherent redundancy of data in it which leads to some deterioration in the resolution. This can only be circumvented by using a wider bandwidth. The algorithm also has relatively high sidelobe levels although these can be reduced by application of suitable filtering techniques. Multiple interactions were also modelled in Chapter 3 and once again, it was found that this prevented accurate far-field data being derived from near-field simulations.
7.3 Single Frequency Measurements

The first set of experimental work employed a two-dimensional scanner to collect data reflected from targets in an anechoic chamber at a single frequency. Initially, polarimetric measurements were made of a series of wires oriented at different angles. This demonstrated the polarimetric sensitivity of the system and the polarimetric purity was found to be between 35 and 40dB. The system was also found to be highly effective at imaging low reflectivity targets since the polystyrene support sheet for the wires was clearly visible in two of the images. Of particular interest in the images were multiple scattering terms which could be identified between different wires. These had been expected from the simulations although there appears to be no published literature where such virtual terms have been clearly resolved in images.

The results of the single frequency measurements on the ash, sycamore and willow trees were highly successful. The images generated from the measurements had a high level of resolution with low sidelobe levels and a good signal to noise ratio. The images clearly demonstrated that the backscatter was dependent on the orientation of the tree elements relative to the polarisation of the system. Thus, vertical elements gave the highest reflectivity at VV whilst horizontal ones were better observed with HH polarisation.

The resolution of the system was high enough to distinguish very small features on the tree such as the location of nodes on the upper branches of the ash tree shown in Figure 4.6. In addition, the presence of several nodes, where the branches connected with the main axis, could be observed on two of the VH images. These nodes accounted for between 8 and 18% of the total signal reflected from the tree and thus are an important source of backscatter. The virtual images apparent within the tree structure of Figures 4.6 - 4.9 also contribute to the total backscattered signal. It is difficult to know how much these small effects would contribute to the backscatter from more mature trees and at different frequencies. It is clear though that these effects should be considered with more care when models of the backscatter from forested areas are developed.
Transmission measurements made on the sycamore tree were less successful but still demonstrated the dependence of the response on the tree geometry relative to the system polarisation.

The difficulty in using the single frequency system is that it has a poor depth of focus and biophysical targets need to be constrained to lie at a single range from the aperture. The problem can be alleviated by using the multifrequency auto-focusing algorithm.

7.4 Multifrequency Measurements

It was shown that the auto-focusing algorithm could be used experimentally to generate an in-focus image of a three-dimensional target. Two corner reflectors set at different ranges from the scanning aperture were used for this. In addition, the polarimetric purity was investigated by repeating the measurements made at a single frequency of several wires arranged at different orientations. This second experiment again revealed the presence of virtual images caused by multiple interactions between the targets. The virtual images were slightly defocused in this case, although the simulations showed that they may also be in-focus, depending on the separation between the real targets. Of particular interest, was the area of low reflectivity shown in Figure 5.7 which is also a result of multiple scattering. Here the virtual image has been cancelled out by the return from the polystyrene sheet at that location. This has important implications for the measurements made on biophysical targets in Chapter 6. Clearly, it is possible that multiple scattering may lead to virtual images being generated where there is no scatterer present but equally, it may cause a valid scatterer to be cancelled out if a virtual image occurs at the same x,y co-ordinates as a real scatterer.

The multifrequency measurements have also provided valuable information about the nature and origin of the backscatter from trees.

7.4.1 Sycamore Tree

The initial measurements performed on the sycamore tree showed that the multifrequency experimental system was highly effective at imaging biophysical
objects. As predicted, the sidelobes of the image were very high but could be effectively limited by using the SVA algorithm. The drawback of using this technique is in verifying that it produces valid imagery. The SVA algorithm individually examines each pixel in the image and identifies each one as a mainlobe pixel, a sidelobe pixel or as an unknown. The mainlobe pixels are unaltered, the sidelobe pixels are set to zero whilst the unknowns are filtered with a Hanning window. It is the status of this third set of unidentified pixels that may give cause for concern. Such pixels generally contain a mainlobe pixel response with some sidelobe energy in it although this may not be the case. Therefore, to apply a Hanning window to it may result in a mainlobe pixel being reduced in magnitude whilst other mainlobe pixels are left unaltered. Such a situation could conceivably destroy the integrity of the image. Indeed, it is possible in the aforementioned image of the sycamore tree, that the SVA algorithm has removed returns from the leaves around the upper branches. However, it is impossible to determine in Figure 6.1a-c whether the returns in this area are from sidelobes or leaves and hence the extent of the problem cannot be determined. Given that SVA is still a relatively new technique, it is likely that further work may provide a solution to this problem.

7.4.2 Larch Tree

The measurements made on the larch tree clearly show a strong dependence on polarisation. As expected, vertical elements such as the main axis, give high reflectivities at VV whereas the horizontally oriented branches can scarcely be seen in some cases. The reverse is true for HH. The real difficulty with the measurements lies in identifying how much of the reflectivity is due to the needles and how much is due to the branches. It is clear though, that the needles are an important source of backscatter. This is especially true in the VV and, to a lesser extent, in the VH data where there is a noticeable reduction in the total reflectivity from the tree in the winter months when it is bare of needles. Examination of Figure 6.7 indicates that, at VV polarisation, the needles account for around 50% of the backscattered signal from the branches. However, it is also clear that, although the needles are a good source of backscatter, they obscure the branches and main axis of the tree. Hence, in the winter months the reflectivity of the main axis increases, a trend which is noticeable in both
the VV and HH data. Such conclusions are no surprise as the penetration depth of coniferous trees at X-band is known to be very small [6][7].

The only parameters that could not be accounted for in these measurements were the changes in the biophysical properties of the tree itself over the nine months of the experiment. Therefore, any contributions due to changes in water content of the tree itself or its needles could not be determined. As mentioned in Chapter 1, it is known that both deciduous and coniferous trees have a changing water content depending on the time of year [18][19][20]. However, this could not be measured without causing damage to the larch tree itself. It was also noticed that the needles of the larch tree which were short, soft and flexible in spring, became long and firm in autumn. On reflection, it may have been useful to measure the water content of the needles as each measurement set was collected. Individual needles could be removed without affecting the total response from the tree. It should be noted though, that the response from the main axis increases in winter despite the fact that the water content of the trunk is lowest at this time of year. Therefore, it is reasonable to suppose that the nature of the foliage covering a tree has a greater effect on the backscatter than the moisture content of the tree.

The seasonal responses from the larch tree made at VV polarisation demonstrated a dramatic fall in reflectivity from the branches in the winter months. In contrast, the HH data shows almost no seasonal variations, due to the continuous response from the branches in both summer and winter. It is likely that these differences would be much smaller for a more mature tree which has a more complex architecture. In particular, the VV response from a mature tree may be higher in winter due to better interaction with the branch structure. Examination of Figure 6.11 also shows that the total reflectivity from the tree is always higher at HH than at VV. Measurements made by Mougin et al. [7] agree well with this. They demonstrated that VV and HH responses could be significantly different on a tree with fairly simple architecture, but that the differences were less marked on trees with more complex geometries. The VH data shown in Figure 6.11 also showed seasonal variations although they were not as marked as in the VV response. It is clear that both the needles and the branches again contribute to the backscatter at this polarisation. Of particular interest, was the
data set made in January 1998 shown in Figure 6.8 where a number of strongly
reflecting hot spots are visible. Some of these are likely to be generated from points of
branch bifurcation which would agree well with results observed in the single
frequency case.

The trend shown in the seasonal larch measurements can be compared with other
work on the seasonal variation in backscatter from forests. In particular, the
measurements made by Ahern et al. [21] at C-band over Tamarack forested areas are
of particular interest. Tamarack (Larix laricina (Du Roi) K. Koch) is also known as
the American or Alaskan Larch and is smaller than its European counterpart.
Nevertheless, in common with all larch species, it loses its needles in winter. Ahern et
al. measured the backscatter over a Canadian plantation of Tamarack at HH
polarisation in August and October 1987 and February and May 1988 using an
incidence angle of approximately 70°. Their results show a minimum in the winter and
a maximum in spring and summer. The greatest backscattered values obtained were
for the spring measurements. This trend corresponds well with the results obtained in
this work for the reflectivity of a single larch tree at VV polarisation and not with
those made at HH. However, it does support the theory that the needles contribute a
significant portion of backscattered signal from a larch tree and that, on the whole, a
higher level of backscatter could be expected in summer rather than in winter. These
conclusions are also supported by results of defoliating spruce and pine trees which
generally show a small reduction in backscatter when the needles are removed
[6][15][16][17].

There were a number of problems associated with making the larch tree
measurements which undoubtedly have some effect on the results. In particular, it was
found to be very difficult to position the tree in exactly the same place relative to the
scanner for each measurement set. Even positioning errors of 1° can cause significant
alterations in the final image distribution. This also prevented any difference
measurements being made between images. In addition to the positioning errors, the
larch tree showed a tendency to change the orientation of the leading shoot and
certain branches very rapidly which again may have led to unexpected changes in the
final images.
7.4.3 Beech Tree

As with the larch tree measurements, the beech tree images showed a strong dependence on system polarisation. In particular, it was noticeable that only the main axis of the tree could be seen at VV. The branches and the leaves were almost invisible (except in the April 1998 image) due to their orthogonal orientation to the incident wave. It is therefore not surprising that little in the way of seasonal variations could be observed. A better solution to the problem would be observe the seasonal changes from an overhead position although the equipment to do this was not available.

The VH data also showed relatively little seasonal variation although the response in the spring data set was noticeably different from the first two. This difference was due to the size and orientation of the leaves on the tree at this point in time. In all the VH images, the highest reflectivity is obtained from the area just above the bifurcation, which is not surprising given the orientation of the branches in this area. Conversely, the main axis is invisible in all the VH images, but this is expected given the VH results obtained at single frequency.

The most successful imaging of the beech tree occurred at HH polarisation as seasonal variations are more easily identifiable in this data. These results indicate that the leaves, when visible to the radar, are an important source of backscatter. As with the data from the larch tree they obscure the main axis and the branches especially in spring.

The experiment to image the beech tree at different incidence angles was constructed to try and address the problems associated with making side view images. The results demonstrated that the reflections from the leaves were readily identifiable at incidence angles less than 70° and that information about the total variation in backscatter with incidence angle could be obtained. The general decrease in reflectivity with increasing incidence angle, indicated that the surface area of the leaves presented to the radar is critical in determining the total backscatter from a tree. However, at angles greater than ~70°, the main axis and branches become significant. The results obtained from the small tree utilised in this work may vary to some extent to those obtained from a
mature tree. However, the underlying trend is likely to be unaltered and as already mentioned, the results obtained in Chapter 6 agree well with other published data [6][9]. Due to time constraints, it was not possible to investigate the angular variation at other polarisations.

7.5 Further Work

In retrospect, more conclusive data, with respect to seasonal variations, could have been obtained by measuring the larch and beech trees at more regular intervals. It would then have been possible to obtain graphs for the total reflectivity of the beech tree and improve the ones generated for the larch.

The greatest difficulty associated with this work has been the difficulty in observing certain elements of the tree when making measurements from a side view. Although such measurements provide important information about the polarimetric response of trees, seasonal variations of deciduous trees are difficult to determine. Clearly, an overhead scanner would be preferable, and in particular, one which could be used to make measurements at different incidence angles would be highly desirable. If such a system existed, it would be worth repeating the angular variations on the beech tree at all polarisations and over a growing season. This would provide valuable data that could more easily be related to data collected from airborne SARs over forested areas.

The multifrequency system described above along with the auto-focusing algorithm provide a valuable tool for generating high resolution near-field images. The applications of such a system are multitudinous and are only limited by constraints of time and money. In terms of imaging biophysical objects, an enormous amount of information can yet be obtained. For example, difference measurements denoting the respective contributions of a tree at different polarisations could be made or investigations into the effect of water stress or disease on plants could be monitored. Such measurements will continue to aid understanding of radar-target interaction and will lead to more representative and accurate models.
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